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Abstract
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1 Introduction

For modeling the dynamics of an ecological system, Cushing [7] pointed out that it is nec-
essary and important to consider models with periodic ecological parameters or perturba-
tions which might be quite naturally exposed (for example, those due to seasonal effects
of wheatear, food supply, mating habits, etc.). Particularly, the mathematical models of
the periodic population evolution processes in a community, i.e., the periodic population
evolution equations, are the theoretical bases for the quantitative demography to research
population state and evolution law. The research of the population evolutions can help us
to understand the dynamic characteristics of the population systems can provide us with a
strict mathematical basis for the long-range and short-rang population forecast for the dis-
covery of the population control law and for the decision of the population polices (See [4],
[11], [16], [17], [26], [27]).

On the other hand, in order to describe dynamics of population subject to abrupt changes
as well as other phenomena such as harvesting, diseases etc, some authors have used impul-
sive differential systems to describe the model since the last century. For the basic theory on
impulsive differential equations on finite dimensional spaces, the reader can refer to Laksh-
mikantham’s book, Liu’s paper and Yang’s book (see [9], [10], [25]). For the basic theory
on impulsive differential equations on infinite dimensional spaces, the reader can refer to
Ahmed’s paper, Liu’s papers and Xiang’s (see [2], [3], [5], [13], [21], [22], [23], [24]).

As a result, it is necessary and important to investigate periodic population evolution
systems with periodic perturbations. In this paper, we will study a class of generalized non-
autonomous integrodifferential periodic population system with periodic impulsive pertur-
bations which is governed by

∂

∂t
x(r, t)+a(t)

∂

∂r
x(r, t) =−a(t)µ(r)x(r, t)−F1(N(r, t))x(r, t)+F2(r, t),

0 < r < rm, t > 0, t 6= τk,k ∈ N,
x(r,0) = x0(r), 0≤ r ≤ rm,
x(0, t) = β

R r2
r1

k(r, t)h(r, t)x(r, t)dr, t > 0, t 6= τk,k ∈ N,

4x(r, t) = Bkx(r, t)+ ck, 0≤ r ≤ rm, t = τk,k ∈ N.

(1.1)

where t denotes time, r denotes age, rm is the highest age ever attained by individuals of the
population, the coefficient a(t) is sufficiently smooth function, x(r, t) = ∂N(r,t)

∂r is called age
density function, N(r, t) denotes the amount of population aged less than r at time t, F1 de-
notes nonnegative function which can describe the variation of N(r, t), x0(r) denotes initial
age density, µ(r) is the age-specific dead rate, the constant β is the specific fertility rate of fe-
males, k(r, t) is the female ratio, and h(r, t) is the fertility pattern satisfying

R r2
r1

h(r, t)dr = 1,
where [r1,r2] denotes the fecundity period of female. N(r, t) =

R rm
0 x(r, t)dr; F2(r, t) denotes

that immigrant density. In general, the relationships among the x(r, t), F2(r, t) and N(r, t)
are very complicated. Here, we only discuss the relationship between F2(r, t) and x(r, t) sat-
isfies F2(r, t) =

R t
0 g(t,s,x(r,s))ds, where g is a real fucntion. Time sequence 0 = τ0 < τ1 <

· · ·< τk · · · and τk →∞ as k→∞, ∆x(r,τk) = x(r,τ+
k )−x(r,τk) = Bkx(r,τk)+ck denote mu-

tation of the population at time τk. For arbitrary t ≥ 0, there exist T0 > 0 and δ∈N such that
a(t +T0) = a(t), F1(N(r, t +T0)) = F1(N(r, t)), F2(r, t +T0) = F2(r, t), τk+δ = τk +T0, Bk+δ =
Bk, ck+δ = ck.
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Then system (1.1) can be written as

∂

∂t
x(r, t)+a(t)

∂

∂r
x(r, t)+a(t)µ(r)x(r, t) = f

(
t,x(r, t),

Z t

0
g(t,s,x(r,s))ds

)
,

0 < r < rm, t > 0, t 6= τk,k ∈ N,
x(r,0) = x0(r), 0≤ r ≤ rm,
x(0, t) = β

R r2
r1

k(r, t)h(r, t)x(r, t)dr, t > 0, t 6= τk,k ∈ N,

4x(r, t) = Bkx(r, t)+ ck, 0≤ r ≤ rm, t = τk,k ∈ N.

(1.2)

Define X = Lp(0,rm), 1≤ p < ∞, A(t)ϕ(r) =−a(t)
(

d
dr ϕ(r)−µ(r)ϕ(r)

)
, for arbitrary

ϕ∈D(A), (A(t) is called population evolution operator with time-varying) and D(A) =
{

ϕ |
ϕ,A(t)ϕ ∈ X ;ϕ(0) = β

R r2
r1

k(r)h(r)ϕ(r)dr
}
.

Let x(·)(r) = x(·,r), f
(

t,x(r, t),
R t

0 g(t,s,x(r,s))ds
)

= f
(

t,x(t),
R t

0 g(t,s,x(s))ds
)

(r),

then the model (1.2) can be abstracted the following integrodifferential impulsive periodic
system with time-varying generating operators:{

ẋ(t) = A(t)x(t)+ f
(
t,x,

R t
0 g(t,s,x)ds

)
, t 6= τk,

∆x(t) = Bkx(t)+ ck, t = τk.
(1.3)

in Banach space X . Suppose {A(t), t ∈ [0,T0]} is a family of closed densely defined
linear unbounded operators on X and the resolvent of the unbounded operator A(t) is
compact. f is a measurable function from [0,∞)×X ×X to X , g is a continuous func-
tion from [0,∞)× [0,∞)× X to X . For arbitrary t ≥ 0, there exist T0 > 0 and δ ∈ N
such that A(t + T0) = A(t), f (t + T0,x,y) = f (t,x,y), g(t + T0,s + T0,x) = g(t,s,x), τk+δ =
τk +T0, Bk+δ = Bk, ck+δ = ck.

Here, we use Horn’s fixed point theorem to obtain the existence of periodic solution
for integrodifferential impulsive periodic system (1.3). First, by virtue of impulsive evolu-
tion operator corresponding to homogeneous linear impulsive system, we construct a new
Poincaré operator P for integrodifferential impulsive periodic system (1.3), then overcome
some difficulties to show the continuity and compactness of Poincaré operator P which are
very important. By virtue of the integral inequality of Gronwall type for piecewise continu-
ous functions, the prior estimate of PC-mild solutions is given. Therefore, the existence of
T0-periodic PC-mild solutions for integrodifferential impulsive periodic system (1.3) when
PC-mild solutions are ultimate bounded is shown.

This paper is organized as follows. In section 2, some properties of impulsive evolution
operator corresponding to homogeneous linear impulsive periodic system are recalled. In
section 3, by the integral inequality of Gronwall type for piecewise continuous functions and
existence and continuous dependence of PC-mild solutions for integrodifferential impulsive
periodic system (1.3) are given. In section 4, the new Poincaré operator P is constructed and
the relation between T0-periodic PC-mild solution and the fixed point of Poincaré operator
P is given. After the continuity and compactness of Poincaré operator P are shown, the
existence of T0-periodic PC-mild solutions for integrodifferential impulsive periodic system
(1.3) is established by virtue of Horn’s fixed point theorem when PC-mild solutions are
ultimate bounded. At last, an example is given to demonstrate the applicability of our
result.



Bounded and Periodic solutions of Impulsive Evolution Equations 35

2 Preliminaries

Let X be a Banach space. £(X) denotes the space of linear operators in X ; £b(X) denotes
the space of bounded linear operators in X . £b(X) is the Banach space with the usual
supremum norm. Define D̃={τ1, · · ·,τδ} ⊂ [0,T0], where δ ∈ N denotes the number of
impulsive points between [0,T0]. We introduce PC([0,T0];X) ≡ {x : [0,T0]→ X | x is con-
tinuous at t ∈ [0,T0]\D̃, x is continuous from left and has right hand limits at t ∈ D̃} and
PC1([0,T0];X)≡ {x ∈ PC([0,T0];X) | ẋ ∈ PC([0,T0];X)}. Set

‖x‖PC = max

{
sup

t∈[0,T0]
‖x(t +0)‖, sup

t∈[0,T0]
‖x(t−0)‖

}
and ‖x‖PC1 = ‖x‖PC +‖ẋ‖PC.

It can be seen that endowed with the norm ‖ ·‖PC (‖ · ‖PC1), PC([0,T0];X)
(
PC1([0,T0];X)

)
is a Banach space.

For homogeneous linear impulsive periodic system with time-varying generating oper-
ators {

ẋ(t) = A(t)x(t), t 6= τk,
∆x(τk) = Bkx(τk), t = τk.

(2.1)

on Banach space X , where 4x(τk) = x(τ+
k )−x(τ−k ), {A(t), t ∈ [0,T0]} is a family of closed

densely defined linear unbounded operators on X satisfying the following assumption.

Assumption [A1] (See [1], p.158) For t ∈ [0,T0] one has

(P1) The domain D(A(t)) = D is independent of t and is dense in X .

(P2) For t ≥ 0, the resolvent R(λ,A(t)) = (λI−A(t))−1 exists for all λ with Reλ≤ 0,
and there is a constant M independent of λ and t such that

‖R(λ,A(t))‖ ≤M(1+ |λ|)−1 for Reλ≤ 0.

(P3) There exist constants L > 0 and 0 < α≤ 1 such that∥∥(
A(t)−A(θ)

)
A−1(τ)

∥∥≤ L|t−θ|α for t,θ,τ ∈ [0,T0].

Lemma 2.1 (See [1], p.159) Under the assumption [A1], the Cauchy problem

ẋ(t)+A(t)x(t) = 0, t ∈ (0,T0] with x(0) = x̄ (2.2)

has a unique evolution system {U(t,θ) | 0≤ θ≤ t ≤ T0} in X satisfying the following
properties:

(1) U(t,θ) ∈ £b(X) for 0≤ θ≤ t ≤ T0.

(2) U(t,r)U(r,θ) = U(t,θ) for 0≤ θ≤ r ≤ t ≤ T0.

(3) U(·, ·)x ∈C(∆,X) for x ∈ X , ∆ = {(t,θ) ∈ [0,T0]× [0,T0] | 0≤ θ≤ t ≤ T0}.

(4) For 0≤ θ < t ≤ T0, U(t,θ): X −→D and t −→U(t,θ) is strongly differentiable in
X . The derivative ∂

∂t U(t,θ) ∈ £b(X) and it is strongly continuous on 0 ≤ θ < t ≤ T0.
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Moreover,

∂

∂t
U(t,θ) = −A(t)U(t,θ) for 0≤ θ < t ≤ T0,∥∥∥∥ ∂

∂t
U(t,θ)

∥∥∥∥
£b(X)

= ‖A(t)U(t,θ)‖£b(X) ≤
C

t−θ
,∥∥A(t)U(t,θ)A(θ)−1∥∥

£b(X) ≤ C for 0≤ θ≤ t ≤ T0.

(5) For every v ∈ D and t ∈ (0,T0],U(t,θ)v is differentiable with respect to θ on
0≤ θ≤ t ≤ T0

∂

∂θ
U(t,θ)v = U(t,θ)A(θ)v.

And, for each x̄ ∈ X , the Cauchy problem (2.2) has a unique classical solution x ∈
C1([0,T0];X) given by

x(t) = U(t,0)x̄, t ∈ [0,T0].

In addition to assumption [A1], we introduce the following assumptions.

Assumption [A2] There exits T0 > 0 such that A(t +T0) = A(t) for t ∈ [0,T0].

Assumption [A3] For t ≥ 0, the resolvent R(λ,A(t)) is compact.

Then we have

Lemma 2.2 Assumptions [A1], [A2] and [A3] hold. Then evolution system {U(t,θ) | 0≤
θ≤ t ≤ T0} in X also satisfying the following two properties:

(6) U(t +T0,θ+T0) = U(t,θ) for 0≤ θ≤ t ≤ T0;

(7) U(t,θ) is compact operator for 0≤ θ < t ≤ T0.

In order to introduce a impulsive evolution operator and give it’s properties, we need
the following assumption.

Assumption [B] For each k ∈ Z+
0 , Bk ∈ £b(X), there exists δ ∈ N such that τk+δ = τk +

T0 and Bk+δ = Bk.

Consider the following Cauchy problem ẋ(t) = A(t)x(t), t ∈ [0,T0]\D̃,
∆x(τk) = Bkx(τk), k = 1,2, · · ·,δ,
x(0) = x̄.

(2.3)

For every x̄ ∈ X , D is an invariant subspace of Bk, using Lemma 2.1, step by step, one
can verify that the Cauchy problem (2.3) has a unique classical solution x ∈ PC1([0,T0];X)
represented by x(t) = S(t,0)x̄ where S(·, ·) : ∆−→ £(X) given by

S(t,θ) =



U(t,θ), τk−1 ≤ θ≤ t ≤ τk,

U(t,τ+
k )(I +Bk)U(τk,θ), τk−1 ≤ θ < τk < t ≤ τk+1,

U(t,τ+
k )

[
∏θ<τ j<t(I +B j)U(τ j,τ

+
j−1)

]
(I +Bi)U(τi,θ),

τi−1 ≤ θ < τi ≤ · · ·< τk < t ≤ τk+1.

(2.4)
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The operator {S(t,θ),(t,θ) ∈ ∆} is called impulsive evolution operator associated with
{Bk;τk}∞

k=1.
The following lemma on the properties of the impulsive evolution operator {S(t,θ),(t,θ)∈

∆} associated with {Bk;τk}∞
k=1 are widely used in this paper.

Lemma 2.3 (See Lemma 1 of [18]) Assumptions [A1], [A2], [A3] and [B] hold. Impulsive
evolution operator {S(t,θ),(t,θ) ∈ ∆} has the following properties:
(1) For 0≤ θ≤ t ≤ T0, S(t,θ) ∈ £b(X), i.e., sup0≤θ≤t≤T0

‖S(t,θ)‖ ≤MT0 , MT0 > 0.

(2) For 0≤ θ < r < t ≤ T0, r 6= τk, S(t,θ) = S(t,r)S(r,θ).

(3) For 0≤ θ≤ t ≤ T0 and N ∈ Z+
0 , S(t +NT0,θ+NT0) = S(t,θ).

(4) For 0≤ t ≤ T0 and M ∈ Z+
0 , S(MT0 + t,0) = S(t,0) [S(T0,0)]M.

(5) S(t,θ) is compact operator for 0≤ θ < t ≤ T0.

3 Integral inequalities of Gronwall type and Existence and con-
tinuous dependence of the Solutions

In order to derive the estimate of PC-mild solutions, we introduce the following integral
inequalities of Gronwall type for piecewise continuous functions which is widely used in
sequel.

Lemma 3.1 (See Theorem 2 of [6]) Let t ≥ t0 ≥ 0 the following inequality hold

x(t)≤ a(t)+
Z t

t0
b(t,θ)x(θ)dθ+

Z t

t0

(Z
θ

t0
k(t,θ,s)u(s)ds

)
dθ+ ∑

t0<τk<t
βk(t)u(τk),

(3.1)
where x, a ∈ PC([t0,∞),R+), a is nondecreasing, b(t,θ) and k(t,θ,s) are continu-
ous and nonnegative functions for t,θ,s ≥ t0 and are nondecreasing with respect to
t,βk(t)(k ∈ N) are nondecreasing for t ≥ t0.

Then, for t ≥ t0, the following inequality is valid:

x(t)≤ a(t) ∏
t0<τk<t

(1+βk(t))exp
(Z t

t0
b(t,θ)dθ+

Z t

t0

Z
θ

t0
k(t,θ,s)dsdθ

)
.

Now, we consider the following integrodifferential impulsive periodic system with time-
varying generating operators{

ẋ(t) = A(t)x(t)+ f
(
t,x(t),

R t
0 g(t,s,x(s))ds

)
, t 6= τk,

∆x(t) = Bkx(t)+ ck, t = τk.
(3.2)

and the associated Cauchy problem ẋ(t) = A(t)x(t)+ f
(
t,x(t),

R t
0 g(t,s,x(s))ds

)
, t ∈ [0,T0]\D̃,

∆x(τk) = Bkx(τk)+ ck, k = 1,2, · · · ,δ,
x(0) = x̄.

(3.3)

We can introduce the PC-mild solution of the Cauchy problem (3.3).
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Definition 3.1 A function x ∈ PC([0,T0];X) is said to be a PC-mild solution of the Cauchy
problem (3.3) corresponding to the initial value x̄ ∈ X if x satisfies the following
integral equation

x(t) = S(t,0)x̄+
Z t

0
S(t,θ) f

(
θ,x(θ),

Z
θ

0
g(θ,s,x(s))ds

)
dθ+ ∑

0≤τk<t
S

(
t,τ+

k

)
ck

for t ∈ [0,T0].

Now, we introduce the T0-periodic PC-mild solution of system (3.2).

Definition 3.2 A function x ∈ PC([0,+∞);X) is said to be a T0-periodic PC-mild solution
of system (3.2) if it is a PC-mild solution of Cauchy problem (3.3) corresponding to
some x̄ and x(t +T0) = x(t) for t ≥ 0.

We make the following assumptions.

Assumption [C] For each k ∈ Z+
0 and ck ∈ X , there exists δ ∈ N such that ck+δ = ck.

Assumption [F]

[F1]: f : [0,∞)×X ×X → X is measurable for t ≥ 0 and for any x1, x2, y1,y2 ∈ X
satisfying ‖x1‖, ‖x2‖, ‖y1‖, ‖y2‖ ≤ ρ there exists a positive constant L f (ρ) > 0 such
that

‖ f (t,x1,y1)− f (t,x2,y2)‖ ≤ L f (ρ)(‖x1− x2‖+‖y1− y2‖).

[F2]: There exists a positive constant M f > 0 such that

‖ f (t,x,y)‖ ≤M f (1+‖x‖+‖y‖) for all x,y ∈ X .

[F3]: f (t,x,y) is T0-periodic in t, i.e., f (t +T0,x,y) = f (t,x,y), t ≥ 0.

Assumption [G]

[G1]: g : [0,∞)× [0,∞)×X → X is continuous for t ≥ s ≥ 0 and for any x, y ∈ X
satisfying ‖x‖, ‖y‖ ≤ ρ there exists a positive constant Lg(ρ) > 0 such that

‖g(t,s,x)−g(t,s,y)‖ ≤ Lg(ρ)‖x− y‖.

[G2]: There exists a positive constant Mg > 0 such that

‖g(t,s,x)‖ ≤Mg(1+‖x‖) for all x ∈ X .

[G3]: g(t,s,x) are T0-periodic in t and s, i.e., g(t + T0,s + T0,x) = g(t,s,x), for t ≥
s≥ 0 and

R T0
0 g(t,s,x)ds = 0, for t ≥ s≥ 0, x ∈ X .

Now we present the existence and continuous dependence of PC-mild solutions for
system (3.3).
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Theorem 3.1 Assumptions [A1], [F1], [F2], [G1] and [G2] hold, and for each k ∈ Z+
0 ,

Bk ∈ £b(X). Then system (3.3) has a unique PC-mild solution given by

x(t, x̄) = S(t,0)x̄+
Z t

0
S(t,θ) f

(
θ,x(θ),

Z
θ

0
g(θ,s,x(s))ds

)
dθ+ ∑

0≤τk<t
S

(
t,τ+

k

)
ck.

Further, the PC-mild solutions of system (3.3) depend continuously on the initial
conditions, i.e., for any number ε > 0, there exists a number σ > 0 such that for
‖x̄− ȳ‖< σ the inequality

‖x(t, x̄)− x(t, ȳ)‖< ε

holds for t ∈ [0,T0].

Proof. In order to make the process clear we divide it into four steps.
Step 1, we consider the following integro-differential equation without impulse{ .

x (t) = A(t)x(t)+ f
(
t,x,

R t
0 g(t,s,x)ds

)
, t ∈ [0,τ],

x(0) = x̄ ∈ X .
(3.4)

In order to obtain the local existence of mild solution for system (3.4), we only need to set
up the framework for use of the contraction mapping theorem. Consider the ball given by

B = {x ∈C ([0, t1];X) | ‖x(t)− x̄‖ ≤ 1,0≤ t ≤ t1}

where t1 would be chosen, and ‖x(t)‖ ≤ 1 + ‖x̄‖ = ρ̄, 0 ≤ t ≤ t1. B ⊆ C ([0, t1],X) is a
closed convex set. Define a map Q on B given by

(Qx)(t) = U(t,0)x̄+
Z t

0
U (t,θ) f

(
θ,x(θ) ,

Z
θ

0
g(θ,s,x(s))ds

)
dθ.

Under the assumptions [A1], [F1], [F2], [G1], [G2] and Lemma 3.1, one can verify that
map Q is a contraction map on B with chosen t1 > 0. This means that system (3.4) has a
unique mild solution x ∈C([0, t1];X) given by

x(t) = U(t,0)x̄+
Z t

0
U (t,θ) f

(
θ,x(θ),

Z
θ

0
g(θ,s,x(s))ds

)
dθ on [0, t1].

Again, using the Lemma 3.1, [G1] and [G2], we can obtain the a priori estimate of the mild
solutions for system (3.4) and present the global existence of mild solutions.

Step 2, for t ∈ (τk,τk+1], consider Cauchy problem{ .
x (t) = A(t)x(t)+ f

(
t,x(t),

R t
0 g(t,s,x(s))ds

)
, t ∈ (τk,τk+1],

x(τk) = xk ≡ (I +Bk)x(τk)+ ck ∈ X .
(3.5)

By Step 1, Cauchy problem (3.5) also has a unique PC-mild solution

x(t) = U(t,τk)xk +
Z t

τk

U(t,θ) f
(

θ,x(θ),
Z

θ

0
g(θ,s,x(s))ds

)
dθ.

Step 3, combining the all of solutions on (τk,τk+1] (k = 1, · · · ,δ), one can obtain the
PC-mild solution of Cauchy problem (3.3) given by

x(t, x̄) = S(t,0)x̄+
Z t

0
S(t,θ) f

(
θ,x(θ),

Z
θ

0
g(θ,s,x(s))ds

)
dθ+ ∑

0≤τk<t
S

(
t,τ+

k

)
ck.

Step 4, for the continuous dependence of PC-mild solutions, by standard argument, one
can complete it.
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4 Existence of Periodic Solutions

To establish the periodic solutions for the system (3.2), we define a Poincaré operator from
X to X as following

P(x̄) = x(T0, x̄)

= S(T0,0)x̄+
Z T0

0
S(T0,θ) f

(
θ,x(θ, x̄),

Z
θ

0
g(θ,s,x(s, x̄))ds

)
dθ (4.1)

+ ∑
0≤τk<T0

S
(
T0,τ

+
k

)
ck

where x(·, x̄) denote the PC-mild solution of the Cauchy problem (3.3) corresponding to the
initial value x(0) = x̄, then, examine whether P has a fixed point.

We first note that a fixed point of P gives rise to a periodic solution.

Lemma 4.1 Assumptions [A1], [A2], [B], [C], [F1], [F2], [F3], [G1], [G2] and [G3] hold.
System (3.2) has a T0-periodic PC-mild solution if and only if P has a fixed point.

Proof. Suppose x(·) = x(·+ T0), then x(0) = x(T0) = P(x(0)). This implies that x(0) is a
fixed point of P. On the other hand, if Px0 = x0, x0 ∈ X , then for the PC-mild solution
x(·,x0) of the Cauchy problem (3.3) corresponding to the initial value x(0) = x0, we can
define y(·) = x(·+T0,x0), then y(0) = x(T0,x0) = Px0 = x0. Now, for t > 0, we can use the
(2), (3) and (4) of Lemma 2.3 and assumptions [A2], [B], [C], [F3], and [G3] to arrive at

y(t) = x(t +T0,x0)
= S(t,0)x(T0)

+
Z t

0
S(t +T0,θ+T0) f

(
θ+T0,x(θ+T0,x0),

Z
θ+T0

T0

g(θ+T0,s,x(s,x0))ds
)

dθ

+ ∑
T0≤τk+δ<t+T0

S
(
t +T0,τ

+
k+δ

)
ck+δ

= S(t,0)x(T0)

+
Z t

0
S(t,θ) f

(
θ,x(θ+T0,x0),

Z
θ

0
g(θ+T0,s+T0,x(s+T0,x0))ds

)
dθ (4.2)

+ ∑
T0≤τk+δ<t+T0

S
(
t +T0,τ

+
k+δ

)
ck+δ

= S(t,0)x(T0)+
Z t

0
S(t,θ) f

(
θ,y(θ,y(0)),

Z
θ

0
g(θ,s,y(s,y(0)))ds

)
dθ

+ ∑
0≤τk<t

S
(
t,τ+

k

)
ck.

= S(t,0)y(0)+
Z t

0
S(t,θ) f

(
θ,y(θ,y(0),

Z
θ

0
g(θ,s,y(s,y(0)))ds

)
dθ

+ ∑
0≤τk<t

S
(
t,τ+

k

)
ck.

This implies that y(·,y(0)) is a PC-mild solution of Cauchy problem (3.3) with initial value
y(0) = x0. Thus the uniqueness implies that x(·,x0) = y(·,y(0)) = x(·+ T0,x0), so that
x(·,x0) is a T0-periodic.



Bounded and Periodic solutions of Impulsive Evolution Equations 41

Next, we show that P defined by (4.1) is a continuous and compact operator.

Lemma 4.2 Under the assumptions of Theorem 3.1 and [A3], P is a continuous and com-
pact operator.

Proof. (1) Show that P is a continuous operator on X .
Let x̄, ȳ ∈ Ξ ⊂ X , where Ξ is a bounded subset of X . Suppose x(·, x̄) and x(·, ȳ) are the

PC-mild solutions of Cauchy problem (3.3) corresponding to the initial value x̄ and ȳ ∈ X
respectively given by

x(t, x̄) = S(t,0)x̄+
Z t

0
S(t,θ) f

(
θ,x(θ, x̄),

Z
θ

0
g(θ,s,x(s, x̄))ds

)
dθ+ ∑

0≤τk<t
S

(
T0,τ

+
k

)
ck;

x(t, ȳ) = S(t,0)ȳ+
Z t

0
S(t,θ) f

(
θ,x(θ, ȳ),

Z
θ

0
g(θ,s,x(s, ȳ))ds

)
dθ+ ∑

0≤τk<t
S

(
T0,τ

+
k

)
ck.

Thus, we obtain

‖x(t, x̄)‖ ≤ MT0‖x̄‖+(1+MgT0)MT0M f T0 +MT0 ∑
0≤τk<T0

‖ck‖+MT0M f

Z t

0
‖x(θ, x̄)‖dθ

+MT0M f Mg

Z t

0

Z
θ

0
‖x(s, x̄)‖dsdθ,

and

‖x(t, ȳ)‖ ≤ MT0‖ȳ‖+(1+MgT0)MT0M f T0 +MT0 ∑
0≤τk<T0

‖ck‖+MT0M f

Z t

0
‖x(θ, ȳ)‖dθ

+MT0M f Mg

Z t

0

Z
θ

0
‖x(s, ȳ)‖dsdθ.

By Lemma 3.1 and elementary computation, there exist constants M∗
1 and M∗

2 > 0
such that ‖x(t, x̄)‖ ≤ M∗

1 and ‖x(t, ȳ)‖ ≤ M∗
2 . Let ρ = max{M∗

1 ,M
∗
2} > 0, then ‖x(·, x̄)‖,

‖x(·, ȳ)‖ ≤ ρ which imply that they are locally bounded.
By assumptions [F1], [F2], [G1] and [G2], we obtain

‖x(t, x̄)− x(t, ȳ)‖ ≤ ‖S(t,0)‖‖x̄− ȳ‖

+
Z t

0
‖S(t,θ)‖

∥∥∥∥ f
(

θ,x(θ, x̄),
Z

θ

0
g(θ,s,x(s, x̄))ds

)
− f

(
θ,x(θ, ȳ),

Z
θ

0
g(θ,s,x(s, ȳ))ds

)∥∥∥∥dθ

≤ MT0‖x̄− ȳ‖+MT0L f (ρ)
Z t

0
‖x(θ, x̄)− x(θ, ȳ)‖dθ

+MT0L f (ρ)Lg(ρ)
Z t

0

Z
θ

0
‖x(s, x̄)− x(s, ȳ)‖dsdθ.

By Lemma 3.1 and elementary computation again, there exists constant M∗
3 > 0 such that

‖x(t, x̄)− x(t, ȳ)‖ ≤M∗
3‖x̄− ȳ‖, for all t ∈ [0,T0],
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which implies that

‖P(x̄)−P(ȳ)‖=
∥∥x(T0, x̄)− x(T0, ȳ)

∥∥≤M∗
3‖x̄− ȳ‖.

Hence, P is a continuous operator on X .
(2) Verify that P takes a bounded set into a precompact set in X .
Let Γ is a bounded subset of X . Define K = PΓ = {P(x̄) ∈ X | x̄ ∈ Γ}.
For 0 < ε≤ T0, define

Kε = PεΓ = S(T0,T0− ε)
{

x(T0− ε, x̄) | x̄ ∈ Γ
}
.

Next, we show that Kε is precompact in X . In fact, for x̄ ∈ Γ fixed, we have

‖x(T0− ε, x̄)‖

≤ ‖S(T0− ε,0)x̄‖+
Z T0−ε

0

∥∥∥∥S(T0− ε,θ) f
(

θ,x(θ, x̄),
Z

θ

0
g(θ,s,x(s, x̄))ds

)∥∥∥∥dθ

+ ∑
0≤τk<T0−ε

∥∥S
(
T0− ε,τ+

k

)
ck

∥∥
≤ MT0‖x̄‖+MT0M f T0(1+MgT0)+(1+MgT0)MT0M f T0ρ+MT0 ∑

0≤τk<T0

‖ck‖.

This implies that the set
{

x(T0− ε, x̄) | x̄ ∈ Γ
}

is totally bounded.
By virtue of (5) of Lemma 2.3, S(T0,T0−ε) is a compact operator. Thus, Kε is precom-

pact in X .
On the other hand, for arbitrary x̄ ∈ Γ,

Pε(x̄) = S(T0,0)x̄+
Z T0−ε

0
S(T0,θ) f

(
θ,x(θ, x̄),

Z
θ

0
g(θ,s,x(s, x̄))ds

)
dθ

+ ∑
0≤τk<T0−ε

S
(
T0,τ

+
k

)
ck.

Thus, combined with (4.1), we have∥∥Pε(x̄)−P(x̄)
∥∥

≤
∥∥∥∥Z T0−ε

0
S(T0,θ) f

(
θ,x(θ, x̄),

Z
θ

0
g(θ,s,x(s, x̄))ds

)
dθ

−
Z T0

0
S(T0,θ) f

(
θ,x(θ, x̄),

Z
θ

0
g(θ,s,x(s, x̄))ds

)
dθ

∥∥∥∥
+

∥∥∥∥∥ ∑
0≤τk<T0−ε

S
(
T0,τ

+
k

)
ck− ∑

0≤τk<T0

S
(
T0,τ

+
k

)
ck

∥∥∥∥∥
≤

Z T0

T0−ε

‖S(T0,θ)‖
∥∥∥∥ f

(
θ,x(θ, x̄),

Z
θ

0
g(θ,s,x(s, x̄))ds

)∥∥∥∥dθ+MT0 ∑
T0−ε≤τk<T0

‖ck‖

≤ MT0M f (1+MgT0)(1+ρ)ε+MT0 ∑
T0−ε≤τk<T0

‖ck‖.

It is showing that the set K can be approximated to an arbitrary degree of accuracy by a
precompact set Kε. Hence K itself is precompact set in X . That is, P takes a bounded set
into a precompact set in X . As a result, P is a compact operator.
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After showing the continuity and compactness of operator P, we can follow and derive
periodic PC-mild solutions for system (3.2). In the sequel, we define the following defini-
tions. The following definitions are standard, we state them here for convenient references.
Note that the uniform boundedness and uniform ultimate boundedness are not required to
obtain the periodic PC-mild solutions here, so we only define the (locally) boundedness and
ultimate boundedness.

Definition 4.1 We say that PC-mild solutions of Cauchy problem (3.3) are bounded if for
each B1 > 0, there is a B2 > 0 such that ‖x̄‖ ≤ B1 implies ‖x(t, x̄)‖ ≤ B2 for t ≥ 0.

Definition 4.2 We say that PC-mild solutions of Cauchy problem (3.3) are locally bounded
if for each B1 > 0 and k0 > 0, there is a B2 > 0 such that ‖x̄‖ ≤ B1 implies ‖x(t, x̄)‖ ≤
B2 for 0≤ t ≤ k0.

Definition 4.3 We say that PC-mild solutions of Cauchy problem (3.3) are ultimate bounded
if there is a bound B > 0, such for each B3 > 0, there is a k > 0 such that ‖x̄‖ ≤ B3
and t ≥ k imply ‖x(t, x̄)‖ ≤ B.

We also need the following results as a reference.

Lemma 4.3 (See Theorem 3.1 of [14]) Locally boundedness and ultimate boundedness
implies boundedness and ultimate boundedness.

Lemma 4.4 (See [8] or Lemma 3.1 of [12], Horn’s Fixed Point Theorem) Let E0 ⊂E1 ⊂E2
be convex subsets of Banach space X , with E0 and E2 compact subsets and E1 open
relative to E2. Let P: E2 → X be a continuous map such that for some integer m, one
has

P j(E1)⊂ E2, 1≤ j ≤ m−1, P j(E1)⊂ E0, m≤ j ≤ 2m−1,

then P has a fixed point in E0.

Theorem 4.1 Assumptions [A1], [A2], [A3], [B], [C], [F] and [G] hold. If the PC-mild
solutions of Cauchy problem (3.3) are ultimate bounded, then system (3.2) has a
T0-periodic PC-mild solution.

Proof. By Theorem 3.1 and Definition 4.2, Cauchy problem (3.3) corresponding to the ini-
tial value x(0) = x̄ has a PC-mild solution x(·, x̄) which is locally bounded. From ultimate
boundedness and Lemma 4.3, x(·, x̄) is bounded. Next, let B > 0 be the bound in the defi-
nition of ultimate boundedness. Then by boundedness, there is a B1 > B such that ‖x̄‖ ≤ B
implies ‖x(t, x̄)‖ ≤ B1 for t ≥ 0. Furthermore, there is a B2 > B1 such that ‖x̄‖ ≤ B1 implies
‖x(t, x̄)‖ ≤ B2 for t ≥ 0. Now, using ultimate boundedness again, there is a positive integer
m such that ‖x̄‖ ≤ B1 implies ‖x(t, x̄)‖ ≤ B for t ≥ (m−2)T0.

Define y(·,y(0)) = x(·+ T0, x̄), then y(0) = x(T0, x̄) = P(x̄). From (4.2) in Lemma 4.1,
we obtain P(y(0)) = y(T0,y(0)) = x(2T0, x̄). Thus, P2(x̄) = P(P(x̄)) = P(y(0)) = x(2T0, x̄).
Suppose there exists integer m− 1 such that Pm−1(x̄) = x((m− 1)T0, x̄). By induction we
arrive at

Pm(x̄) = Pm−1(P(x̄)) = Pm−1(y(0)) = y((m−1)T0,y(0)) = x(mT0, x̄).
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Thus, we obtain∥∥P j−1(x̄)
∥∥ =

∥∥x
(
( j−1)T0, x̄

)∥∥ < B2, j = 1,2, · · ·,m−1 and ‖x̄‖< B1; (4.3)

∥∥P j−1(x̄)
∥∥ =

∥∥x
(
( j−1)T0, x̄

)∥∥ < B, j ≥ m and ‖x̄‖< B1. (4.4)

It comes from Lemma 4.2 that P(x̄) = x(T0, x̄) on X is compact. Now let

H = {x̄ ∈ X : ‖x̄‖< B2}, E2 = cl.
(
conv(P(H))

)
,

W = {x̄ ∈ X : ‖x̄‖< B1}, E1 = W ∩E2,

G = {x̄ ∈ X : ‖x̄‖< B}, E0 = cl.
(
conv(P(G))

)
,

where conv(Y ) is the convex hull of the set Y defined by

conv(Y ) =

{
n

∑
i=1

λiyi | n≥ 1, yi ∈ Y , λi,
n

∑
i=1

λi = 1

}
,

and cl. denotes the closure. Then we see that E0 ⊂ E1 ⊂ E2 are convex subset of X with E0,
E2 compact subsets and E1 open relative to E2 and from (4.3) and (4.4), one has

P j(E1)⊂ P j(W ) = PP j−1(W )⊂ P(H)⊂ E2, j = 1,2, · · ·,m−1;

P j(E1)⊂ P j(W ) = PP j−1(W )⊂ P(G)⊂ E0, j = m,m+1, · · ·,2m−1.

We see that P: E2 → X be continuous map continuous from Lemma 4.2. Consequently,
from Horn’s fixed point theorem, we know that the operator P has a fixed point x0 ∈ E0 ⊂
X . By Lemma 4.1, we know that the PC-mild solution x(·,x0) of Cauchy problem (3.3)
corresponding to the initial value x(0) = x0, is just T0-periodic. Therefore x(·,x0) is a T0-
periodic PC-mild solution of system (3.2). This proves the theorem.

At last, an application in impulsive periodic population evolution equation is given to
illustrate our theory. Consider the following problem:

∂

∂t x(r, t)+ sin t ∂

∂r x(r, t) =−0.2sin tx(r, t)+ x(r, t)
+

R t
0 ψ(s)(1+ sin(t− s))

√
x2(r,s)+1ds,

r ∈Ω = (0,1), t,s ∈ (0,2π]\{1
2 π,π, 3

2 π},

∆x(r,τi) =


0.05Ix(r,τi), i = 1,
−0.05Ix(r,τi), i = 2,
0.05Ix(r,τi), i = 3,

r ∈Ω,τi = i
2 π, i = 1,2,3,

x(r,0) = x0(r), t > 0,

x(0, t) = ϕ0(t), t ∈ (0,2π)\{1
2 π,π, 3

2 π},
x(r,0) = x(r,2π).

(4.5)

where I is identity operator.

Define X = L1(0,1), and A(t)ϕ(r)=−sin t
(

d
dr ϕ(r)−0.2ϕ(r)

)
, for arbiartry ϕ∈D(A),

and D(A) = {ϕ | ϕ,A(t)ϕ ∈ L1(0,1);ϕ(0) = ϕ0}. By virtue of Theorem 1 of [27], A(t)(t >
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1) can determine a compact evolutionary process {U (t,θ), t ≥ θ ≥ 0}. Define x(·)(r) =
x(r, ·), sin(·)(r) = sin(r, ·) and f (·,x(·),

R ·
0 g(·,s,x)ds)(r) = x(·)(r) +

R t
0 ψ(s)(1 + sin(· −

s))
√

x2(·)+1ds(r) where ψ(·+ 2π) = ψ(·) ∈ L1
loc([0,+∞);X) and

R 2π

0 ψ(s)(1 + sin(t −
s))

√
x2(t)+1ds = 0,

Bi =


0.05I, i = 1,
−0.05I, i = 2,
0.05I, i = 3.

Thus problem (4.5) can be rewritten as
ẋ(t) = A(t)x(t)+ f

(
t,x,

R t
0 g(t,s,x)ds

)
, t ∈ (0,2π]\{1

2 π,π, 3
2 π},

∆x
( i

2 π
)

= Bix
( i

2 π
)

, i = 1, 2, 3,
x(0) = x(2π).

(4.6)

If the PC-mild solutions of Cauchy problem (4.6) are ultimate bounded, then all the as-
sumptions in Theorem 4.1 are met, our results can be used to system (4.5). That is, problem
(4.5) has a 2π-periodic PC-mild solution x2π(·,y) ∈ PC2π

(
[0+∞);L1(0,1)

)
, where

PC2π([0,+∞);L1(0,1))≡
{

x ∈ PC
(
[0,+∞);L1(0,1)

)
| x(t) = x(t +2π), t ≥ 0

}
;
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