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We consider the family of stochastic processes $X^{\varepsilon}=\left\{X^{\varepsilon}(t), 0 \leqslant t \leqslant 1\right\}, \varepsilon>0$, where $X^{\varepsilon}$ is the solution of the Ito stochastic differential equation

$$
\mathrm{d} X^{\varepsilon}(t)=\sqrt{\varepsilon} \sigma\left(X^{\varepsilon}(t), Z(t)\right) \mathrm{d} W_{t}+b\left(X^{\varepsilon}(t), Y(t)\right) \mathrm{d} t
$$

whose coefficients depend on processes $Z(t)=\{Z(t), t \in[0,1]\}$ and $Y(t)=\{Y(t), t \in[0,1]\}$. Using an extended 'contraction principle', we give the large-deviation principle (LDP) of $X^{\varepsilon}$ as $\varepsilon \rightarrow 0$. This extends the LDP for a random evolution equation, proved by Yi-Jun Hu , to the case of random diffusion coefficients.
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## 1. Introduction

The validity of the large-deviation principle (LDP) has important applications to various areas including statistics, especially in statistical tests (see Chernoff 1952), information theory, communication networks and risk-sensitive control. It also appears in the evaluation of the free energy in statistical mechanics (see Ruelle 1969) and Varadhan's small time estimates of the density (see Varadhan 1967). For historical background on the theory of large deviations, we refer to Deuschel and Stroock (1989) or Dembo and Zeitouni (1993).

Let $\Omega=\mathscr{C}\left([0,1], \mathbb{R}^{k}\right)$ denote the space of continuous $\mathbb{R}^{k}$-valued functions endowed with the usual topology of uniform convergence and $W$ be a standard Brownian motion on $\Omega$. Then, for $\varepsilon>0$, let $\left\{X^{\varepsilon}\right\}$ be the diffusion process solution of the stochastic differential equation (SDE)

$$
\mathrm{d} X_{t}^{\varepsilon}=b\left(X_{t}^{\varepsilon}\right) \mathrm{d} t+\sqrt{\varepsilon} \sigma\left(X_{t}^{\varepsilon}\right) \mathrm{d} W_{t}, \quad 0 \leqslant t \leqslant 1, \quad X_{0}^{\varepsilon}=x \in \mathbb{R}^{d}
$$

where $b, \sigma$ satisfy the usual Lipschitz conditions. The large-deviations theory for the law of $X^{\varepsilon}$ has been extensively studied, and it is well known that the diffusion trajectories converge exponentially fast as $\varepsilon \rightarrow 0$ to a deterministic path that minimizes the energy (see Azencott 1980; Freidlin and Wentzell 1984). This can be deduced from Schilder's theorem by means of an appropriate version of the contraction principle, known as the Freidlin-Wentzell inequality. The validity of this LDP has been recently extended to a stronger topology on $\Omega$ (see Ben Arous and Ledoux 1994).

For $0 \leqslant \alpha<\frac{1}{2}$, let $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{d}\right)$ be the separable space of $\alpha$-Hölder continuous
functions from $[0,1]$ to $\mathbb{R}^{d}$. The goal of this paper is to derive an LDP in $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{d}\right)$ for the families of laws of the random evolution equations

$$
\begin{equation*}
X^{\varepsilon}(t)=x+\sqrt{\varepsilon} \int_{0}^{t} \sigma\left(X^{\varepsilon}(s), Z(s)\right) \mathrm{d} W_{s}+\int_{0}^{t} b\left(X^{\varepsilon}(s), Y(s)\right) \mathrm{d} s \tag{1.1}
\end{equation*}
$$

where $x \in \mathbb{R}^{d}, W$ is a standard Brownian motion, $Y$ is a progressively measurable random process which satisfies some integrability conditions and $Z$ is a random process such that topological support of $Z$ is a compact subset of $\mathscr{C}^{a, 0}\left([0,1], \mathbb{R}^{l}\right)$. Furthermore, $W$ is independent of $(Y, Z)$ and $\sigma, b$ satisfy some regularity assumptions which we will describe later.

The special case where $Z \equiv 0$ and $\sigma \equiv I d_{d \times d}$, has been studied by Bezuidenhout (1987), who gives an explicit expression for the rate function by means of a modification of the contraction principle.

For $Z \equiv 0$ and $\sigma \not \equiv I d_{d \times d}$, such processes have been studied by many authors, among them Griego and Hersh (1971) and Heath (1969). The LDP in $\alpha$-Hölder topology, $0<\alpha<\frac{1}{2}$, is proved by Hu (1997). The argument in that case uses essentially a version of Theorem 4.2.16 of Dembo and Zeitouni (1993) (which is a modification of Azencott's technique).

Here, we prove the LDP for the law of the solutions of (1.1) in the case where $Z \not \equiv 0$, $\sigma \not \equiv I d_{d \times d}$, the support of $Z$ is compact and for a non-bounded drift coefficient. The problem becomes more delicate since, unlike in Hu (1997), the dependence of $\sigma$ upon some process $Z$ prevents $X^{\varepsilon}$ from being written as an explicit function of $\sqrt{\varepsilon} W, Y$ and $Z$. We circumvent the problem by proving another extension of the contraction principle, which generalizes that recently shown by Pérez-Abreu and Tudor (1994, Theorem 2.1), and used by these authors to prove an LDP for a class of chaos expansions.

The paper is organized as follows. Preliminary definitions and general results on the LDP are given in Section 1.1. In Section 2 the main result concerning the LDP for the solution of (1.1) is stated. Section 3 is devoted to a general approximate contraction principle that meets our needs. In Section 4 we prove that this version of the contraction principle can be applied in our framework. For a random variable $Y$, we denote by supp $Y$ the support of the distribution of $Y$.

### 1.1. Definitions and general results

Let $E$ be a topological space and $\mathscr{F}$ its Borel $\sigma$-field, and let $\left\{P_{\varepsilon} ; \varepsilon>0\right\}$ be a family of probability measures on ( $E, \mathscr{F}$ ). We begin by giving several definitions; for more details, see Dembo and Zeitouni (1993) or Varadhan (1984).

Definition 1.1. A function $I: E \rightarrow[0, \infty]$ is said to be a rate function if it is lower semicontinuous (lsc). Furthermore, if, for each $a<\infty, \Gamma_{a}=\{x \in E ; I(x) \leqslant a\}$ is compact, we will say that I is a good rate function.

Unless explicitly stated otherwise, for any subset $A$ of $E$ and any rate function, we set

$$
I(A)=\inf _{x \in A} I(x)
$$

Definition 1.2. For some function $I$, the probabilities $\left\{P_{\varepsilon}\right\}_{\varepsilon>0}$ satisfy a large-deviation principle if the following hold:
(i) I is a good rate function.
(ii) (Lower bound.) For every open subset $G$ of $E$,

$$
\liminf _{\varepsilon \rightarrow 0} \varepsilon \ln P_{\varepsilon}(G) \geqslant-I(G)
$$

(iii) (Upper bound.) For every closed subset $F$ of $E$,

$$
\limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P_{\varepsilon}(F) \leqslant-I(F)
$$

Let $\left(W=\{W(t), t \geqslant 0\}, \Omega, \mathscr{F}, \mathscr{F}_{t}, P\right)$ be $d$-dimensional standard Brownian motion and $\Omega=\mathscr{C}\left([0,1], \mathbb{R}^{d}\right)$ be the set continuous functions from $[0,1]$ to $\mathbb{R}^{d}$ equipped with the usual topology of uniform convergence defined by the norm $\|f\|_{\infty}=\sup _{0 \leqslant t \leqslant 1}|f(t)|$, and let $\mathscr{H}\left([0,1], \mathbb{R}^{d}\right)$ be the Cameron-Martin space, that is, the subset of $\Omega$ consisting of all absolutely continuous functions $h$ satisfying $h(0)=0$ and $\left.\int_{0}^{1}|\dot{h}(s)|^{2} \mathrm{~d} s\right)<\infty(\dot{h}(t)=\mathrm{d} h / \mathrm{d} t)$. For $h \in \mathscr{H}\left([0,1], \mathbb{R}^{d}\right)$ we set $\|h\|_{\mathscr{H}}=\left(\int_{0}^{1}|\dot{h}(s)|^{2} \mathrm{~d} s\right)^{1 / 2}$.

For $0<\alpha<\frac{1}{2}$, we define the $\alpha$-Hölder space $\mathscr{C}^{\alpha}\left([0,1] ; \mathbb{R}^{d}\right)$ as the space of continuous functions $f$ such that

$$
\|f\|_{\alpha}=\sup _{\{0<|t-s| \leqslant 1} \frac{|f(t)-f(s)|}{|t-s|^{\alpha}}<\infty
$$

Define the Hölderian modulus of continuity of $f$ by

$$
\omega_{\alpha}(f, \delta)=\sup _{0<|t-s| \leqslant \delta} \frac{|f(t)-f(s)|}{|t-s|^{\alpha}}
$$

It is well known that $\mathscr{C}^{\alpha}\left([0,1] ; \mathbb{R}^{d}\right)$ is not separable but its closed subspace, defined by

$$
\begin{equation*}
\mathscr{C}^{\alpha, 0}\left([0,1] ; \mathbb{R}^{d}\right)=\left\{f \in \mathscr{C}^{\alpha}\left([0,1] ; \mathbb{R}^{d}\right) ; \lim _{\delta \rightarrow 0} \omega_{\alpha}(f, \delta)=0\right\} \tag{1.2}
\end{equation*}
$$

is separable. Both $\mathscr{C}^{\alpha}\left([0,1] ; \mathbb{R}^{d}\right)$ and $\mathscr{C}^{\alpha}\left([0,1] ; \mathbb{R}^{d}\right)$ are Banach spaces for the norm $\|\cdot\|_{\alpha}$ and $\|\cdot\|_{\infty} \leqslant\|\cdot\|_{\alpha}$. It is well known that $P\left(\|W\|_{\alpha}<\infty\right)=1$ for $0<\alpha<\frac{1}{2}$. We shall need the following version of the Arzelà-Ascoli theorem.

Theorem 1.3. A set $A \subset \mathscr{C}^{\alpha, 0}\left([0,1] ; \mathbb{R}^{d}\right)$ has compact closure in $\mathscr{C}^{\alpha, 0}\left([0,1] ; \mathbb{R}^{d}\right)$ if and only if the following two conditions hold:

$$
\sup _{f \in A}\|f\|_{\alpha}<\infty
$$

and

$$
\lim _{\delta \downarrow 0} \sup _{f \in A} \omega_{\alpha}(f, \delta)=0
$$

The following LDP proved by Baldi et al. (1992) extends the classical Schilder theorem (see Schilder 1966; Deuschel and Stroock 1989).

Theorem 1.4. The probability measures induced by $\sqrt{\varepsilon} W$ on $\mathscr{C}^{a, 0}\left([0,1] ; \mathbb{R}^{d}\right)$, equipped with the norm $\|\cdot\|_{\alpha}$, satisfy the LDP with the good rate function $\lambda(\cdot)$ defined by

$$
\lambda(h)= \begin{cases}\frac{1}{2} \int_{0}^{1}|\dot{h}(s)|^{2} \mathrm{~d} s, & \text { if } h \in \mathscr{H}\left([0,1], \mathbb{R}^{d}\right)  \tag{1.3}\\ +\infty, & \text { otherwise }\end{cases}
$$

We now state the Hölder version of classical exponential inequality for stochastic integrals, which is crucial in proving the exponential approximation (see, for example, Stroock 1981, Lemma 8.27).

Lemma 1.5. Let $f:[0,1] \times \Omega \rightarrow \mathbb{R}^{\prime} \otimes \mathbb{R}^{d}$ and $g:[0,1] \times \Omega \rightarrow \mathbb{R}^{\prime}$ be bounded $\left\{\mathscr{F}_{t}\right\}$ progressively measurable functions, and set

$$
U(t)=\int_{0}^{t} f(s) \mathrm{d} W_{s}+\int_{0}^{t} g(s) \mathrm{d} s, \quad 0 \leqslant t \leqslant 1
$$

Define $A=\sup _{t, \omega} \operatorname{tr}\left(f(t, \omega) f^{\mathrm{T}}(t, \omega)\right)$ and $B=\sup _{t, \omega}|g(t, \omega)|$. Then, for every $s \geqslant 0, T \geqslant 0$, $0 \leqslant \alpha<\frac{1}{2}$ and $r>\ell B T^{1-\alpha}$,

$$
\begin{equation*}
P\left(\sup _{s \leqslant t \leqslant s+T} \frac{|U(t)-U(s)|}{|t-s|^{\alpha}} \geqslant r\right) \leqslant 2 \ell \exp \left[-\frac{\left(r-\ell B T^{1-\alpha}\right)^{2}}{2 A \ell^{2} T^{1-2 \alpha}}\right] . \tag{1.4}
\end{equation*}
$$

## 2. The main result

In this section we give conditions under which the solution of the SDE defined by (1.1) satisfies an LDP in any Hölder norm with exponent $\alpha<\frac{1}{2}$.

Let $\Omega=\mathscr{C}\left([0,1], \mathbb{R}^{k}\right)$ be the space of trajectories of a standard $\mathbb{R}^{k}$-valued Brownian motion ( $W_{t}, 0 \leqslant t \leqslant 1$ ), $P$ the Wiener measure and $\mathscr{F}$ the completion of the Borel $\sigma$-field of $\Omega$ with respect to $P$. Let $Y=\{Y(t) ; 0 \leqslant t \leqslant 1\}$ be a $\mathbb{R}^{m}$-valued process which is $\left\{\mathscr{F}_{t}\right\}$ progressively measurable. In order to make explicit the LDP rate function for the law of (1.1) in the $\alpha$-Hölder topology, we suppose that $Y$ is a random variable with values in $L^{1 /(1-\alpha)}\left([0,1], \mathbb{R}^{m}\right)$. Let $Z=\{Z(t) ; 0 \leqslant t \leqslant 1\}$ be an $\left\{\mathscr{F}_{t}\right\}$-progressively measurable process taking values in $\mathbb{R}^{l}$. We assume that $\operatorname{supp} Z$ is a compact subset in $\mathscr{C}^{a, 0}\left([0,1], \mathbb{R}^{l}\right)$, and that $(Y, Z)$ and $W$ are independent.

From now on, we suppose that the coefficients $\sigma(\cdot, \cdot)$ and $b(\cdot, \cdot)$ satisfy the following hypotheses:
$\left(\mathrm{H}_{0}\right) \sigma: \mathbb{R}^{d} \times \mathbb{R}^{l} \rightarrow \mathbb{R}^{d} \otimes \mathbb{R}^{k}$ and $b: \mathbb{R}^{d} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{d}$.
$\left(\mathrm{H}_{1}\right)$ The function $b(x, y)$ is jointly measurable in $(x, y)$ and there exists a constant $C>0$ such that

$$
\begin{aligned}
|b(x, y)| & \leqslant C(1+|x|), \quad \forall(x, y) \in \mathbb{R}^{d} \times \mathbb{R}^{m}, \\
\left|b(x, y)-b\left(x^{\prime}, y^{\prime}\right)\right| & \leqslant C\left(\left|x-x^{\prime}\right|+\left|y-y^{\prime}\right|\right), \quad \forall x, x^{\prime} \in \mathbb{R}^{d}, \quad \forall y, y^{\prime} \in \mathbb{R}^{m} .
\end{aligned}
$$

$\left(\mathrm{H}_{2}\right)$ The function $\sigma(x, z)$ is jointly measurable in $(x, z)$ and there exists a constant $C>0$ such that

$$
\begin{aligned}
\|\sigma(x, z)\| & \leqslant C, \quad \forall(x, z) \in \mathbb{R}^{d} \times \mathbb{R}^{l}, \\
\left\|\sigma(x, z)-\sigma\left(x^{\prime}, z^{\prime}\right)\right\| & \leqslant C\left(\left|x-x^{\prime}\right|+\left|z-z^{\prime}\right|\right), \quad \forall x, x^{\prime} \in \mathbb{R}^{d}, \quad \forall z, z^{\prime} \in \mathbb{R}^{l} .
\end{aligned}
$$

For $\varepsilon>0$, let $\left\{X^{\varepsilon}(t) ; 0 \leqslant t \leqslant 1\right\}$ be the process satisfying the SDE

$$
\begin{equation*}
X^{\varepsilon}(t)=x+\sqrt{\varepsilon} \int_{0}^{t} \sigma\left(X^{\varepsilon}(s), Z(s)\right) \mathrm{d} W_{s}+\int_{0}^{t} b\left(X^{\varepsilon}(s), Y(s)\right) \mathrm{d} s, \quad x \in \mathbb{R}^{d} . \tag{2.1}
\end{equation*}
$$

The existence of a unique solution of (2.1), which is $\left\{\mathscr{F}_{t}\right\}$-adapted and has $\alpha$-Hölder continuous sample paths, is ensured by $\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{2}\right)$ and standard results on existence and uniqueness of solutions of SDEs with random coefficients (see, for example, Gihman and Skorohod 1972, Section 5.5, Theorem 1).

For $h \in \mathscr{G}\left([0,1], \mathbb{R}^{d}\right), r \in L^{1 /(1-\alpha)}\left([0,1], \in \mathbb{R}^{m}\right)$ and $u \in \operatorname{supp} Z$, let $\phi(h, r, u)(\cdot)$ denote the unique solution of the ordinary differential equation

$$
\begin{equation*}
g(t)=x+\int_{0}^{t} \sigma(g(s), u(s)) \dot{h}(s) \mathrm{d} s+\int_{0}^{t} b(g(s), r(s)) \mathrm{d} s, \quad x \in \mathbb{R}^{d}, \quad t \in[0,1] . \tag{2.2}
\end{equation*}
$$

The existence and uniqueness of the solution (2.2) is a consequence of the Lipschitz continuity of $\sigma$ and $b$ and is standard. Define $\tilde{\lambda}: \mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{d}\right) \rightarrow[0, \infty]$ by

$$
\begin{equation*}
\tilde{\lambda}(\tilde{h})=\inf \left\{\lambda(h) ; h \in \mathscr{H}\left([0,1], \mathbb{R}^{d}\right): \exists(r, u) \in \operatorname{supp} Y \times \operatorname{supp} Z \text { s.t. } \phi(h, r, u) \equiv \tilde{h}\right\} . \tag{2.3}
\end{equation*}
$$

Since $\tilde{\lambda}$ is not necessarily lsc (see, for example, Bezuidenhout 1987, p. 651), we introduce its lsc regularization $\tilde{\lambda}^{*}$ defined by

$$
\begin{equation*}
\tilde{\lambda}^{*}(\tilde{h})=\lim _{a \rightarrow 0} \inf _{\rho \in B_{a}(\tilde{h}, a)} \tilde{\lambda}(\rho), \tag{2.4}
\end{equation*}
$$

where $B_{\alpha}(\tilde{\rho}, a)$ is the ball of radius $a$ centred at $\tilde{\rho}$ with respect the norm $\|\cdot\|_{\alpha}$. The existence of the limit on the right-hand side of (2.4) is ensured by the fact that $\inf _{\rho \in B_{a}(\tilde{h}, a)} \tilde{\lambda}(\rho)$ is a decreasing function of $a$.

The main result of the paper is the following:
Theorem 2.1. Suppose $\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{2}\right)$ hold. Then
(i) $\tilde{\lambda}^{*}$ defined by (2.4) is a good rate function (with respect the topology of $\left.\mathscr{C}^{a, 0}\left([0,1] ; \mathbb{R}^{d}\right), 0 \leqslant \alpha<\frac{1}{2}\right)$;
(ii) The family $P^{\varepsilon}=P \circ\left(X^{\varepsilon}\right)^{-1}$ of the laws of $X^{\varepsilon}$ defined by (2.1) satisfies on $\mathscr{C}^{a, 0}\left([0,1] ; \mathbb{R}^{d}\right)$ an LDP with good rate function $\tilde{\lambda}^{*}$.

Remark 2.2. It is natural to ask what happens if $Y$ and $Z$ also depend on $\varepsilon$. This is addressed by Bezuidenhout (1987, Proposition 2.17) and Dembo and Zeitouni (1993, Exercise 5.6.27).

## 3. An extension of the contraction principle

One of the basic tools in large-deviation theory is the 'contraction principle' (see Deuschel and Stroock 1989). It enables the new rate function to be computed after the data have been transformed by a continuous map. Let $\left\{P_{\varepsilon}\right\}$ be a family of probability measures on a space $E$ satisfying an LDP with good rate function $I$, and let $F: E \rightarrow E^{\prime}$ be continuous. Let $Q_{\varepsilon} \equiv P_{\varepsilon} \circ F^{-1}$ denote the family of image measures. Then we have the following:

Theorem 3.1. $\left\{Q_{\varepsilon}\right\}$ obeys an LDP with good rate function J, defined by

$$
J(y)=\inf _{\{x: F(x)=y\}} I(x)
$$

with the usual convention that $\inf \varnothing=+\infty$.
Dawson and Gärtner (1987), Deuschel and Stroock (1989), Dembo and Zeitouni (1993) and recently Pérez-Abreu and Tudor (1994) have presented various extensions of this theorem to non-continuous functions.

This section is devoted to proving another contraction principle well suited for our situation.

Let $\left(E_{X}, d_{X}\right),\left(E_{Y}, d_{Y}\right),\left(E_{Z}, d_{Z}\right),\left(E^{\prime}, d^{\prime}\right)$ denote Polish spaces and $(\Omega, \mathscr{F}, P)$ be a probability space. Suppose that $\left\{X^{\varepsilon} ; \varepsilon>0\right\}$ is a family of random variables with values in $E_{X}, Y$ is a random variable with values in $E_{Y}$, and $Z$ is a random variable with values in $E_{Z}$. Given a rate function $I$ on $E_{X}$ and $a>0$, set $\Gamma_{a}=\left\{x \in E_{X}: I(x) \leqslant a\right\}$ and $\Gamma_{\infty}=\cup_{a} \Gamma_{a}$.

Theorem 3.2. Let $I$ be a good rate function on $E_{X}, \quad F_{N}, F: \Gamma_{\infty} \times E_{Y} \times E_{Z} \rightarrow E^{\prime}$, $X_{N}^{\varepsilon}, X^{\varepsilon}: \Omega \rightarrow E^{\prime}$, be applications such that the following hold:
(a)
(i) For all $a>0$ and $N \geqslant 1,\left.F_{N}\right|_{\Gamma_{a}} \times \operatorname{supp} Y \times \operatorname{supp} Z$ is continuous.
(ii) $\left.F_{N}\right|_{\Gamma_{a} \times \text { supp }} Y \times$ supp $Z$ converges to $\left.F\right|_{\Gamma_{a} \times \operatorname{supp}} Y \times$ supp $Z$ uniformly as $N \rightarrow \infty$.
(b) For each $a>0$ and $N \geqslant 1, F_{N}(\{I \leqslant a\} \times \operatorname{supp} Y \times \operatorname{supp} Z)$ and $F(\{I \leqslant a\} \times$ $\operatorname{supp} Y \times \operatorname{supp} Z)$ are relatively compact in $\left(E^{\prime}, d^{\prime}\right)$.
(c) For all $N \geqslant 1,\left\{X_{N}^{\varepsilon} ; \varepsilon>0\right\}$ satisfies an $L D P(a s \varepsilon \rightarrow 0)$ on $E^{\prime}$ with good rate function

$$
I_{N}^{*}(\zeta)=\lim _{\rho \rightarrow 0} \inf _{\xi \in B^{\prime}(\zeta, \rho)} I_{N}(\xi)
$$

where $B^{\prime}(\zeta, \rho)$ denotes the ball of radius $\rho$ centred at $\zeta$ in $\left(E^{\prime}, d^{\prime}\right)$, and

$$
\begin{equation*}
I_{N}(\xi)=\inf \left\{I(x) ; \exists(y, z) \in \operatorname{supp} Y \times \operatorname{supp} Z \text { such that } F_{N}(x, y, z)=\xi\right\} \tag{3.1}
\end{equation*}
$$

(d) $\left\{X_{N}^{\varepsilon}\right\}$ are exponentially good approximations of $\left\{X^{\varepsilon}\right\}$; that is for every $\delta>0$,

$$
\lim _{N} \limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P\left\{d^{\prime}\left(X_{N}^{\varepsilon}, X^{\varepsilon}\right)>\delta\right\}=-\infty
$$

Then $\left\{X^{\varepsilon} ; \varepsilon>0\right\}$ satisfies an LDP on $E^{\prime}$ with good rate function

$$
\tilde{I}^{*}(\zeta)=\lim _{\rho \rightarrow 0} \inf _{\xi \in B^{\prime}(\zeta, \rho)} \tilde{I}(\xi)
$$

where

$$
\tilde{I}(\xi)=\inf \{I(x) ; \exists(y, z) \in \operatorname{supp} Y \times \operatorname{supp} Z \text { such that } F(x, y, z)=\xi\}
$$

Proof. Since $\tilde{I}^{*}$ is lsc by construction, to prove that it is a good rate function it suffices to prove that $\{\tilde{I} \leqslant a\}$ is relatively compact in $E^{\prime}$ for each $a<\infty$ (see, for example, Bezuidenhout 1987, Note 4.2). Note that

$$
\begin{equation*}
\{\tilde{I} \leqslant a\} \subset\{F(x, y, z) ; x \in\{I \leqslant a+1\}, y \in \operatorname{supp} Y, z \in \operatorname{supp} Z\} \tag{3.2}
\end{equation*}
$$

Indeed, $\tilde{I}(\xi) \leqslant a$ implies that, for all $\delta>0$, there exists $(x, y, z) \in \Gamma_{\infty} \times \operatorname{supp} Y \times \operatorname{supp} Z$ such that $F(x, y, z)=\xi$ and $I(x)<\tilde{I}(\xi)+\delta$, so that $I(x)<\tilde{I}(\xi)+\delta \leqslant a+\delta$. Using (3.2), it is enough to prove that

$$
\mathscr{K}=\{F(x, y, z) ; x \in\{I \leqslant a\}, y \in \operatorname{supp} Y, z \in \operatorname{supp} Z\}
$$

is relatively compact in $E^{\prime}$, which holds by assumption $(b)$. The same argument shows that $I_{N}^{*}$ is also a good rate function.

To prove the large-deviations lower bound, let $G$ be an open subset of $E^{\prime}$, such that $\tilde{I}^{*}(G)<\infty$; it suffices to prove that

$$
\begin{equation*}
\liminf _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(X^{\varepsilon} \in G\right) \geqslant-\tilde{I}(G) \tag{3.3}
\end{equation*}
$$

Indeed, if (3.3) is true for each non-empty open set $G$, then for any $\zeta \in G$, there exists $\eta>0$ such that $B(\zeta, \eta) \subset G$; applying (3.3) with $B(\zeta, \eta)$ instead of $G$, we obtain

$$
\begin{aligned}
\liminf _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(X^{\varepsilon} \in G\right) & \geqslant \liminf _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(X^{\varepsilon} \in B(\zeta, \eta)\right) \\
& \geqslant-\inf \{\tilde{I}(\xi), \xi \in B(\zeta, \eta)\}
\end{aligned}
$$

Now let $\eta \rightarrow 0$; then

$$
\liminf _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(X^{\varepsilon} \in G\right) \geqslant-\tilde{I}^{*}(\zeta) \quad \text { for each } \zeta \in G
$$

and therefore

$$
\liminf _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(X^{\varepsilon} \in G\right) \geqslant-\inf \left\{\tilde{I}^{*}(\zeta) ; \zeta \in G\right\}
$$

For any open set $\mathscr{O}$, define

$$
\begin{aligned}
J_{N}(\mathscr{O}) & =\inf \left\{I(x) ; x \in \Gamma_{\infty}, \exists(y, z) \in \operatorname{supp} Y \times \operatorname{supp} Z \text { s.t. } F_{N}(x, y, z) \in \mathscr{O}\right\} \\
J(\mathscr{O}) & =\inf \left\{I(x) ; h \in \Gamma_{\infty}, \exists(y, z) \in \operatorname{supp} Y \times \operatorname{supp} Z \text { s.t. } F(x, y, z) \in \mathscr{O}\right\}
\end{aligned}
$$

then

$$
\begin{equation*}
\limsup _{N} J_{N}(\mathscr{O}) \leqslant J(\mathscr{O}) \tag{3.4}
\end{equation*}
$$

Indeed, if $J(\mathscr{O})=\infty$ we have nothing to prove; if $J(\mathscr{O})<\infty$, then, for all $\eta>0$, there exists $\left(x_{0}, y_{0}, z_{0}\right) \in \Gamma_{\infty} \times \operatorname{supp} Y \times \operatorname{supp} Z$ such that $F\left(x_{0}, y_{0}, z_{0}\right) \in \mathscr{O}$ and $J \leqslant I\left(x_{0}\right)<J(\mathscr{O})+\eta$. Choose $N_{0}>0$ such that $F_{N}\left(x_{0}, y_{0}, z_{0}\right) \in \mathscr{O}$ for $N>N_{0}$. Hence $J_{N}(\mathscr{O}) \leqslant I\left(x_{0}\right)$, for $N>N_{0}$, and consequently $\lim \sup _{N} J_{N}(\mathscr{O}) \leqslant I\left(x_{0}\right)$. Letting $\delta \rightarrow 0$, we obtain (3.4).

We now check (3.3). As usual, we have to prove that if $\xi \in G$ and $\tilde{I}(\xi)<\infty$, then

$$
\liminf _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(X^{\varepsilon} \in G\right) \geqslant-\tilde{I}(\xi)
$$

Choose $\eta>0$ such that $B(\xi, 2 \eta) \subset G$. Note that, for every $N \geqslant 1$ and $\varepsilon>0$,

$$
\left\{X_{N}^{\varepsilon} \in B(\xi, \eta)\right\} \subset\left\{X^{\varepsilon} \in G\right\} \cup\left\{d^{\prime}\left(X_{N}^{\varepsilon}, X^{\varepsilon}\right) \geqslant \eta\right\}
$$

Hence, the large-deviation lower bounds for $\left\{X_{N}^{\varepsilon}\right\}$, and the fact that $I_{N} \geqslant I_{N}^{*}$, imply

$$
\begin{align*}
-\inf \left\{I_{N}(\zeta) ; \zeta \in B(\xi, \eta)\right\} & \leqslant \liminf _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(X_{N}^{\varepsilon} \in B(\xi, \eta)\right) \\
& \leqslant \liminf _{\varepsilon \rightarrow 0} \varepsilon \ln \left[P\left(X^{\varepsilon} \in G\right)+P\left(d^{\prime}\left(X_{N}^{\varepsilon}, X^{\varepsilon}\right) \geqslant \eta\right)\right]  \tag{3.5}\\
& \leqslant \max \left\{\liminf _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(X^{\varepsilon} \in G\right), \limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(d^{\prime}\left(X_{N}^{\varepsilon}, X^{\varepsilon}\right) \geqslant \eta\right)\right\}
\end{align*}
$$

Because $\left\{X_{N}^{\varepsilon}\right\}$ are exponentially good approximations of $\left\{X^{\varepsilon}\right\}$ (hypothesis (d)),

$$
\begin{equation*}
\liminf _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(X^{\varepsilon} \in G\right) \geqslant \liminf _{N}\left\{-\inf \left\{I_{N}(\zeta) ; \zeta \in B^{\prime}(\xi, \eta)\right\}\right\} \tag{3.6}
\end{equation*}
$$

By (3.1) and (3.4), we have

$$
\begin{aligned}
\liminf _{N}\left\{-\inf \left\{I_{N}(\zeta) ; \zeta \in B(\xi, \eta)\right\}\right\} & =-\limsup _{N \rightarrow \infty} J_{N}\left(B^{\prime}(\xi, \eta)\right) \\
& \geqslant-J\left(B^{\prime}(\xi, \eta)\right) \geqslant-\tilde{I}(\xi)
\end{aligned}
$$

this completes the proof of the large-deviation lower bound.
In order to prove the upper bound, we first show, as in Deuschel and Stroock (1989, p. 38), that, for

$$
\ell=\lim _{\delta \rightarrow 0} \liminf _{N \rightarrow \infty}\left[\inf \left\{I(x) ; \exists(y, z) \in \operatorname{supp} Y \times \operatorname{supp} Z: d^{\prime}\left(F_{N}(x, y, z), A\right) \leqslant \delta\right\}\right]
$$

we have

$$
\begin{equation*}
\inf _{\xi \in A} \tilde{I}^{*}(\xi) \leqslant \ell \tag{3.7}
\end{equation*}
$$

To this end, suppose that $\ell<\infty$ and choose $\left(x_{p}, y_{p}, z_{p}\right) \in \Gamma_{\ell+1} \times \operatorname{supp} Y \times \operatorname{supp} Z$ and $N(p) \rightarrow \infty$ so that, for each $p \in \mathbb{N}$,

$$
d^{\prime}\left(F_{N(p)}\left(x_{p}, y_{p}, z_{p}\right), A\right) \leqslant \frac{1}{p}, \quad I\left(x_{p}\right) \leqslant \ell+\frac{1}{p}
$$

Furthermore, if we set $g_{p}=F\left(x_{p}, y_{p}, z_{p}\right)$, then hypothesis $(a)$ ensures that, for $\rho>0$, there exists $p_{0}>0$ such that $p \geqslant p_{0}$ implies

$$
d^{\prime}\left(g_{p}, A\right) \leqslant \frac{1}{p}+\rho
$$

Since $F\left(\Gamma_{\ell+1} \times \operatorname{supp} Y \times \operatorname{supp} Z\right)$ is relatively compact in $E^{\prime}$ (hypothesis $(b)$ ), we may and we do assume that $x_{p} \rightarrow x^{*} \in \Gamma_{\ell}$ and $g_{p} \rightarrow g$ in $E^{\prime}$, as $p \rightarrow \infty$.

Clearly $g \in \bar{A}=A$, and since $\tilde{I}^{*}$ is lsc,

$$
\tilde{I}^{*}(A) \leqslant \tilde{I}^{*}(g) \leqslant \liminf _{p} \tilde{I}^{*}\left(g_{p}\right) \leqslant \liminf _{p} \tilde{I}\left(g_{p}\right) \leqslant \liminf _{p} I\left(x_{p}\right) \leqslant \ell
$$

Observe that, for $N \geqslant 1$ and $\varepsilon>0$,

$$
\left\{X^{\varepsilon} \in A\right\} \subset\left\{X_{N}^{\varepsilon} \in \bar{A}^{\delta}\right\} \cup\left\{d^{\prime}\left(X_{N}^{\varepsilon}, X^{\varepsilon}\right) \geqslant \delta\right\}
$$

where $\bar{A}^{\delta}=\left\{\zeta: d^{\prime}(\zeta, A) \leqslant \delta\right\}$ is the closed $\delta$-neighbourhood of $A$. Thus, the large-deviation upper bound for $\left\{X_{N}^{\varepsilon}\right\}$ (as $\varepsilon \rightarrow 0$ ) implies that, for every $N \geqslant 1$,

$$
\begin{aligned}
\limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(X^{\varepsilon} \in A\right) & \leqslant \max \left\{\limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(X_{N}^{\varepsilon} \in \bar{A}^{\delta}\right), \limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(d^{\prime}\left(X_{N}^{\varepsilon}, X^{\varepsilon}\right) \geqslant \delta\right)\right\} \\
& \leqslant \max \left\{\left[-\inf _{\xi \in \bar{A}^{\delta}} I_{N}(\xi)\right], \limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(d^{\prime}\left(X_{N}^{\varepsilon}, X^{\varepsilon}\right) \geqslant \delta\right)\right\}
\end{aligned}
$$

Hence, as $\left\{X_{N}^{\varepsilon}\right\}$ are exponentially good approximations of $\left\{X^{\varepsilon}\right\}$ (assumption (d)), letting $N \rightarrow \infty$, we obtain, for every $\delta>0$,

$$
\begin{align*}
& \limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(X^{\varepsilon} \in A\right) \\
& \quad \leqslant \limsup _{N}\left\{-\inf _{\xi \in \bar{A}^{\delta}} I_{N}(\xi)\right\} \\
& \quad=-\liminf _{N}\left[\inf \left\{I(x) ; \exists(y, z) \in \operatorname{supp} Y \times \operatorname{supp} Z: d^{\prime}\left(F_{N}(x, y, z), A\right) \leqslant \delta\right\}\right] \tag{3.8}
\end{align*}
$$

Letting $\delta \rightarrow 0$ in (3.8) and using (3.7), we obtain

$$
\limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(X^{\varepsilon} \in A\right) \leqslant-\inf \{\tilde{I}(\xi) ; \xi \in A\}
$$

this completes the proof, since $\tilde{I}^{\star} \leqslant \tilde{I}$.

## 4. Proof of Theorem 2.1

This section is devoted to proving Theorem 2.1 by means of Theorem 3.2. Throughout the section, $Y=\{Y(t), 0 \leqslant t \leqslant 1\}$ and $Z=\{Z(t), 0 \leqslant t \leqslant 1\}$ are the processes defined in Section 2.

In order to apply Theorem 3.2, we use the following notation: for $0 \leqslant \alpha<\frac{1}{2}$, set

$$
\begin{aligned}
\left(E_{X}, d_{X}\right) & =\left(\mathscr{C}^{\alpha, 0}\left([0,1] ; \mathbb{R}^{k}\right),\|\cdot\|_{\alpha}\right) \\
\left(E_{Y}, d_{Y}\right) & =\left(L^{1 /(1-\alpha)}\left([0,1], \mathbb{R}^{m}\right),\|\cdot\|_{1 / L(1-\alpha)}\right) \\
\left(E_{Z}, d_{Z}\right) & =\left(\mathscr{C}^{\alpha, 0}\left([0,1] ; \mathbb{R}^{l}\right),\|\cdot\|_{\alpha}\right), \\
\left(E^{\prime}, d^{\prime}\right) & =\left(\mathscr{C}^{\alpha, 0}\left([0,1] ; \mathbb{R}^{d}\right),\|\cdot\|_{\alpha}\right)
\end{aligned}
$$

and the rate function $I$ is equal to $\lambda$ defined by (1.3). In the following, for $a<\infty$, set $\Gamma_{a}=\{\lambda \leqslant a\}, \Gamma_{\infty}=\cup_{a} \Gamma_{a}$.

For $\varepsilon>0, \quad N \geqslant 1$, set $\underline{t}_{N}=[N t] / N$ ([y] is the integer part of $y$ ). Let $X^{\varepsilon}=$ $\left\{X^{\varepsilon}(t), \leqslant t \leqslant 1\right\}$ be the solution of (2.1) and $X_{N}^{\varepsilon}=\left\{X_{N}^{\varepsilon}(t), \leqslant t \leqslant 1\right\}$ be the solution of the SDE

$$
\begin{equation*}
\mathrm{d} X_{N}^{\varepsilon}(t)=\sqrt{\varepsilon} \sigma\left(X_{N}^{\varepsilon}\left(\underline{t}_{N}\right), Z\left(\underline{t}_{N}\right)\right) \mathrm{d} W_{t}+b\left(X_{N}^{\varepsilon}(t), Y(t)\right) \mathrm{d} t, \quad X_{N}^{\varepsilon}(0)=x . \tag{4.1}
\end{equation*}
$$

For $(r, u) \in L^{1 /(1-\alpha)}\left([0,1], \mathbb{R}^{m}\right) \times \mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{l}\right)$ and $t \in[0,1]$, if $h \in \mathscr{C}^{\alpha, 0}\left([0,1] ; \mathbb{R}^{d}\right)$ then set

$$
\begin{align*}
F_{N}(h, r, u)(t)= & x+\sum_{k=1}^{N} \sigma\left(F_{N}(h, r, u)\left(\frac{k-1}{N}\right), u\left(\frac{k-1}{N}\right)\right)\left\{h\left(\frac{k}{N} \wedge t\right)-h\left(\frac{k-1}{N} \wedge t\right)\right\} \\
& +\int_{0}^{t} b\left(F_{N}(h, r, u)(s), r(s)\right) \mathrm{d} s \tag{4.2}
\end{align*}
$$

and if $h \in \mathscr{H}\left([0,1], \mathbb{R}^{d}\right)$ then set

$$
\begin{equation*}
F(h, r, u)(t)=x+\int_{0}^{t} \sigma(F(h, r, u)(s), u(s)) \dot{h}(s) \mathrm{d} s+\int_{0}^{t} b(F(h, r, u)(s), r(s)) \mathrm{d} s \tag{4.3}
\end{equation*}
$$

The existence and uniqueness of the solution of (4.1) follows from hypotheses $\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{2}\right)$ on the coefficients and the theory of ordinary differential equations. Furthermore, the trajectories of $X^{\varepsilon}$ and $X_{N}^{\varepsilon}$ belong almost surely to $\mathscr{C}^{\alpha, 0}\left([0,1] ; \mathbb{R}^{d}\right)$.

Clearly, the process $X_{N}^{\varepsilon}$ defined by (4.1) satisfies

$$
X_{N}^{\varepsilon} \equiv F_{N}(\sqrt{\varepsilon} W, Y, Z)
$$

In what follows, to prove Theorem 2.1, we will follow step by step the assumptions of Theorem 3.2.

### 4.1. Continuity of $\boldsymbol{F}_{\boldsymbol{N}}$

We prove that $F_{N}$ is continuous from $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{d}\right) \times L^{1 /(1-\alpha)}\left([0,1], \mathbb{R}^{m}\right) \times$ $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{l}\right)$ to $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{d}\right)$. Fix $N \geqslant 1$ and let

$$
\left(h_{1}, r_{1}, u_{1}\right),\left(h_{2}, r_{2}, u_{2}\right) \in \mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{d}\right) \times L^{1 /(1-\alpha)}\left([0,1], \mathbb{R}^{m}\right) \times \mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{l}\right) ;
$$

then set

$$
F_{N}^{(i)}(\cdot)=F_{N}\left(h_{i}, r_{i}, u_{i}\right)(\cdot), \quad i=1,2,
$$

and

$$
\Psi_{N}(\cdot)=F_{N}^{(1)}(\cdot)-F_{N}^{(2)}(\cdot)
$$

Lemma 4.1. Given $C>0$, we prove the existence of a constant $C_{N}>0$ (depending on $N$ and C) such that, for $\left\|h_{1}\right\|_{a} \vee\left\|h_{2}\right\|_{a} \leqslant C$,

$$
\begin{equation*}
\left\|\Psi_{N}(\cdot)\right\|_{\alpha} \leqslant C_{N}\left\{\left\|h_{1}-h_{2}\right\|_{\alpha}+\left\|r_{1}-r_{2}\right\|_{1 / L(1-\alpha)}+\left\|u_{1}-u_{2}\right\|_{\infty}\right\} \tag{4.4}
\end{equation*}
$$

Proof. Clearly, we have

$$
\begin{equation*}
\left\|\Psi_{N}(\cdot)\right\|_{\alpha} \leqslant 2 \max \left(N^{\alpha} \sup _{t \in[0,1]}\left|\Psi_{N}(t)\right|, \max _{1 \leqslant k \leqslant N}\left\{\sup _{\frac{k-1}{N} \leqslant s<t \leqslant \frac{k}{N}} \frac{\left|\Psi_{N}(t)-\Psi_{N}(s)\right|}{|t-s|^{\alpha}}\right\}\right) \tag{4.5}
\end{equation*}
$$

We at first show that, for $\left\|h_{1}\right\|_{\infty} \vee\left\|h_{2}\right\|_{\infty} \leqslant C$, there exists $C_{N}>0$, such that

$$
\begin{equation*}
\left\|\Psi_{N}(\cdot)\right\|_{\infty} \leqslant C_{N}\left\{\left\|h_{1}-h_{2}\right\|_{\infty}+\left\|r_{1}-r_{2}\right\|_{1 / L(1-\alpha)}+\left\|u_{1}-u_{2}\right\|_{\infty}\right\} . \tag{4.6}
\end{equation*}
$$

For $t \in[0,1]$, we have

$$
\begin{aligned}
\Psi_{N}(t)= & \sum_{k=1}^{N}\left\{\sigma\left(F_{N}^{(1)}\left(\frac{k-1}{N}\right), u_{1}\left(\frac{k-1}{N}\right)\right)-\sigma\left(F_{N}^{(2)}\left(\frac{k-1}{N}\right), u_{2}\left(\frac{k-1}{N}\right)\right)\right\} \\
& \times\left\{h_{2}\left(\frac{k}{N} \wedge t\right)-h_{2}\left(\frac{k-1}{N} \wedge t\right)\right\}+\sum_{k=1}^{N} \sigma\left(F_{N}^{(1)}\left(\frac{k-1}{N}\right), u_{1}\left(\frac{k-1}{N}\right)\right) \\
& \times\left\{\left[h_{1}\left(\frac{k}{N} \wedge t\right)-h_{1}\left(\frac{k-1}{N} \wedge t\right)\right]-\left[h_{2}\left(\frac{k}{N} \wedge t\right)-h_{2}\left(\frac{k-1}{N} \wedge t\right)\right]\right\} \\
& +\int_{0}^{t}\left\{b\left(F_{N}^{(1)}(s), r_{1}(s)\right)-b\left(F_{N}^{(2)}(s), r_{2}(s)\right)\right\} \mathrm{d} s
\end{aligned}
$$

For $0 \leqslant j \leqslant N-1$, set $I_{N, j}=[j / N,(j+1) / N]$; then, for $t \in I_{N, j}$, we have

$$
\left|\Psi_{N}(t)\right| \leqslant\left|\Psi_{N}\left(\frac{j}{N}\right)\right|+\sum_{i=1}^{3}\left|T_{i}(t)\right|,
$$

where

$$
\begin{aligned}
T_{1}(t)= & \left\{\sigma\left(F_{N}\left(h_{1}, r_{1}, u_{1}\right)\left(\frac{j}{N}\right), u_{1}\left(\frac{j}{N}\right)\right)-\sigma\left(F_{N}\left(h_{2}, r_{2}, u_{2}\right)\left(\frac{j}{N}\right), u_{2}\left(\frac{j}{N}\right)\right)\right\} \\
& \times\left\{h_{2}(t)-h_{2}\left(\frac{j}{N}\right)\right\}, \\
T_{2}(t)= & \sigma\left(F_{N}\left(h_{1}, r_{1}, u_{1}\right)\left(\frac{j}{N}\right), u_{1}\left(\frac{j}{N}\right)\right)\left\{\left\{h_{1}(t)-h_{1}\left(\frac{j}{N}\right)\right\}-\left\{h_{2}(t)-h_{2}\left(\frac{j}{N}\right)\right\}\right\}, \\
T_{3}(t)= & \int_{j / N}^{t}\left\{b\left(F_{N}\left(h_{1}, r_{1}, u_{1}\right)(s), r_{1}(s)\right)-b\left(F_{N}\left(h_{2}, r_{2}, u_{2}\right)(s), r_{2}(s)\right)\right\} \mathrm{d} s
\end{aligned}
$$

The Lipschitz condition on $\sigma$ implies

$$
\begin{aligned}
T_{1}(t) \leqslant & C\left\{\left|F_{N}\left(h_{1}, r_{1}, u_{1}\right)\left(\frac{j}{N}\right)-F_{N}\left(h_{2}, r_{2}, u_{2}\right)\left(\frac{j}{N}\right)\right|+\left|u_{1}\left(\frac{j}{N}\right)-u_{2}\left(\frac{j}{N}\right)\right|\right\} \\
& \times\left|h_{2}(t)-h_{2}\left(\frac{j}{N}\right)\right| \\
\leqslant & C \cdot\left\{\left|\Psi_{N}\left(\frac{j}{N}\right)\right|+\left\|u_{1}-u_{2}\right\|_{\infty}\right\} \cdot 2\left\|h_{2}\right\|_{\infty}
\end{aligned}
$$

Since $\sigma$ is bounded, we have

$$
\begin{aligned}
T_{2}(t) & \leqslant\|\sigma\|_{\infty} \cdot \sup _{t \in I_{N, j}}\left\{\left|h_{1}(t)-h_{2}(t)\right|+\left|h_{1}\left(\frac{j}{N}\right)-h_{2}\left(\frac{j}{N}\right)\right|\right\} \\
& \leqslant C \cdot\left\|h_{1}-h_{2}\right\|_{\infty} .
\end{aligned}
$$

The Lipschitz condition on $b$ implies

$$
T_{3}(t) \leqslant C\left\|r_{1}-r_{2}\right\|_{1 / L(1-\alpha)}+C \int_{j / N}^{t} \sup _{\frac{j}{N} \leq v \leqslant s}\left\{\left|F_{N}\left(h_{1}, r_{1}, u_{1}\right)_{v}-F_{N}\left(h_{2}, r_{2}, u_{2}\right)_{v}\right|\right\} \mathrm{d} s
$$

Gronwall's lemma implies that, for $\left\|h_{1}\right\|_{\infty} \vee\left\|h_{2}\right\|_{\infty} \leqslant C$,

$$
\begin{equation*}
\sup _{t \in I_{N, j}}\left|\Psi_{N}(t)\right| \leqslant C\left[\left|\Psi_{N}\left(\frac{j}{N}\right)\right|+\left\|h_{1}-h_{2}\right\|_{\infty}+\left\|r_{1}-r_{2}\right\|_{1 / L(1-\alpha)}+\left\|u_{1}-u_{2}\right\|_{\infty}\right] \tag{4.7}
\end{equation*}
$$

hence, for $t=(j+1) / N$,

$$
\left|\Psi_{N}\left(\frac{j+1}{N}\right)\right| \leqslant C\left[\left|\Psi_{N}\left(\frac{j}{N}\right)\right|+\left\|h_{1}-h_{2}\right\|_{\infty}+\left\|r_{1}-r_{2}\right\|_{1 / L(1-\alpha)}+\left\|u_{1}-u_{2}\right\|_{\infty}\right] .
$$

This, in turn, implies that, for $\left\|h_{1}\right\|_{\infty} \vee\left\|h_{2}\right\|_{\infty} \leqslant C$, there exists $C_{N}>0$ such that

$$
\begin{equation*}
\sup _{0 \leqslant j \leqslant N-1}\left|\Psi_{N}\left(\frac{j}{N}\right)\right| \leqslant C_{N}\left[\left\|h_{1}-h_{2}\right\|_{\infty}+\left\|r_{1}-r_{2}\right\|_{1 / L(1-\alpha)}+\left\|u_{1}-u_{2}\right\|_{\infty}\right] . \tag{4.8}
\end{equation*}
$$

Finally, (4.7) and (4.8) yield (4.6).
Hence, using (4.5), we see that to prove (4.4) it suffices to check that, for any $k \in\{1,2, \ldots, N\}$ there exists a constant $C>0$, such that

$$
\begin{align*}
& \sup _{\frac{k-1}{N} \leqslant s<t \leqslant \frac{k}{N}} \frac{\left|\Psi_{N}(t)-\Psi_{N}(s)\right|}{|t-s|^{\alpha}} \\
& \quad \leqslant C\left(\left\|h_{1}-h_{2}\right\|_{\alpha}+\left\|r_{1}-r_{2}\right\|_{1 / L(1-\alpha)}+\left\|u_{1}-u_{2}\right\|_{\infty}+\sup _{t \in[0,1]}\left|\Psi_{N}(t)\right|\right) \tag{4.9}
\end{align*}
$$

Indeed, for $(k-1) / N \leqslant s<t \leqslant k / N$,

$$
F_{N}^{(i)}(t)-F_{N}^{(i)}(s)=\sigma\left(F_{N}^{(i)}\left(\frac{k-1}{N}\right), u_{i}\left(\frac{k-1}{N}\right)\right)\left[h_{i}(t)-h_{i}(s)\right]+\int_{S}^{t} b\left(F_{N}^{(i)}(v), r_{i}(v)\right) \mathrm{d} v
$$

Then, using the Lipschitz conditions on $\sigma$ and $b$, the boundedness of $\sigma$ and Cauchy-Schwarz inequality, it is easy to see that

$$
\begin{aligned}
&\left|\Psi_{N}(t)-\Psi_{N}(s)\right| \\
& \leqslant \left\lvert\, \sigma\left(F_{N}^{(1)}\left(\frac{k-1}{N}\right), u_{1}\left(\frac{k-1}{N}\right)\right)\left[h_{1}(t)-h_{1}(s)\right]\right. \\
& \left.-\sigma\left(F_{N}^{(2)}\left(\frac{k-1}{N}\right), u_{2}\left(\frac{k-1}{N}\right)\right)\left[h_{2}(t)-h_{2}(s)\right] \right\rvert\, \\
&+\left|\int_{s}^{t}\left[b\left(F_{N}^{(1)}(v), r_{1}(v)\right)-\int_{S}^{t} b\left(F_{N}^{(2)}(v), r_{2}(v)\right)\right] \mathrm{d} v\right| \\
& \leqslant\left|\sigma\left(F_{N}^{(1)}\left(\frac{k-1}{N}\right), u_{1}\left(\frac{k-1}{N}\right)\right)\left\{\left[h_{1}(t)-h_{1}(s)\right]-\left[h_{2}(t)-h_{2}(s)\right]\right\}\right| \\
&+\left|\left\{\sigma\left(F_{N}^{(1)}\left(\frac{k-1}{N}\right), u_{1}\left(\frac{k-1}{N}\right)\right)-\sigma\left(F_{N}^{(2)}\left(\frac{k-1}{N}\right), u_{2}\left(\frac{k-1}{N}\right)\right)\right\}\left[h_{2}(t)-h_{2}(s)\right]\right| \\
& \leqslant C\left\{\mid \int_{S}^{t}\left\{\left[b\left(F_{N}^{(1)}(v), r_{1}(v)\right)-b\left(F_{N}^{1}(t)-h_{2}(t)\right)-\left(h_{1}(s)-h_{2}(s)\right) \mid .\right.\right.\right. \\
&\left.\left.\left.\left.+\left(\Psi_{N}\left(\frac{k-1}{N}\right)+\left|u_{1}\left(\frac{k-1}{N}\right)-u_{2}\left(\frac{k-1}{N}\right)\right|\right) \right\rvert\, h_{2}(t)-h_{2}^{(1)}(v), r_{2}(v)\right)-b\left(F_{N}^{(2)}(v), r_{2}(v)\right)\right]\right\} \mathrm{d} v \mid \\
&\left.+\int_{s}^{t}\left(\left|\Psi_{N}(v)\right|+\left|r_{1}(v)-r_{2}(v)\right|\right) \mathrm{d} v\right\} \\
& \leqslant C\left\{\left|\left(h_{1}(t)-h_{2}(t)\right)-\left(h_{1}(s)-h_{2}(s)\right)\right|+\left(\left\|\Psi_{N}\right\|\left\|_{\infty}+\right\| u_{1}-u_{2} \|_{\infty}\right)\left|h_{2}(t)-h_{2}(s)\right|\right. \\
&\left.+|t-s| \cdot\left\|\Psi_{N}\right\|_{\infty}+|t-s|^{\alpha}\left\|r_{1}-r_{2}\right\| L^{\{1 /(1-\alpha)\}}\right\} .
\end{aligned}
$$

Therefore, dividing by $|t-s|^{\alpha}$ and using the fact that $\left\|h_{2}\right\|_{\alpha}<C$, we obtain (4.9).

### 4.2. Uniform convergence of $F_{N}$ to $F$ on $\Gamma_{a} \times \operatorname{supp} Y \times \operatorname{supp} Z$

To verify assertion (a)(ii) of Theorem 3.2, we first prove the following:
Lemma 4.2. For any $a>0$,

$$
\begin{equation*}
\sup _{N} \sup _{\|h\| \partial \delta \leqslant a(r, u) \in \operatorname{supp} Y \times \operatorname{supp} Z}\left(\left\|\mathrm{~F}_{N}(h, r, u)(\cdot)\right\|_{\infty} \vee\|F(h, r, u)(\cdot)\|_{\infty}\right)<\infty, \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sup _{\|h\| \|_{z} \leqslant a(r, u) \in \operatorname{supp} Y \times \operatorname{supp} Z} \sup _{N}\left\|F_{N}(h, r, u)(\cdot)-F(h, r, u)(\cdot)\right\|_{\alpha}=0 . \tag{4.11}
\end{equation*}
$$

Proof. The proof of (4.10) is a straightforward application of Gronwall's lemma. We will check (4.11); for $h \in\left\{\|h\|_{\mathscr{B}} \leqslant a\right\}, r \in \operatorname{supp} Y, u \in \operatorname{supp} Z$ and $t \in[0,1]$, we have

$$
F(h, r, u)(t)-F(h, r, u)\left(\underline{t}_{N}\right)=\int_{\underline{t}_{N}}^{t}\left[\sigma(F(h, r, u)(s), u(s)) \dot{h}_{s}+b(F(h, r, u)(s), r(s))\right] \mathrm{d} s
$$

Hence hypotheses $\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{2}\right)$ on coefficients together with the Cauchy-Schwarz inequality and (4.10) yield the existence of a constant $C>0$ (depending on $\|\sigma\|_{\infty}$ and $a$ ) such that

$$
\begin{equation*}
\left\|F(h, r, u)(t)-F(h, r, u)\left(\underline{t}_{N}\right)\right\| \leqslant C\left(\frac{1}{\sqrt{N}}\|h\|_{\mathscr{H}}+\int_{\underline{t}_{N}}^{t}(1+|F(h, r, u)(s)|) \mathrm{d} s\right) \leqslant \frac{C}{\sqrt{N}} . \tag{4.12}
\end{equation*}
$$

Furthermore, for $t \in[0,1]$, using $\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{2}\right)$ we have

$$
\begin{align*}
&\left|F_{N}(h, r, u)(t)-F(h, r, u)(t)\right| \\
&= \mid \int_{0}^{t}\left\{\sigma(F(h, r, u)(s), u(s))-\sigma\left(F(h, r, u)\left(\underline{s}_{N}\right), u\left(\underline{s}_{N}\right)\right)\right\} \dot{h}(s) \mathrm{d} s \\
&+\int_{0}^{t}\left\{\sigma\left(F(h, r, u)\left(\underline{s}_{N}\right), u\left(\underline{( }_{N}\right)\right)-\sigma\left(F_{N}(h, r, u)\left(\underline{s}_{N}\right), u\left(\underline{( }_{N}\right)\right)\right\} \dot{h}(s) \mathrm{d} s \\
&+\int_{0}^{t}\left\{b(F(h, r, u)(s), r(s))-b\left(F_{N}(h, r, u)(s), r(s)\right)\right\} \mathrm{d} s \mid \\
& \leqslant C\left(\int_{0}^{t}\left\{\left|F(h, r, u)(s)-F(h, r, u)\left(\underline{s}_{N}\right)\right|+\left|u(s)-u\left(\underline{s}_{N}\right)\right|\right\}\left|\dot{h}_{s}\right| \mathrm{d} s\right. \\
&\left.+\int_{0}^{t}\left|F(h, r, u)\left(\underline{s}_{N}\right)-F_{N}(h, r, u)\left(\underline{( }_{N}\right)\right|\left|\dot{h}_{s}\right| \mathrm{d} s+\int_{0}^{t}\left|F_{N}(h, r, u)(s)-F(h, r, u)(s)\right| \mathrm{d} s\right) . \tag{4.13}
\end{align*}
$$

By the Cauchy-Schwarz inequality and (4.12), there exists a constant $C(a)>0$ such that, for $\|h\|_{\mathscr{G}} \leqslant a$,

$$
\begin{align*}
& \sup _{v \leqslant t}\left|F(h, r, u)(v)-F_{N}(h, r, u)(v)\right|^{2} \\
& \leqslant C(a)\left(1 / N+\sup _{s \in[0,1]}\left|u(s)-u\left(\underline{s}_{N}\right)\right|^{2}+\int_{0}^{t} \sup _{v \leqslant s}\left|F(h, r, u)(v)-F_{N}(h, r, u)(v)\right|^{2} \mathrm{~d} s\right) \tag{4.14}
\end{align*}
$$

Hence, Gronwall's lemma yields

$$
\begin{equation*}
\sup _{v \leqslant t}\left|F(h, r, u)(v)-F_{N}(h, r, u)(v)\right|^{2} \leqslant C(a)\left(\frac{1}{N}+\sup _{s \in[0,1]}\left|u(s)-u\left(\underline{S}_{N}\right)\right|^{2}\right) \cdot \mathrm{e}^{C(a)} . \tag{4.15}
\end{equation*}
$$

Since $\operatorname{supp} Z$ is a compact subset of $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{l}\right)$, Ascoli's theorem implies

$$
\begin{equation*}
\lim _{N} \sup _{s \in[0,1]}\left|u(s)-u\left(\underline{s}_{N}\right)\right|=0 \tag{4.16}
\end{equation*}
$$

then (4.16) and (4.15) imply

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sup _{\|h\|_{\mathscr{H}} \leqslant a(r, u) \in \operatorname{supp}} \sup _{Y \times \operatorname{supp} Z}\left\|F_{N}(h, r, u)(\cdot)-F(h, r, u)(\cdot)\right\|_{\infty}=0 \tag{4.17}
\end{equation*}
$$

On the other hand, it is not difficult to see that, for $h \in\left\{\|h\|_{\mathscr{G}} \leqslant a\right\}, r \in \operatorname{supp} Y, u \in \operatorname{supp} Z$ and $s, t \in[0,1]$, there exists a constant $C(a)>0$ such that

$$
\begin{aligned}
& \frac{\left|\left[F_{N}(h, r, u)(t)-F(h, r, u)(t)\right]-\left[F_{N}(h, r, u)(s)-F(h, r, u)(s)\right]\right|}{|t-s|^{\alpha}} \\
& \quad=C(a)\left(\frac{1}{\sqrt{N}}+\sup _{v \in[0,1]}\left|u(v)-u\left(\underline{v}_{N}\right)\right|\right)|t-s|^{1 / 2-\alpha} \\
& \quad+C(a)\left\|F_{N}(h, r, u)(\cdot)-F(h, r, u)(\cdot)\right\|_{\infty}\left(|t-s|^{1 / 2-\alpha}+|t-s|^{1-\alpha}\right)
\end{aligned}
$$

which, together with (4.16) and (4.17), concludes the proof of the lemma.

### 4.3. Relative compactness

The aim of this subsection is to prove condition (b) of Theorem 3.2, which follows from the following:

Lemma 4.3. Let $\lambda$ be the good rate function defined by (1.3), $0<\alpha<\frac{1}{2}$, and $K$ be a relatively compact subset of $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{k}\right)$. Then, for each $N \geqslant 1, a>0$, the sets $F_{N}(K \times \operatorname{supp} Y \times \operatorname{supp} Z), \quad F_{N}(\{\lambda \leqslant a\} \times \operatorname{supp} Y \times \operatorname{supp} Z)$ and $F(\{\lambda \leqslant a\} \times \operatorname{supp} Y \times$ $\operatorname{supp} Z)$ are relatively compact in $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{d}\right)$.

Proof. Since $K$ is relatively compact, it is bounded in $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{d}\right)$. Fix $N \geqslant 1$, for $h \in K, r \in \operatorname{supp} Y$ and $u \in \operatorname{supp} Z$. Then by (4.2) and $\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{2}\right)$ it is easy to see that there exists a constant $C_{N}>0$ such that

$$
\begin{align*}
\left\|F_{N}(h, r, u)(\cdot)\right\|_{\alpha} & \leqslant C_{N}\left(\|h\|_{\alpha}+\sup _{0 \leqslant s<t \leqslant 1}|t-s|^{(1-\alpha)}\right) \\
& \leqslant C_{N}\left(\|h\|_{\alpha}+1\right) \tag{4.18}
\end{align*}
$$

On the other hand, for $0<\delta<1 / N$ and $0<t-s<\delta$, there exists $1 \leqslant k \leqslant N$ such that either $(k-1) / N<s<k / N<t<(k+1) / N$ or $(k-1) / N \leqslant s<t<k / N$. The previous argument implies

$$
\begin{align*}
\omega_{\alpha}\left(F_{N}(h, r, u), \delta\right) & =\sup _{0<|t-s|<\delta} \frac{\left|F_{N}(h, r, u)(t)-F_{N}(h, r, u)(s)\right|}{|t-s|^{\alpha}} \\
& \leqslant C_{N}\left(\omega_{a}(h, \delta)+\delta^{(1-\alpha)}\right) . \tag{4.19}
\end{align*}
$$

Since $h \in K$ is relatively compact in $\mathscr{C}^{a, 0}\left([0,1], \mathbb{R}^{k}\right)$, then (4.18), (4.19) and Ascoli's result (Theorem 1.3) imply that $F_{N}(K \times \operatorname{supp} Y \times \operatorname{supp} Z)$ is relatively compact in $\mathscr{C}^{a, 0}\left([0,1], \mathbb{R}^{d}\right)$. The same arguments prove the relative compactness of $F\left(\Gamma_{a} \times\right.$ $\operatorname{supp} Y \times \operatorname{supp} Z)$ in $\mathscr{C}^{a, 0}\left([0,1], \mathbb{R}^{d}\right)$, since $\Gamma_{a}$ is a compact subset of $\mathscr{C}^{a, 0}\left([0,1], \mathbb{R}^{k}\right)$.

### 4.4. Large-deviation principle for $X_{N}^{\boldsymbol{\varepsilon}}$ (as $\boldsymbol{\varepsilon} \rightarrow 0$ )

For $N \geqslant 1$, we prove that the family $X_{N}^{\varepsilon} \equiv F_{N}(\sqrt{\varepsilon} W, Y, Z)$ defined by (4.1) satisfies on $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{d}\right)$ an LDP, and show that the rate function is of the form (3.1). Since $F_{N}$ is continuous on $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{k}\right) \times L^{1 /(1-\alpha)}\left([0,1], \mathbb{R}^{m}\right) \times \mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{l}\right)$, we use a version of the 'contraction principle'. Schilder's theorem implies that $\sqrt{\varepsilon} W$ satisfies an LDP on $\mathscr{C}^{a, 0}\left([0,1], \mathbb{R}^{k}\right)$ with rate function $\lambda$ defined by (1.3).

For $N \geqslant 1$, define

$$
\lambda_{N}(f)=\inf \left\{\lambda(h), h \in \mathscr{H}\left([0,1], \mathbb{R}^{d}\right): \exists r \in \operatorname{supp} Y, \exists u \in \operatorname{supp} Z \text { s.t. } F_{N}(h, r, u) \equiv f\right\}
$$

and let $\lambda_{N}^{*}(f)$ be its lsc regularization, i.e., $\lambda_{N}^{*}(f)=\lim _{a \rightarrow 0} \inf _{g \in B_{a}(f, a)} \lambda_{N}(g)$. An argument similar to that in the proof of Theorem 3.2 shows that $\lambda_{N}^{*}$ is a good rate function, and we check that $\left(X_{N}^{\varepsilon}\right)$ satisfies an LDP with rate function $\lambda_{N}^{*}$.

We first check the large-deviation lower bound.
Lemma 4.4. Let $G$ be an open subset of $\mathscr{C}^{a, 0}\left([0,1], \mathbb{R}^{d}\right)$; then

$$
\liminf _{\varepsilon \rightarrow 0} \varepsilon \ln \mathbb{P}\left\{X_{N}^{\varepsilon} \in G\right\} \geqslant-\inf \left\{\lambda_{N}^{*}(f) ; f \in G\right\}
$$

Proof. Assume $G \neq \varnothing$, and let $f \in G$ be such that $\lambda_{N}^{*}(f)<\infty$; we prove

$$
\liminf _{\varepsilon \rightarrow 0} \varepsilon \ln \mathbb{P}\left\{X_{N}^{\varepsilon} \in G\right\} \geqslant-\lambda_{N}^{*}(f) .
$$

By definition, given $\delta, \eta>0$, there exist $(h, r, u) \in \mathscr{G}\left([0,1], \mathbb{R}^{d}\right) \times \operatorname{supp} Y \times \operatorname{supp} Z$ such that

$$
\left\|F_{N}(h, r, u)(\cdot)-f(\cdot)\right\|_{\alpha}<\eta \quad \text { and } \quad \lambda(h) \leqslant \lambda_{N}^{*}(f)+\delta .
$$

We can choose $\eta$ small enough to ensure $B_{\alpha}(f, 2 \eta) \subset G$. The continuity of $F_{N}(\cdot, r, u)$ on $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{k}\right) \times L^{1 /(1-\alpha)}\left([0,1], \mathbb{R}^{m}\right) \times \mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{l}\right)$ implies the existence of $\beta>0$ such that $\|Y-r\|_{1 / L(1-\alpha)}<\beta / L,\|Z-u\|_{\alpha}<\beta,\|\sqrt{\varepsilon} W-h\|_{\alpha}<\beta$ and

$$
\left\{\|\sqrt{\varepsilon} W-h\|_{\alpha}<\beta\right\} \cap\left\{\|\mathrm{Y}-\mathrm{r}\|_{1 / L(1-\alpha)}<\beta\right\} \cap\left\{\|\mathrm{Z}-u\|_{\alpha}<\beta\right\} \subset\left\{X_{N}^{\varepsilon} \in G\right\}
$$

Since $(r, u) \in \operatorname{supp} Y \times \operatorname{supp} Z, P\left(\|Y-r\|_{1 / L(1-\alpha)}<\beta,\|Z-u\|_{\infty}<\beta\right)>0$ and the independence of $W$ and $(Y, Z)$ yield

$$
\begin{align*}
\liminf _{\varepsilon \rightarrow 0} \varepsilon \ln P\left\{X_{N}^{\varepsilon} \in G\right\} & \geqslant \liminf _{\varepsilon \rightarrow 0} \varepsilon \ln P\left\{\|\sqrt{\varepsilon} W-h\|_{\alpha}<\beta\right\} \\
& \geqslant-\lambda(h) \geqslant-\lambda_{N}^{*}(f)-\delta \tag{4.20}
\end{align*}
$$

Letting $\delta \rightarrow 0$, we conclude the proof.
We now prove the large-deviation upper bound.
Lemma 4.5. Let $A$ be a closed subset of $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{d}\right)$; then

$$
\limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P\left\{X_{N}^{\varepsilon} \in A\right\} \leqslant-\inf \left\{\lambda_{N}^{*}(f) ; f \in A\right\}
$$

The proof of Lemma 4.5 is obvious if $Y$ has compact support; in general, this depends on some technical results.

Lemma 4.6. Let $A$ be a closed subset of $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{d}\right)$; then

$$
\limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P\left\{X_{N}^{\varepsilon} \in A\right\} \leqslant-\inf \{\lambda(h) ; h \in \overline{\mathscr{K}(A)}\}
$$

where $\overline{\mathscr{K}(A)}$ is the closure in $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{d}\right)$ of

$$
\mathscr{K}(A)=\left\{h \in \mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{d}\right): \exists r \in \operatorname{supp} Y, \exists u \in \operatorname{supp} Z \text { s.t. } F_{N}(h, r, u) \in A\right\}
$$

Proof. The proof follows immediately from Schilder's theorem and the inclusions

$$
\left\{X_{N}^{\varepsilon} \in A\right\}=\left\{F_{N}(\sqrt{\varepsilon} W, Y, Z) \in A\right\} \subset\{\sqrt{\varepsilon} W \in \mathscr{K}(A)\}
$$

Proof of Lemma 4.5. Let $A$ be a closed subset $A$ of $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{d}\right)$; by Lemma 4.6, it suffices to check that

$$
\begin{equation*}
\inf \left\{\lambda_{N}^{*}(f) ; f \in A\right\} \leqslant \inf \{\lambda(h) ; h \in \overline{\mathscr{K}(A)}\} \tag{4.21}
\end{equation*}
$$

Let $h \in \overline{\mathscr{K}(A)}$; then there exist sequences $h_{n} \in \mathscr{K}(A), r_{n} \in \operatorname{supp} Y$ and $u_{n} \in \operatorname{supp} Z$ such that $g_{n}=F_{N}\left(h_{n}, r_{n}, u_{n}\right) \in A$ and $h_{n}$ converges to $h$ in $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{d}\right)$. Since $h_{n}$ is relatively compact in $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{k}\right)$ it follows from Lemma 4.3 that $g_{n}$ is also relatively compact in $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{d}\right)$; thus (by extracting a subsequence) we may and do assume that $g_{n}$ converges in $\mathscr{C}^{\alpha, 0}\left([0,1], \mathbb{R}^{d}\right)$, say to $g$. Note that $g_{n} \in A$ and $A$ is closed, so that $g \in A$.

Set $\tilde{g}_{n}=F_{N}\left(h, r_{n}, u_{n}\right)$; (4.4) implies that $\lim _{n}\left\|g_{n}-\tilde{g}_{n}\right\|_{\alpha}=0$. Finally, for each $h \in \overline{\mathscr{K}(A)}$, by definition of $\lambda_{N}^{*}$ :

$$
\begin{aligned}
\inf \left\{\lambda_{N}^{*}(f) ; f \in A\right\} & \leqslant \lambda_{N}^{*}(g) \\
& \leqslant \liminf _{n \rightarrow \infty} \lambda_{N}\left(\tilde{g}_{n}\right) \\
& \leqslant \lambda(h)
\end{aligned}
$$

and (4.21) is proved.

### 4.5. Exponential approximations

We finally show that $\left\{X_{N}^{\varepsilon}\right\}$ defined by (4.1) are exponentially good approximations of $\left\{X^{\varepsilon}\right\}$ defined by (2.1). Let us at first establish the following approximation.

Lemma 4.7. For any $\delta>0$,

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(\sup _{t \in[0,1]}\left|X_{N}^{\varepsilon}(t)-X^{\varepsilon}(t)\right|>\frac{\delta}{N^{\alpha}}\right)=-\infty . \tag{4.22}
\end{equation*}
$$

Proof. Since the drift coefficient $b$ is not neccessarily bounded, to prove (4.22), let us introduce some auxilliary results. Let $0<\alpha<\beta<\frac{1}{2}$ and $0<\gamma<\beta-\alpha$; then, by Theorem 1.4,

$$
\begin{align*}
\limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(\sup _{1 \leqslant k \leqslant N} \mid \sqrt{\varepsilon}\left(W_{k / N}-W_{(k-1) / N} \mid \geqslant N^{\gamma-\beta}\right)\right. & \leqslant \limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(\|\sqrt{\varepsilon} W\|_{\beta} \geqslant N^{\gamma}\right) \\
& \leqslant-\inf \left\{\frac{1}{2}\|h\|_{\mathscr{H}}^{2} ;\|h\|_{\beta} \geqslant N^{\gamma}\right\} \\
& \leqslant-\frac{1}{2} N^{2 \gamma} . \tag{4.23}
\end{align*}
$$

Indeed, if $h \in \mathscr{H}\left([0,1], \mathbb{R}^{d}\right)$ satisfies $\|h\|_{\beta} \geqslant N^{\gamma}$, the Cauchy-Schwarz inequality implies $\|h\|_{\mathscr{H}} \geqslant N^{\gamma}$.

Define the set

$$
\begin{equation*}
B_{\beta, \gamma, \varepsilon}=\left\{\sup _{1 \leqslant k \leqslant N} \mid \sqrt{\varepsilon}\left(W_{k / N}-W_{(k-1) / N} \mid \leqslant N^{\gamma-\beta}\right\} \cap\left\{\|\sqrt{\varepsilon} W\|_{\beta} \leqslant N^{\gamma}\right\}\right. \tag{4.24}
\end{equation*}
$$

by (4.23),

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(B_{\beta, \gamma, \varepsilon}^{c}\right)=-\infty \tag{4.25}
\end{equation*}
$$

Furthermore, on the set $B_{\beta, \gamma, \varepsilon}$, by Gronwall's lemma and the assumptions of the coefficients $\sigma, b$ (Section 2), for $t \in[0,1]$, we deduce the existence of a constant $C>0$ such that

$$
\begin{align*}
\left|X_{N}^{\varepsilon}(t)\right| & \leqslant C\left\{\sum_{k=1}^{N} \sqrt{\varepsilon}\left|W_{k / N \wedge t}-W_{(k-1) / N \wedge t}\right|+\int_{0}^{t}\left(1+\left|X_{N}^{\varepsilon}(s)\right|\right) \mathrm{d} s\right\} \\
& \leqslant C\left\{N^{\gamma+1-\beta}+\int_{0}^{t}\left|X_{N}^{\varepsilon}(s)\right| \mathrm{d} s\right\} \\
& \leqslant C N^{\gamma+1-\beta} . \tag{4.26}
\end{align*}
$$

To prove (4.22), set $\Psi_{N}^{\varepsilon}(\cdot)=X_{N}^{\varepsilon}(\cdot)-X^{\varepsilon}(\cdot)$ and $\underline{t}_{N}=[N t] / N$; then for $t \in[0,1], \Psi_{N}^{\varepsilon}(t)$ satisfies

$$
\begin{align*}
\Psi_{N}^{\varepsilon}(t)= & \sqrt{\varepsilon} \int_{0}^{t}\left\{\sigma\left(\mathrm{X}_{N}^{\varepsilon}\left(\underline{s}_{N}\right), Z\left(\underline{s}_{N}\right)\right)-\sigma\left(X^{\varepsilon}(s), Z(s)\right)\right\} \mathrm{d} W_{s} \\
& +\int_{0}^{t}\left\{b\left(X_{N}^{\varepsilon}(s), Y(s)\right)-b\left(X^{\varepsilon}(s), Y(s)\right)\right\} \mathrm{d} s . \tag{4.27}
\end{align*}
$$

For $\rho>0$, we define

$$
\begin{aligned}
& \tau_{N, \varepsilon}^{\rho}(\omega)=\inf \left\{t \geqslant 0 ;\left|X_{N}^{\varepsilon}(t, \omega)-X_{N}^{\varepsilon}\left(t_{N}, \omega\right)\right| \geqslant \frac{\rho}{N^{\alpha}}\right\} \wedge 1, \\
& \theta_{N, \varepsilon}^{\rho \delta}(\omega)=\inf \left\{t \geqslant 0 ;\left|\Psi_{N}^{\varepsilon}(t, \omega)\right|>\frac{\delta}{N^{\alpha}}\right\} \wedge \tau_{N, \varepsilon}^{\rho}(\omega)
\end{aligned}
$$

and

$$
v_{N, \varepsilon}^{\rho}(t)=\int_{\Omega}\left(\frac{\rho^{2}}{N^{2 \alpha}}+\left|\Psi_{N}^{\varepsilon}\left(t \wedge \theta_{N, \varepsilon}^{\rho, \delta}(\omega), \omega\right)\right|^{2}\right)^{1 / \varepsilon} \mathrm{d} P
$$

Then clearly

$$
\begin{equation*}
P\left(\sup _{t \in[0,1]}\left|X_{N}^{\varepsilon}(t)-X^{\varepsilon}(t)\right|>\frac{\delta}{N^{\alpha}}\right) \leqslant P\left(\tau_{N, \varepsilon}^{\rho}<1\right)+P\left(\theta_{N, \varepsilon}^{\rho, \delta}<1\right) . \tag{4.28}
\end{equation*}
$$

First, we apply Stroock's inequality (1.4) and expression (4.26), together with hypotheses $\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{2}\right)$, to obtain the existence of a constant $C>0$ such that

$$
\begin{aligned}
P\left(\tau_{N, \varepsilon}^{\rho}<1\right) & \leqslant P\left(\tau_{N, \varepsilon}^{\rho}<1, B_{\beta, \gamma, \varepsilon}\right)+P\left(\tau_{N, \varepsilon}^{\rho}<1, B_{\beta, \gamma, \varepsilon}^{c}\right) \\
& \leqslant \sum_{k=1}^{N} P\left(\sup _{\frac{k-1}{N} \leqslant t \leqslant \frac{k}{N}}\left|X_{N}^{\varepsilon}(t)-X_{N}^{\varepsilon}\left(\frac{k-1}{N}\right)\right| \geqslant \frac{\rho}{N^{\alpha}}, B_{\beta, \gamma, \varepsilon}\right)+P\left(B_{\beta, \gamma, \varepsilon}^{c}\right) \\
& \leqslant C d N \exp \left\{-\frac{\left(\rho-C d N^{\gamma+1-\beta}\left(\frac{1}{N}\right)^{1-\alpha}\right)^{2}}{C \varepsilon d^{2}\left(\frac{1}{N}\right)^{1-2 \alpha}}\right\}+P\left(B_{\beta, \gamma, \varepsilon}^{c}\right) \\
& \leqslant C d N \exp \left\{-C N^{1-2 \alpha} / \varepsilon\right\}+P\left(B_{\beta, \gamma, \varepsilon}^{c}\right),
\end{aligned}
$$

since $N^{\gamma+\alpha-\beta} \rightarrow 0$ as $N \rightarrow \infty(\gamma<\beta-\alpha)$. Thus, using (4.25), we deduce

$$
\begin{equation*}
\lim _{N} \limsup _{\varepsilon} \varepsilon \ln P\left(\tau_{N, \varepsilon}^{\rho}<1\right)=-\infty \tag{4.29}
\end{equation*}
$$

Since supp $Z$ is a compact subset of $\mathscr{C}^{a, 0}\left([0,1], \mathbb{R}^{l}\right)$, for every $\rho>0$ there exists $N_{0} \geqslant 1$ such that, for $N \geqslant N_{0}$,

$$
\begin{equation*}
\sup _{0 \leqslant t \leqslant 1}\left|Z(t)-Z\left(\underline{t}_{N}\right)\right| \leqslant \rho N^{-\alpha} . \tag{4.30}
\end{equation*}
$$

For $0<\varepsilon<\frac{1}{2}$, set $\rho_{N}=\rho / N^{\alpha}$ and $f_{\varepsilon, \rho}(y)=\left(\rho_{N}^{2}+|y|^{2}\right)^{1 / \varepsilon}$. Then an application of Itô's formula to $f_{\varepsilon, \rho}\left(\Psi_{N}^{\varepsilon}(t)\right)$ yields that

$$
f_{\varepsilon, \rho}\left(\Psi_{N}^{\varepsilon}\left(t \wedge \theta_{N, \varepsilon}^{\rho, \delta}\right)\right)-\int_{0}^{t \wedge \theta_{N, \varepsilon}^{\rho, \delta}} g_{\varepsilon, N}^{\rho}(s) \mathrm{d} s-\rho_{N}^{2 / \varepsilon},
$$

is a martingale, where, if $\langle\cdot, \cdot\rangle$ is the inner product in $\mathbb{R}^{d}$,

$$
\begin{aligned}
g_{\varepsilon, N}^{\rho}(t)= & \frac{2}{\varepsilon}\left(\rho_{N}^{2}+\left|\Psi_{N}^{\varepsilon}(t)\right|^{2}\right)^{1 / \varepsilon-1} \cdot\left\langle\Psi_{N}^{\varepsilon}(t),\left(b\left(X_{N}^{\varepsilon}(t), Y(t)\right)-b\left(X^{\varepsilon}(t), Y(t)\right)\right)\right\rangle \\
& +\frac{2}{\varepsilon}\left(\frac{1}{\varepsilon}-1\right) \varepsilon\left\|\left(\sigma\left(X_{N}^{\varepsilon}\left(t_{N}\right), Z\left(t_{N}\right)\right)-\sigma\left(X^{\varepsilon}(t), Z(t)\right)\right)^{*} \Psi_{N}^{\varepsilon}(t)\right\|^{2}\left(\rho_{N}^{2}+\left|\Psi_{N}^{\varepsilon}(t)\right|^{2}\right)^{1 / \varepsilon-2} \\
& +\left\|\sigma\left(X_{N}^{\varepsilon}\left(t_{N}\right), Z\left(t_{N}\right)\right)-\sigma\left(X^{\varepsilon}(t), Z(t)\right)\right\|^{2}\left(\rho_{N}^{2}+\left|\Psi_{N}^{\varepsilon}(t)\right|^{2}\right)^{1 / \varepsilon-1} .
\end{aligned}
$$

For $0 \leqslant t \leqslant \tau_{N, \varepsilon}^{\rho}$, using (4.30), we have, for $N \geqslant N_{0}$ and $0<\varepsilon<\frac{1}{2}$, that there exists $C>0$ such that

$$
\begin{aligned}
\left|g_{\varepsilon, N}^{\rho}(t)\right| \leqslant & C \frac{2}{\varepsilon}\left(\rho_{N}^{2}+\left|\Psi_{N}^{\varepsilon}(t)\right|^{2}\right)^{1 / \varepsilon} \frac{\left|\Psi_{N}^{\varepsilon}(t)\right|}{\rho_{N}^{2}+\left|\Psi_{N}^{\varepsilon}(t)\right|^{2}}\left|X_{N}^{\varepsilon}(t)-X^{\varepsilon}(t)\right| \\
& +C\left|\frac{1}{\varepsilon}-1\right|\left\{\rho_{N}^{2}+\left|Z\left(\underline{t}_{N}\right)-Z(t)\right|^{2}\right\} \frac{\left|\Psi_{N}^{\varepsilon}(t)\right|^{2}}{\rho_{N}^{2}+\left|\Psi_{N}^{\varepsilon}(t)\right|^{2}}\left(\rho_{N}^{2}+\left|\Psi_{N}^{\varepsilon}(t)\right|^{2}\right)^{1 / \varepsilon-1} \\
& \left.\left.+C\left\{\rho_{N}^{2}+\mid Z\right) \underline{t}_{N}\right)-\left.Z(t)\right|^{2}\right\}\left(\rho_{N}^{2}+\left|\Psi_{N}^{\varepsilon}(t)\right|^{2}\right)^{1 / \varepsilon-1} \\
\leqslant & C \frac{1}{\varepsilon} f_{\varepsilon, \rho}\left(\Psi_{N}^{\varepsilon}(t)\right) \frac{\left|\Psi_{N}^{\varepsilon}(t)\right| \rho_{N}}{\rho_{N}^{2}+C\left|\Psi_{N}^{\varepsilon}(t)\right|^{2}} \\
& +\left|\frac{1}{\varepsilon}-1\right| \frac{\rho_{N}^{2}}{\rho_{N}^{2}+\left|\Psi_{N}^{\varepsilon}(t)\right|^{2}} \frac{\left|\Psi_{N}^{\varepsilon}(t)\right|^{2}}{\rho_{N}^{2}+\left|\Psi_{N}^{\varepsilon}(t)\right|^{2}} f_{\varepsilon, \rho}\left(\Psi_{N}^{\varepsilon}(t)\right) \\
& +C\left|\frac{1}{\varepsilon}-1\right| \frac{\left|Z\left(t_{N}\right)-Z(t)\right|^{2}}{\rho_{N}^{2}+\left|\Psi_{N}^{\varepsilon}(t)\right|^{2}} \frac{\left|\Psi_{N}^{\varepsilon}(t)\right|^{2}}{\rho_{N}^{2}+\left|\Psi_{N}^{\varepsilon}(t)\right|^{2}} f_{\varepsilon, \rho}\left(\Psi_{N}^{\varepsilon}(t)\right) \\
& +C \frac{\rho_{N}^{2}+\left|Z\left(t_{N}\right)-Z(t)\right|^{2}}{\rho_{N}^{2}+\left|\Psi_{N}^{\varepsilon}(t)\right|^{2}} f_{\varepsilon, \rho}\left(\Psi_{N}^{\varepsilon}(t)\right) \\
\leqslant & C\left\{\left(\frac{1}{\varepsilon}+1\right)+\left(1+\frac{\left|Z\left(\underline{t}_{N}\right)-Z(t)\right|^{2}}{\rho_{N}^{2}+\left|\Psi_{N}^{\varepsilon}(t)\right|^{2}}\right)\right\} f_{\varepsilon, \rho}\left(\Psi_{N}^{\varepsilon}(t)\right) \\
\leqslant & \frac{C}{\varepsilon} f_{\varepsilon, \rho}\left(\Psi_{N}^{\varepsilon}(t)\right) .
\end{aligned}
$$

This, together with Doob's stopping theorem, shows that there exists a constant $\tilde{C}<\infty$, independent of $N, \varepsilon, \rho$ and $N_{0}$, such that, for $N \geqslant N_{0}$,

$$
v_{N, \varepsilon}^{\rho}(t) \leqslant \rho_{N}^{2 / \varepsilon}+\frac{\tilde{C}}{\varepsilon} \int_{0}^{t} v_{N, \varepsilon}^{\rho}(s) \mathrm{d} s, \quad t \in[0,1]
$$

(see, for example, Deuschel and Stroock 1989, p. 30). Therefore, for $N \geqslant N_{0}$,

$$
v_{N, \varepsilon}^{\rho}(1) \leqslant \exp \left\{\frac{1}{\varepsilon}(\tilde{C}+2 \ln \rho-2 \alpha \ln N)\right\} .
$$

Since, for all $N \geqslant 1$,

$$
P\left(\theta_{N, \varepsilon}^{\rho, \delta}<1\right) \leqslant\left(\frac{\rho^{2}+\delta^{2}}{N^{2 \alpha}}\right)^{-1 / \varepsilon} v_{N, \varepsilon}^{\rho}(1)
$$

we conclude

$$
\lim _{\rho \rightarrow 0} \sup _{N} \lim \sup _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(\theta_{N, \varepsilon}^{\rho, \delta}<1\right)=-\infty .
$$

This, together with (4.28) and (4.29), implies (4.22).

Lemma 4.8. For any $\delta>0$,

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(\left\|X_{N}^{\varepsilon}(t)-X^{\varepsilon}(t)\right\|_{\alpha}>\delta\right)=-\infty \tag{4.31}
\end{equation*}
$$

Proof. Applying (4.5) to $\Psi_{N}^{\varepsilon}(\cdot)=X_{N}^{\varepsilon}(\cdot)-X^{\varepsilon}(\cdot)$ and Lemma 4.7, we see that it suffices to prove

$$
\limsup _{N \rightarrow \infty} \limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(\max _{1 \leqslant k \leqslant N}\left\{\sup _{\frac{k-1}{N} \leqslant s<t \leqslant \frac{k}{N}} \frac{\left|\Psi_{N}(t)-\Psi_{N}(s)\right|}{|t-s|^{\alpha}}\right\}>\delta\right)=-\infty .
$$

Thus, by Lemma 1.5 and an argument similar to that in the proof of the previous lemmas, it is easy to see that, for $0<\alpha<\beta<\frac{1}{2}$ and $0<\gamma<\beta-\alpha$,

$$
\limsup _{N \rightarrow \infty} \limsup _{\varepsilon \rightarrow 0} \varepsilon \ln P\left(\max _{1 \leqslant k \leqslant N}\left\{\sup _{\frac{k-1}{N} \leqslant s<t \leqslant \frac{k}{N}} \frac{\left|\Psi_{N}(t)-\Psi_{N}(s)\right|}{|t-s|^{\alpha}}\right\}>\delta, B_{\beta, \gamma, \varepsilon}\right)=-\infty
$$

where $B_{\beta, \gamma, \varepsilon}$ is defined by (4.24); thus (4.25) concludes the proof.
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