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In this paper, we consider an asymptotic Bayesian analysis for Gaussian processes with long memory. First, we determine the asymptotic expansion of the posterior density based on a normal approximation. This expansion leads to the construction of Bayesian confidence regions such as highest posterior density regions and to the determination of matching prior. Then, we generalize Clarke and Barron's result in the long-memory set-up. More precisely, we establish the asymptotic expansion of the Kullback-Leibler distance between the true density and the marginal density of the observations. As in the independent and identically distributed case, this result gives an asymptotic justification of Berger and Bernardo's algorithm to obtain reference priors.
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## 1. Introduction

In this paper we consider a stationary Gaussian long-memory process $\left(X_{n}\right)_{n \in \mathbb{N}}$ whose spectral density has the following form:

$$
\begin{equation*}
f_{\theta}(\lambda) \sim|\lambda|^{-\alpha(\theta)} L_{\theta}(\lambda), \quad \theta \in \Theta \subset \mathbb{R}^{k}, \quad \text { as } \lambda \rightarrow 0 \tag{1}
\end{equation*}
$$

where $\alpha(\theta) \in(0,1)$, and $L_{\theta}$ is a slowly varying function around 0 , continuous on the subset $[-\pi, \pi]-\{0\}$. For instance, the well-known autoregressive fractionally integrated moving average (ARFIMA) processes are contained in this class of processes. The ARFIMA processes satisfy equations of the form

$$
P(B)(1-B)^{d} X_{n}=Q(B) \epsilon_{n}
$$

where $\epsilon_{n}$ is a Gaussian white noise, $d \in\left(-\frac{1}{2}, \frac{1}{2}\right), B$ denotes the backward shift operator and $P$ and $Q$ are polynomials whose roots are outside the unit circle (see Granger and Joyeux 1980; and Hosking 1981). The spectral density of $X_{n}$ is then

$$
\begin{equation*}
\left|1-\mathrm{e}^{-\mathrm{i} \lambda}\right|^{-2 d} \frac{\sigma^{2}}{2 \pi} \frac{\left|Q\left(\mathrm{e}^{\mathrm{i} \lambda}\right)\right|}{\left|P\left(\mathrm{e}^{\mathrm{i} \lambda}\right)\right|} \tag{2}
\end{equation*}
$$

Thus, $\theta=(d, \sigma, \psi, \phi)$ where $(\psi, \phi)$ are the parameters of the ARMA process, $\alpha(\theta)=2 d$ and

$$
L_{\theta}(\lambda)=\frac{\sigma^{2}}{2 \pi} \frac{\left|Q\left(\mathrm{e}^{\mathrm{i} \lambda}\right)\right|}{\left|P\left(\mathrm{e}^{\mathrm{i} \lambda}\right)\right|}
$$

An extensive literature is devoted to the analysis of stationary long-memory time series. Many heuristic methods have been considered to estimate the long-memory parameter $\alpha(\theta)$ (see Beran 1994, for a review). From a frequentist point of view, many authors have studied the Gaussian maximum likelihood estimator as well as the Whittle estimator (see Dahlhaus 1989; Fox and Taqqu 1986; Giraitis and Surgalis 1990). In particular, the asymptotic properties of these estimators, such as asymptotic normality, are well established.

Bayesian analysis was introduced for Gaussian long-memory processes, by Carlin et al. (1985) in the special case of Gaussian ARFIMA models. More recently, Koop et al. (1994; 1997) and Pai and Ravishanker (1998) have proposed a different Bayesian analysis in the same set-up using the exact likelihood to obtain the posterior distribution. We recall that in the Gaussian case, the likelihood function is given by

$$
p_{\theta}^{n}(X)=\frac{\mathrm{e}^{-X^{\mathrm{T}} \sum_{n}^{-1} X / 2}}{\operatorname{det}\left[\sum_{n}\right]^{1 / 2}(2 \pi)^{n / 2}}
$$

where $\Sigma_{n}$ is the covariance matrix and $X^{\mathrm{T}}$ denotes the transpose of $X$, as it does throughout this paper. The difficulty here is to calculate $\Sigma_{n}^{-1}$ explicitly. Koop et al. (1997) use Sowell's method to calculate $\Sigma_{n}^{-1}$ recursively (see Sowell 1992). Pai and Ravishanker (1998) incorporate latent variables to obtain the explicit form of the likelihood function. In both studies, given the complexity of the models, Monte Carlo methods are used to evaluate the properties of the posterior distribution. None of these studies give asymptotic results, such as the convergence of their estimators. There are no results on the approximation of the posterior density, which is a common way of constructing Bayesian confidence regions.

The choice of the prior distribution in the Bayesian set-up is important. When there is no, or hardly any, prior information on the model, it is necessary to use default procedures to determine the prior. Osiewalski and Steel (1993) study some priors in terms of robustness with respect to the model considered. However, none of the papers mentioned previously consider fully non-informative priors.

Two main procedures are often considered in the non-informative set-up: one of these leads to the reference prior defined by Bernardo (1979) and Berger and Bernardo (1992a; 1992b); the other is the matching procedure, as defined by Welch and Peers (1963), for instance. There is a vast literature on both types of non-informative prior in the independent and identically distributed (i.i.d.) set-up. In particular, Clarke and Barron (1990) study very carefully the asymptotic behaviour of the Kullback-Leibler divergence between the posterior and the prior, when there are no nuisance parameters, which validates asymptotically the reference prior algorithm. In a similar way, Ghosh and Mukerjee (1992) obtain the same type of expansions in the nuisance parameter case. Other
approaches, based on the same kind of ideas, are also considered; see, for instance, Clarke and Sun (1997). The frequentist validation of priors, as used in the construction of matching priors, is also a criterion for the choice of a non-informative prior. Berger and Bernardo (1989), in particular, use these matching priors to choose a single prior among a certain number of candidate reference priors; see Ghosh et al. (1995). There is a large literature on the validation and determination of matching priors. Welch and Peers (1963) and Peers (1965) study matching priors based on one-sided intervals in the one-dimensional and in the nuisance parameter case respectively, when the observations are i.i.d. Their results are improved by Tibshirani (1989), who gives the general form of such non-informative priors, provided there is an orthogonal parametrization. Datta and Ghosh (1995) and Datta (1996) study simultaneous and joint matching priors in the multidimensional set-up; Mukerjee and Dey (1993) and Datta and Ghosh (1995) determine second-order matching priors in the two-dimensional case and in the multidimensional case, respectively. Other types of matching priors are also considered; see, for instance, Ghosh and Mukerjee (1992; 1993). However, none of these studies consider dependent processes.

In Section 2, we determine an asymptotic expansion for the posterior density based on a normal approximation. This is of primary interest since it allows for the construction of confidence regions such as Bayesian intervals or highest posterior density regions. Another important application of such expansions is the determination of matching priors, which is done in Section 2.2.

In Section 3, we establish a result similar to that of Clarke and Barron (1990) in the long-memory set-up. In other words, we obtain a first-order asymptotic expansion of the relative entropy (or the Kullback-Leibler distance) between the true distribution and the mixtures of distributions (or the marginal distribution of the sample). The applications considered by Clarke and Barron (1990) can therefore be obtained in the long-memory case, and, in particular, the asymptotic validation of the reference priors.

The asymptotic results obtained in Sections 2 and 3 are formally the same as in the i.i.d. case, although the techniques used are different. The main tools used here are central limit theorems for quadratic forms and uniform convergence theorems for products of Toeplitz matrices, instead of the usual law of large numbers and central limit theorems for sums of i.i.d. random variables.

In this paper we confine ourselves to Gaussian processes; this condition is particularly important in a Bayesian framework. The Bayesian inference is obtained from the posterior distribution, which follows from an application of Bayes's rule. Therefore, it requires a closed form of the likelihood function. In general, a closed form of the likelihood function is not available for long-memory processes unless the Gaussian assumption holds. Note that there is work on Bayesian inference (via simulation) without an explicitly available likelihood for other types of process; see, for instance, Geyer (1999) for point processes.

Moreover, in this paper we study processes which follow the same kind of assumptions as those of Dahlhaus (1989). We assume that if $\theta \neq \theta^{\prime}$ then $\left\{f_{\theta}(\lambda) \neq f_{\theta^{\prime}}(\lambda)\right\}$ has positive Lebesgue measure. We denote the covariance function of the process by $\gamma_{\theta}(n), n \in \mathbb{N}$, where

$$
\gamma_{\theta}(n)=\int_{-\pi}^{\pi} \mathrm{e}^{\mathrm{i} \lambda n} f_{\theta}(\lambda) \mathrm{d} \lambda .
$$

We also need the following assumptions:
Assumption 1. $f_{\theta}(\lambda)$ is $s+1$ times continuously differentiable with respect to $\theta$, where $s \geqslant 3$, and each derivative is continuous in $(\lambda, \theta), \lambda \neq 0$. In addition, $f_{\theta}(\lambda)^{-1}$ is continuous in $(\lambda, \theta)$ for all $(\lambda, \theta)$.

Assumption 2. The derivatives $(\partial / \partial \lambda) f_{\theta}(\lambda)^{-1}$ and $\left(\partial^{2} / \partial \lambda^{2}\right) f_{\theta}(\lambda)^{-1}$ are continuous in $(\lambda, \theta)$ for $\lambda \neq 0$ and

$$
\left(\frac{\partial}{\partial \lambda}\right)^{k} f_{\theta}(\lambda)^{-1}=O\left(|\lambda|^{\alpha(\theta)-k-\delta}\right),
$$

for $k=0,1,2$ and all $\delta>0$.
Assumption 3. For all $\delta>0$, for all $\left(j_{1}, \ldots, j_{m}\right), m \leqslant s+1$, and for $\lambda \in(0, \pi)$,

$$
\frac{\partial^{m} f_{\theta}(\lambda)^{-1}}{\partial \theta_{j_{1}} \ldots \partial \theta_{j_{m}}}=O\left(|\lambda|^{\alpha(\theta)-\delta}\right) .
$$

Assumption 4. In differentiating $\gamma_{\theta}(n)$ with respect to $\theta$, the derivatives indicated in Assumption 3 may be taken inside the integral sign.

Assumption 5. Over any compact subset $\Theta^{*} \subset \Theta$, the constants implied by the order bounds in Assumptions 2 and 4 may be chosen independently of $\theta$.

Assumption 6. The function $\alpha(\theta)$ is continuous in $\theta$.
These assumptions are fairly classical; the classical ARFIMA and fractional exponential (FEXP) models satisfy them. Note that FEXP models are presented in Section 3.2 to illustrate the construction of the reference priors.

In the following section we prove that the posterior density is approximately Gaussian and that it allows for a Laplace expansion to the order $s$. We then use this result to determine matching priors.

## 2. Laplace expansion for long-memory processes

Laplace expansions of posterior distributions have many applications: among others, the construction of Bayesian confidence regions and the asymptotic performance of Bayes estimates. An asymptotic expansion such as the one obtained in Theorem 1 below enables us to approximate terms like $\int h(\theta) \pi\left(\theta \mid X^{n}\right) \mathrm{d} \theta$. This leads to the posterior mean, for instance, if $h(\theta)=\theta$. If $h(\theta)$ is an indicator function of a set, we obtain a posterior coverage and we can then construct a good approximation of Bayesian confidence regions. Moreover, this can also be used to calculate Edgeworth expansions of frequentist coverages of confidence sets, by
using the shrinkage argument as developed by Sweeting (1995). Another application of this expansion is the determination of matching priors, which is developed in Section 2.2.

Let $\varphi$ and $\Phi$ denote respectively the density and the cdf of a standard Gaussian random vector, and $\varphi_{V}$ the density of a Gaussian random vector with zero mean and covariance matrix $V$. We denote

$$
D^{v} g(\theta)=\frac{\partial^{|v|} g(\theta)}{\partial \theta_{1}^{v_{1}} \ldots \partial \theta_{k}^{v_{k}}}
$$

where $v=\left(v_{1}, \ldots, v_{k}\right)$ and $|v|=\sum_{i=1}^{k} v_{i}$. We also write $D_{j_{1} \ldots j_{r}} g(\theta)$ for the $r$ th derivative of $g$ with respect to $\left(\theta_{j_{1}}, \ldots, \theta_{j_{r}}\right),\left(j_{1}, \ldots, j_{r}\right) \in\{1, \ldots, k\}^{r}$, i.e.

$$
D_{j_{1} \ldots j_{r}} g(\theta)=\frac{\partial^{r} g(\theta)}{\partial \theta_{j_{1}} \ldots \partial \theta_{j_{r}}}
$$

Finally, $l_{n}(\theta)$ is the log-likelihood function, and $\hat{\theta}$ the maximum likelihood estimator.

### 2.1. Expansion of the posterior distribution

Theorem 1. Let $\theta_{0}$ be fixed in the interior of $\Theta \subset \mathbb{R}^{k}$, and $X$ be a Gaussian process satisfying Assumptions $1-6$. In this section, we denote $X^{n}=\left(X_{1}, \ldots, X_{n}\right)$. Let $\pi$ be a prior on $\Theta$ with compact support, and such that $\pi\left(\theta_{0}\right)>0$. Assume that $\pi$ is $s-2$ times continuously differentiable. Then, for any smooth Borel subset $A$ of $\Theta$,

$$
\begin{equation*}
\int_{A} \pi\left(\theta \mid X^{n}\right) \mathrm{d} \theta=\int_{\sqrt{n}(A-\hat{\theta})} \varphi_{J_{n}^{-1}}(u)\left[1+\sum_{j=1}^{s-2} \frac{P_{j}\left(u, X^{n}\right)}{n^{j / 2}}\right] \mathrm{d} u+o_{P_{\theta_{0}}^{n}}\left(n^{-(s-2) / 2}\right) \tag{3}
\end{equation*}
$$

where the $P_{j}\left(u, X^{n}\right)$ are polynomial functions of $u$ whose coefficients depend only on $X^{n}$ and $J_{n}$ is the observed information matrix calculated at $\hat{\theta}$, i.e.

$$
\left(J_{n}\right)_{r, s}=-\frac{\partial^{2} l_{n}(\hat{\theta})}{\partial \theta_{r} \partial \theta_{s}}, \quad r, s \leqslant k
$$

The above result is uniform over all compact subset of $\Theta$.

Proof. The proof follows the same ideas as in Johnson (1970). We have

$$
l_{n}(\theta)=l_{n}(\hat{\theta})-\frac{n(\theta-\hat{\theta}) J_{n}(\theta-\hat{\theta})}{2}+\ldots+\frac{1}{s!} \sum_{j_{1}, \ldots, j_{s}=1}^{k}(\theta-\hat{\theta})_{j_{1}} \ldots(\theta-\hat{\theta})_{j_{s}} D_{j_{1} \ldots j_{s}} l_{n}(\tilde{\theta})
$$

where $\tilde{\theta} \in(\theta, \hat{\theta})$. Similarly, if we write $\psi(\theta)=\log (\pi(\theta))$, we obtain

$$
\psi(\theta)=\psi(\hat{\theta})+\ldots+\sum_{j_{1}, \ldots, j_{s-2}=1}^{k} \frac{(\theta-\hat{\theta})_{j_{1}} \ldots(\theta-\hat{\theta})_{j_{s-2}}}{(s-2)!} D_{j_{1} \ldots j_{s-2}} \psi(\bar{\theta})
$$

where $\bar{\theta} \in(\theta, \hat{\theta})$.
Denote
$k_{n}(\theta)=-\frac{n(\theta-\hat{\theta}) J_{n}(\theta-\hat{\theta})}{2}+\ldots+\frac{1}{(s-1)!} \sum_{j_{1}, \ldots, j_{s-1}=1}^{k}(\theta-\hat{\theta})_{j_{1}} \ldots(\theta-\hat{\theta})_{j_{s-1}} D_{j_{1} \ldots j_{s-1}} l_{n}(\hat{\theta})$.
The idea of the proof is to integrate the above Taylor expansions. To do so we need the following lemmas, whose proofs are given in the Appendix. These lemmas are along the lines of Johnson's (1970), but the proofs are typical of Gaussian long-memory processes and differ from those of the i.i.d. case.

Lemma 1. For all $\theta_{0}$ in the interior of $\Theta$, for any $\delta>0$ (such that $\left\{\left|\theta-\theta_{0}\right| \leqslant \delta\right\} \subset \Theta$ ), there exist $M \geqslant 0$ and $S_{1} \subset \mathbb{R}^{n}$ such that, for any $|v| \leqslant s$,

$$
\left|\frac{D^{\nu} l_{n}\left(\theta^{\prime}\right)}{n}\right| \leqslant M, \quad \forall\left|\theta^{\prime}-\theta_{0}\right|<\delta, \forall X \in S_{1}
$$

with $P_{\theta_{0}}^{n}\left[S_{1}^{c}\right]=o\left(n^{-h}\right)$, for all $h \geqslant 0$.
Lemma 2. Let $K$ be a compact subset of $\Theta$, and let $\delta>0$. For all $\alpha \in(0,1)$ and all $\epsilon>0$, there exists a set $S_{\alpha}$ such that, for all $X \in S_{\alpha}$,

$$
l_{n}(\theta)-l_{n}\left(\theta_{0}\right) \leqslant-n^{\alpha} \epsilon, \quad \forall \theta \in K \cap N_{\delta}^{c},
$$

and

$$
P_{\theta_{0}}^{n}\left[S_{\alpha}^{c}\right]=o\left(n^{-h}\right), \quad \forall h>0 .
$$

Let $S_{2}=\left\{\left|\theta_{0}-\hat{\theta}\right| \leqslant \delta / 2\right\} \cap S_{1}(\delta)$. Then, according to Lieberman et al. (1999),

$$
P_{\theta_{0}}^{n}\left[\left|\hat{\theta}-\theta_{0}\right|>\delta / 2\right]=o\left(n^{-h}\right), \quad \forall h>0 .
$$

Therefore, Lemma 1 implies that $P_{\theta_{0}}^{n}\left[S_{2}^{c}\right]=o\left(n^{-h}\right)$, for all $h>0$, and when $\left|\theta-\theta_{0}\right|<\delta / 2$,

$$
\left|\tilde{l}_{n}(\theta)-\tilde{l}_{n}(\hat{\theta})-k_{n}(\theta)\right| \leqslant M n^{-(s-2) / 2}
$$

on $S_{2}$, where $\tilde{l}_{n}=l_{n}+\psi$. Let $X$ be in $S_{2}$. We have

$$
\begin{equation*}
\int_{-\delta}^{\delta}\left|\exp \left\{\left[\tilde{l}_{n}(\theta)-\tilde{l}_{n}(\hat{\theta})\right]\right\}-\exp \left\{k_{n}(\theta)\right\}\right| \mathrm{d} \theta<M_{1} n^{-(s-2) / 2} \tag{4}
\end{equation*}
$$

Let $z=\sqrt{n}(\theta-\hat{\theta})$. Since

$$
k_{n}(z)=-z^{\mathrm{T}} J_{n} z / 2+\sum_{i=1}^{s-3} n^{-i / 2} P_{i}\left(z ; D^{\nu} l_{n}(\hat{\theta}) / n\right),
$$

where the $P_{i}$ are polynomial functions of $z$ with coefficients depending only on terms such as $D^{v} l_{n}(\hat{\theta}) / n$ which are bounded on $S_{2}$,

$$
\exp \left[k_{n}(z)\right]=\mathrm{e}^{-z^{\mathrm{T}} J_{n} z / 2}\left(1+\sum_{j=1}^{s-3} \frac{Q_{j}\left(z ; D^{v} l_{n}(\theta) / n\right)}{n^{j / 2}}+\frac{R_{n}(z)}{n^{(s-2) / 2}}\right),
$$

where $R_{n}(z)$ is an infinite sum of powers of the $P_{j}$, and the $Q_{j}$ are polynomial functions of $z$ similar to the $P_{j}$. When $\left|\theta-\theta_{0}\right|<\delta$, each term appearing in the $P_{j}$ is bounded by a constant $M$, thus there exists $M_{3}$ such that on $S_{2}$,

$$
\left|\sum_{i=1}^{s-3} n^{-i / 2} P_{i}\left(z ; D^{\nu} l_{n}(\hat{\theta}) / n\right)\right| \leqslant M_{3}, \quad \forall|z| \leqslant n^{1 / 2} \delta .
$$

The infinite sum $R_{n}(z)$ converges uniformly on $|z| \leqslant \sqrt{n} \delta$; therefore, there exists $M_{2}$ such that

$$
\begin{equation*}
\int_{-\delta}^{\delta}\left|\exp \left[k_{n}(\theta)\right]-\mathrm{e}^{-n(\theta-\hat{\theta})^{\mathrm{T}} J_{n}(\theta-\hat{\theta}) / 2}\left(1+\sum_{j=1}^{s-3} \frac{Q_{j}\left(\sqrt{n}(\theta-\hat{\theta}) ; D^{\nu} l_{n}(\hat{\theta}) / n\right)}{n^{j / 2}}\right)\right| \mathrm{d} \theta \leqslant M_{2} n^{-(s-2) / 2} . \tag{5}
\end{equation*}
$$

Lemma 2 and equations (4) and (5) imply that there exist $b_{1}, \ldots, b_{\lfloor(s-3) / 2\rfloor}$ such that $b_{j}=O_{P_{\theta_{0}}^{n}}(1)$ and

$$
\int_{\Theta} \mathrm{e}^{l_{n}(\theta)+\psi(\theta)} \mathrm{d} \theta=\mathrm{e}^{l_{n}(\hat{\theta})}(2 \pi)^{k / 2} \operatorname{det}\left[J_{n}\right]^{-1 / 2}\left\{1+\frac{b_{1}}{n}+\ldots+\frac{b_{\lfloor(s-3) / 2\rfloor}}{n^{[(s-3) / 2\rfloor}}+O_{P_{\theta_{0}}^{n}}\left(n^{-(s-2) / 2}\right)\right\}
$$

and Theorem 1 follows.

### 2.2. Application to the determination of matching priors

We apply this result to the determination of priors matching the frequentist and the Bayesian coverage of one-sided intervals. Let $\theta=\left(\theta_{1}, \ldots, \theta_{k}\right)$. We consider one-sided intervals for $\theta_{1}$, the nuisance parameter being $\left(\theta_{2}, \ldots, \theta_{k}\right)$ :

$$
P^{\pi}\left[\left\{\theta_{1} \leqslant k_{n}(\alpha)\right\} \mid X\right]=\alpha .
$$

Let $I(\theta)$ be the asymptotic Fisher information matrix:

$$
I(\theta)=\lim _{n \rightarrow \infty} I_{n}(\theta), \quad\left(I_{n}(\theta)\right)_{r, s}=-\frac{1}{n} \mathrm{E}_{\theta}\left[\frac{\partial^{2} l_{n}(\theta)}{\partial \theta_{r} \partial \theta_{s}}\right], \quad r, s \leqslant k
$$

We thus obtain

$$
(I(\theta))_{r, s}=\frac{1}{4 \pi} \int_{-\pi}^{\pi} \frac{D_{r} f_{\theta}(\lambda) D_{s} f_{\theta}(\lambda)}{f_{\theta}^{2}(\lambda)} \mathrm{d} \lambda, \quad r, s \leqslant k .
$$

We have the following theorem:
Theorem 2. Under Assumptions $1-6$, the frequentist coverage of $\left\{\theta_{1} \leqslant k_{n}(\alpha)\right\}$ has Edgeworth expansion

$$
\begin{align*}
P_{\theta}^{n}\left[\theta_{1} \leqslant k_{n}(\alpha)\right]= & \alpha+\frac{\varphi\left(\Phi^{-1}(\alpha)\right)}{\sqrt{n}}\left\{\frac{I^{1}(\theta) D \log \pi(\theta)}{\sqrt{I^{11}(\theta)}}-D^{\mathrm{T}}\left(\left(I^{1}(\theta)\right)^{\mathrm{T}} / \sqrt{I^{11}(\theta)}\right)\right\} \\
& +\frac{P_{2}(\theta, \pi, \alpha)}{n}+\ldots+\frac{P_{s-2}(\theta, \pi, \alpha)}{n^{(s-2) / 2}}+o\left(n^{-(s-2) / 2}\right) \tag{6}
\end{align*}
$$

where $I^{1}$ denotes the first row of the inverse of $I$, and $P_{2}, \ldots, P_{s-2}$ are continuous functions of $\theta$ and are formally the same as in the i.i.d. case.

Proof. The proof follows from Theorem 1 and the result of Lieberman et al. (1999) result on the existence of the Edgeworth expansion.

Therefore, matching priors are the solutions of

$$
\begin{equation*}
\frac{I^{1}(\theta) D \log \pi(\theta)}{\sqrt{I^{11}(\theta)}}-D^{\mathrm{T}}\left(\left(I^{1}(\theta)\right)^{\mathrm{T}} / \sqrt{I^{11}(\theta)}\right)=0 . \tag{7}
\end{equation*}
$$

In the one-dimensional case, we obtain Jeffrey's prior. In the multivariate case, however, the determination of the solutions of (7) can be very difficult. Consider, for instance, an $\operatorname{ARFIMA}(1, d, 1)$; some terms in $I^{1}$ are defined as infinite sums and the solutions, if they exist, would also be defined as infinite sums. However, in the case of $\operatorname{ARFIMA}(0, d, 0)$, it is possible to determine the matching priors in closed form. In this case the spectral density is equal to

$$
f_{\theta}(\lambda)=\frac{\sigma^{2}}{2 \pi} \mathrm{e}^{-d \log [2(1-\cos \lambda)]}
$$

The parameter is then $(d, \sigma)$. Suppose that $d$ is the parameter of interest. Then the matching priors are in the form

$$
\pi(d, \sigma)=\sigma \mathrm{e}^{-c_{1} d} h\left(\sigma^{2} \mathrm{e}^{-c_{1} d}\right),
$$

where $h$ is any real function twice continuously differentiable and the constant $c_{1}$ is given by

$$
\begin{equation*}
c_{1}=\frac{1}{4 \pi} \int_{-\pi}^{\pi} \log [2(1-\cos \lambda)]^{2} \mathrm{~d} \lambda . \tag{8}
\end{equation*}
$$

For $\operatorname{ARFIMA}(p, d, q)$ models, Pai and Ravishanker (1998) and Koop et al. (1997) use the prior $\pi(\theta)=\sigma^{-1}$. In the particular case of the $\operatorname{ARFIMA}(0, d, 0)$ model, this prior is a matching prior by taking $h(x)=x$. However, it does not satisfy equation (7) in other $\operatorname{ARFIMA}(p, d, q)$ processes ( $p$ or $q>0$ ) and therefore it is not a matching prior for these models.

We will see in Section 4 that these priors lead to proper posteriors, except on a subset with null Lebesgue measure, if $h$ is integrable on $\mathbb{R}^{+}$or if $h(u) \propto u^{-p}, p>0$. In particular $\pi(d, \sigma) \propto \sigma^{-1}$ is obtained by considering $h(u)=u^{-1}$.

## 3. Information-theoretic asymptotics

Another type of asymptotics is important in the Bayesian framework, namely the informationtheoretic asymptotics. This was studied in the i.i.d. case by Clarke and Barron (1990) and can be applied to many set-ups. In particular, they give an information interpretation to Berger and Bernardo's reference priors.

In this section, we state the validity of the expansion of the Kullback-Leibler divergence between the distribution $P_{\theta_{0}}^{n}$ and the marginal distribution of $X, M_{n}$, i.e.

$$
K\left[P_{\theta_{0}}^{n} \mid M_{n}\right]=\mathrm{E}_{P_{\theta_{0}}^{n}}\left(\log \left(p_{\theta_{0}}^{n}(X) / m(X)\right)\right),
$$

where $m(X)$ and $p_{\theta_{0}}^{n}$ are the densities of $M_{n}$ and $P_{\theta_{0}}^{n}$ respectively, with respect to Lebesgue measure. We prove that the expansion is formally the same as in the i.i.d. case. We then use this result to validate asymptotically Berger and Bernardo's reference priors.

### 3.1. Main theorem

Theorem 3. Let $\theta_{0}$ be fixed in the interior of $\Theta$, and suppose that the Gaussian process satisfies Assumptions $1-6$ with $s=3$. Let $\pi$ be a prior on $\Theta$ continuously differentiable with $\pi\left(\theta_{0}\right)>0$ and compact support. Then, uniformly in $\theta_{0}$ over all compact subsets of $\Theta$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(K\left[P_{\theta_{0}}^{n} \mid M_{n}\right]-\frac{k}{2} \log \frac{n}{2 \pi}\right)=-\log \pi\left(\theta_{0}\right)+\frac{1}{2} \log \operatorname{det}\left[I\left(\theta_{0}\right)\right]-\frac{k}{2} . \tag{9}
\end{equation*}
$$

In $L_{1}\left(P_{\theta_{0}}^{n}\right)$ as well as in probability,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\log \frac{p_{\theta_{0}}^{n}(X)}{m(X)}+\frac{1}{2} S_{n}^{\mathrm{T}} I\left(\theta_{0}\right)^{-1} S_{n}-\frac{k}{2} \log \frac{n}{2 \pi}\right)=-\log \pi\left(\theta_{0}\right)+\frac{1}{2} \log \operatorname{det}\left[I\left(\theta_{0}\right)\right], \tag{10}
\end{equation*}
$$

where $S_{n}=n^{-1 / 2} D l_{n}\left(\theta_{0}\right)$.
Proof. The proof is essentially the same as that of Clarke and Barron in the sense that the decomposition of $R_{n}$ is the same. However, the control of $\lim \sup \mathrm{E}\left[R_{n}\right]$ differs.

Let

$$
R_{n}=\log \frac{p_{\theta_{0}}^{n}(X)}{m(X)}-\left(\frac{k}{2} \log \frac{n}{2 \pi}-\log \pi\left(\theta_{0}\right)+\frac{\log \operatorname{det}\left[I\left(\theta_{0}\right)\right]}{2}-\frac{S_{n}^{\mathrm{T}} I\left(\theta_{0}\right)^{-1} S_{n}}{2}\right) .
$$

The idea is to prove that $\lim \mathrm{E}\left|R_{n}\right|=0$. Let

$$
\begin{gathered}
N_{\delta}=\left\{\theta ;\left|\theta-\theta_{0}\right| \leqslant \delta\right\}, \\
A_{n}(\delta, \epsilon)=\left\{\int_{N_{\delta}^{c}} p_{\theta}^{n}(X) \pi(\theta) \mathrm{d} \theta \leqslant \epsilon \int_{N_{\delta}} p_{\theta}^{n}(X) \pi(\theta) \mathrm{d} \theta\right\}, \\
B_{n}(\delta, \epsilon)=\left\{(1-\epsilon)\left(\theta-\theta_{0}\right)^{\mathrm{T}} I\left(\theta_{0}\right)\left(\theta-\theta_{0}\right) \leqslant\left(\theta-\theta_{0}\right)^{\mathrm{T}} J_{n}(\tilde{\theta})\left(\theta-\theta_{0}\right)\right. \\
\left.\leqslant(1+\epsilon)\left(\theta-\theta_{0}\right)^{\mathrm{T}} I\left(\theta_{0}\right)\left(\theta-\theta_{0}\right), \forall \theta, \tilde{\theta} \in N_{\delta}\right\},
\end{gathered}
$$

where $J_{n}(\theta)=-D^{2} l_{n}(\theta) / n$ and

$$
C_{n}(\delta)=\left\{n^{-1} S_{n}\left(\theta_{0}\right)^{\mathrm{T}} I\left(\theta_{0}\right)^{-1} S_{n}\left(\theta_{0}\right) \leqslant \delta^{2}\right\}
$$

for $\delta>0$ and $\epsilon>0$. Using the same kind of argument as Clarke and Barron, we obtain that if $P_{\theta_{0}}^{n}\left[A_{n}^{c}\right]=o\left(\log n^{-1}\right)$ and $P_{\theta_{0}}^{n}\left[B_{n}^{c}\right]=O\left(n^{-1}\right)$, then

$$
\liminf \mathrm{E}\left[R_{n}\right] \geqslant 0
$$

We also have

$$
\begin{align*}
R_{n} \leqslant & \frac{\epsilon}{2(1+\epsilon)} S_{n}^{\mathrm{T}} I\left(\theta_{0}\right)^{-1} S_{n}+\frac{k}{2} \log (1+\epsilon)+\rho\left(\delta, \theta_{0}\right)-\log \left[1-2^{k / 2} \mathrm{e}^{-\epsilon^{2} n \delta^{2} / 8}\right] \\
& +\mathbb{\square}_{\left[B_{n} \cap C_{n}\right]^{c}}\left[\left(\log \frac{p_{\theta_{0}}^{n}(X)}{m(X)}\right)^{+}+\left|\frac{k}{2} \log \frac{n}{2 \pi}-\log \pi\left(\theta_{0}\right)+\log \operatorname{det}\left[I\left(\theta_{0}\right)\right] / 2\right|\right] \\
& +\mathbb{\rrbracket}_{\left(B_{n} \cap C_{n}\right)^{c}} S_{n}^{\mathrm{T}} I\left(\theta_{0}\right)^{-1} S_{n} \tag{11}
\end{align*}
$$

We need only look at the first term on the right-hand side of (11), which we will denote by $A_{1}$. Let $E_{n}=\left\{p_{\theta_{0}}^{n}(X) / m(X)>1\right\}$. Then, by restricting the integral in the definition of $m(X)$ to $N_{\delta}$,

$$
\begin{aligned}
\mathrm{E}_{\theta_{0}}\left[A_{1}\right] & \leqslant-\mathrm{E}_{\theta_{0}}\left[\mathbb{q}_{\left(B_{n} \cap C_{n}\right)^{c} \cap E_{n}} \log \left(\int_{N_{\delta}} \mathrm{e}^{l_{n}(\theta)-l_{n}\left(\theta_{0}\right)} \frac{\pi(\theta)}{\pi\left(N_{\delta}\right)} \mathrm{d} \theta\right)\right]-P_{\theta_{0}}^{n}\left[\left(B_{n} \cap C_{n}\right)^{c} \cap E_{n}\right] \log \pi\left(N_{\delta}\right) \\
& \leqslant \mathrm{E}_{\theta_{0}}\left[\mathbb{q}_{\left(B_{n} \cap C_{n}\right)^{c} \cap E_{n}}\right]^{1 / 2}\left(\int_{N_{\delta}} \mathrm{E}_{\theta_{0}}^{n}\left|l_{n}(\theta)-l_{n}\left(\theta_{0}\right)\right|^{2} \pi(\theta) \mathrm{d} \theta\right)^{1 / 2}-P_{\theta_{0}}^{n}\left[\left(B_{n} \cap C_{n}\right)^{c}\right] \log \pi\left(N_{\delta}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\mathrm{E}_{\theta_{0}}^{n}\left|l_{n}(\theta)-l_{n}\left(\theta_{0}\right)\right|^{2}= & \frac{1}{4}\left\{\mathrm{E}_{\theta_{0}}^{n}\left(X^{\mathrm{T}}\left(\Sigma_{n}^{-1}(\theta)-\Sigma_{n}^{-1}\left(\theta_{0}\right)\right) X\right)^{2}\right. \\
& -2 \mathrm{E}_{\theta_{0}}\left(X^{\mathrm{T}}\left(\Sigma_{n}^{-1}(\theta)-\Sigma_{n}^{-1}\left(\theta_{0}\right)\right) X\right) \log \frac{\operatorname{det}\left[\Sigma_{n}(\theta)\right]}{\operatorname{det}\left[\Sigma_{n}\left(\theta_{0}\right)\right]} \\
& \left.+\left[\log \frac{\operatorname{det}\left[\Sigma_{n}(\theta)\right]}{\operatorname{det}\left[\Sigma_{n}\left(\theta_{0}\right)\right]}\right]^{2}\right\} .
\end{aligned}
$$

Using the same argument as in the proof of Theorem 1, we obtain that

$$
\mathrm{E}_{\theta_{0}}^{n}\left|l_{n}(\theta)-l_{n}\left(\theta_{0}\right)\right|^{2} \leqslant n M \delta\left(n \delta^{3 / 2}+2\right)
$$

where $M$ does not depend on $\theta$ (when $\theta$ varies in a compact), which implies that

$$
\mathrm{E}_{\theta_{0}}^{n}\left[A_{1}\right] \leqslant n^{1 / 2} M \delta^{1 / 2}\left(n \delta^{3 / 2}+2\right)^{1 / 2} P_{\theta_{0}}^{n}\left[\left(B_{n} \cap C_{n}\right)^{c} \cap E_{n}\right]^{1 / 2}-P_{\theta_{0}}^{n}\left[\left(B_{n} \cap C_{n}\right)^{c}\right] \log \pi\left(N_{\delta}\right)
$$

Hence, to obtain (9) and (10) it only remains to prove

$$
P_{\theta_{0}}^{n}\left[A_{n}^{c}\right]=o\left(\log n^{-1}\right), \quad P_{\theta_{0}}^{n}\left[B_{n}^{c}\right]=o\left(n^{-1}\right), \quad P_{\theta_{0}}^{n}\left[C_{n}^{c}\right]=o\left(n^{-1}\right),
$$

uniformly over any compact subset of $\Theta$. First, Theorem 1 implies that

$$
P_{\theta_{0}}^{n}\left[A_{n}^{c}\right]=P_{\theta_{0}}^{n}\left[\int_{N_{\delta}^{c}} \pi(\theta \mid X) \mathrm{d} \theta>\epsilon(1+\epsilon)^{-1}\right] \leqslant \frac{M}{\sqrt{n}},
$$

with $M$ independent of $\theta$ on a compact. Further, if $J_{i j}(\theta)$ is the $(i, j)$ th component of $J_{n}(\theta)$, we have,

$$
P_{\theta_{0}}^{n}\left[B_{n}^{c}\right] \leqslant \max _{i, j}\left\{P_{\theta_{0}}^{n}\left[\sup _{\theta \in N_{\delta}}\left|J_{i j}(\theta)-I_{i j}(\theta)\right|>\epsilon / 2 k\right]+P_{\theta_{0}}^{n}\left[\sup _{\theta \in N_{\delta}}\left|I_{i j}(\theta)-I_{i j}\left(\theta_{0}\right)\right|>\epsilon / 2 k\right]\right\} .
$$

Similarly as in the proof of Lemma 1, we obtain that

$$
P_{\theta_{0}}^{n}\left[\sup _{\theta \in N_{\delta}}\left|J_{i j}(\theta)-I_{i j}(\theta)\right|>\epsilon / 2 k\right]=o\left(n^{-h}\right),
$$

for all $h>0$ and all $i, j \leqslant k$. Since $I_{i j}(\theta)$ is continuous in $\theta$, there exists $\delta_{0}>0$ such that, for all $\delta_{0}>\delta>0$, for all $i, j \leqslant k$,

$$
\sup _{\theta \in N_{\delta}}\left|I_{i j}(\theta)-I_{i j}\left(\theta_{0}\right)\right|<\epsilon / 2 k,
$$

therefore,

$$
P_{\theta_{0}}^{n}\left[B_{n}^{c}\right]=o\left(n^{-h}\right), \quad \forall h>0 .
$$

We prove in the same way that

$$
P_{\theta_{0}}^{n}\left[C_{n}^{c}\right]=o\left(n^{-h}\right), \quad \forall h>0 .
$$

uniformly on compacts, and Theorem 3 is proved.
This result can be applied to the asymptotic justification of Berger and Bernardo's algorithm. Indeed, $\pi$ has compact support, thus expansion (9) can be integrated:

$$
\int \pi(\theta)\left[K\left[P_{\theta}^{n} \mid M_{n}\right]-\frac{k}{2} \log \frac{n}{2 \pi}\right] \mathrm{d} \theta=-\frac{k}{2}-\int \log (\pi(\theta) / \sqrt{\operatorname{det}[I(\theta)]}) \pi(\theta) \mathrm{d} \theta+o\left(n^{-1}\right)
$$

Moreover,

$$
\int \pi(\theta) K\left[P_{\theta}^{n} \mid M_{n}\right] \mathrm{d} \theta=\mathrm{E}[\log (\pi(\theta \mid X) / \pi(\theta))],
$$

therefore this term is maximised asymptotically with

$$
\pi(\theta) \propto \sqrt{\operatorname{det}[I(\theta)]},
$$

as in the i.i.d. case.
The extension to the nuisance parameter case can thus be done exactly as in the i.i.d. case.

We now present Berger and Bernardo's algorithm. For simplicity's sake, we confine ourselves to the case of a two-bloc parameter. Consider $\theta=\left(\theta_{1}, \theta_{2}\right)$, where $\theta_{1} \in \mathbb{R}^{p}$ is the parameter of interest and $\theta_{2} \in \mathbb{R}^{k-p}$ is the nuisance parameter. According to Berger and Bernardo (1992a; 1992b), the construction of the reference prior proceeds as follows:

1. $\pi\left(\theta_{2} \mid \theta_{1}\right) \propto \sqrt{\left|I_{2,2}\right|}$, where $I_{2,2}$ is the lower right $(k-p, k-p)$ corner of $I\left(\theta_{1}, \theta_{2}\right)$.
2. $\pi\left(\theta_{1}\right) \propto \exp \left\{\frac{1}{2} \mathrm{E}\left[\log \left(\left|S_{p, p}^{-1}(\theta)\right|\right) \mid \theta_{1}\right]\right\}$, where $S_{p, p}$ is the upper left $(p, p)$ corner of $I^{-1}$ and $\mathrm{E}\left[g(\theta) \mid \theta_{1}\right]=\int g(\theta) \pi\left(\theta_{2} \mid \theta_{1}\right) \mathrm{d} \theta_{2}$.
3. $\pi(\theta)=\pi\left(\theta_{2} \mid \theta_{1}\right) \pi\left(\theta_{1}\right)$.

We use this algorithm, in the following subsection, to determine reference priors for ARFIMA and FEXP models.

### 3.2. Application to the determination of reference priors

### 3.2.1. ARFIMA models

Consider for instance the $\operatorname{ARFIMA}(0, d, 0)$ case. $d$ is the parameter of interest and $w=\sigma^{2}$ is the nuisance parameter. The Fisher information matrix is

$$
I(\theta)=\left(\begin{array}{cc}
c_{1} & -c_{2} w^{-1} \\
-c_{2} w^{-1} & w^{-2}
\end{array}\right)
$$

where $c_{1}$ is given by (8) and

$$
\begin{equation*}
c_{2}=\frac{1}{4 \pi} \int_{-\pi}^{\pi} \log [2(1-\cos \lambda)] \mathrm{d} \lambda \tag{12}
\end{equation*}
$$

Note that the Fisher information matrix does not depend on $d$. The reference prior is of the form $\pi(d, w)=\pi(w \mid d) \pi(d)$, with

$$
\begin{aligned}
\pi(w \mid d) & \propto \sqrt{\frac{1}{w^{2}}}=w^{-1} \\
\pi(d) & \propto 1
\end{aligned}
$$

according to Bernardo and Berger's algorithm and the reference is given by $\pi(d, w)=w^{-1}$. Note that the reference prior is contained in the class of matching priors; recall that this was the prior used by Pai and Ravishanker (1998) and Koop et al. (1997) in $\operatorname{ARFIMA}(p, d, q)$ models.

In the $\operatorname{ARFIMA}(1, d, 1)$ case, we have not obtained any explicit form for matching priors, but we derive a reference prior below. The spectral density is

$$
f_{\theta}(\lambda)=w \mathrm{e}^{-d \log [2(1-\cos \lambda)]} \frac{\left|1-\phi \mathrm{e}^{\mathrm{i} \lambda}\right|^{2}}{\left|1-\psi \mathrm{e}^{\mathrm{i} \lambda}\right|^{2}}
$$

and the Fisher information matrix is

$$
I(\theta)=\left(\begin{array}{cccc}
c_{1} & -c_{2} / w & I_{13} & I_{14} \\
-c_{2} / w & w^{-2} / 2 & 0 & 0 \\
I_{13} & 0 & I_{33} & I_{34} \\
I_{14} & 0 & I_{34} & I_{44}
\end{array}\right) \text {, }
$$

where $\quad I_{13}, \quad I_{14}$ depend only on $(\phi, \psi)$ and $\quad I_{33}=1 /\left(1-\phi^{2}\right), \quad I_{44}=1 /\left(1-\psi^{2}\right)$, $I_{34}=-1 /(1-\psi \phi)$.

If $d$ is the parameter of interest and $\omega, \phi, \psi$ the nuisance parameters, we obtain

$$
\begin{aligned}
\pi(d \mid \omega, \phi, \psi) & \propto\left|\begin{array}{ccc}
w^{-2} / 2 & 0 & 0 \\
0 & I_{33} & I_{34} \\
0 & I_{34} & I_{44}
\end{array}\right|^{1 / 2} \propto w^{-1} \pi^{J}(\phi, \psi) \\
\pi(d) & \propto 1
\end{aligned}
$$

where

$$
\pi^{J}(\phi, \psi) \propto\left(\frac{1}{\left(1-\psi^{2}\right)\left(1-\phi^{2}\right)}-\frac{1}{(1-\psi \phi)^{2}}\right)^{1 / 2}
$$

is Jeffreys prior for an $\operatorname{ARMA}(1,1)$ process when the variance of the white noise is known and equals 1 . We obtain

$$
\pi(d, w, \phi, \psi) \propto w^{-1}\left(\frac{1}{\left(1-\psi^{2}\right)\left(1-\phi^{2}\right)}-\frac{1}{(1-\psi \phi)^{2}}\right)^{1 / 2}
$$

Thus, for this $\operatorname{ARFIMA}(1, d, 1)$ model, the prior used by Pai and Ravishanker (1998) and Koop et al. (1997) does not coincide with the reference prior.

### 3.2.2. FEXP models

The FEXP process is defined in Beran (1994). Let $g:[-\pi, \pi] \rightarrow \mathbb{R}^{+}$be a positive symmetric function satisfying $g(\lambda) \sim \lambda$, as $\lambda$ goes to zero. Define $f_{0}=1$ and let $f_{1}, \ldots, f_{p}$ be smooth and symmetric functions on $[-\pi, \pi]$. Assume that there exists an integer $n^{*}$ such that the matrix in $\mathbb{R}^{p \times n^{*}}$, with $(i, j)$ th element $f_{i}(2 \pi j / n)$ is non-singular. The spectral density of an FEXP process is given by

$$
\begin{equation*}
g(\lambda)^{1-2 H} \exp \left(\sum_{i=0}^{p} \eta_{i} f_{i}(\lambda)\right) \tag{13}
\end{equation*}
$$

where $H \in\left[\frac{1}{2}, 1\right)$ and $\eta_{k} \in \mathbb{R}$ for $k \in\{0, \ldots, p\}$. We assume that the functions $f_{i}$ and $g$ are known explicitly and thus the set of parameters to estimate is $\theta=\left(H, \eta_{0}, \ldots, \eta_{p}\right)$ with $\alpha(\theta)=1-2 H, H$ being the parameter of interest. It is easy to show that the Fisher information matrix $I\left(H, \eta_{0}, \ldots, \eta_{p}\right)$ does not depend on the parameter $\left(H, \eta_{0}, \ldots, \eta_{p}\right)$. Therefore, the reference prior is the Lebesgue measure (i.e. $\pi\left(H, \eta_{0}, \ldots, \eta_{p}\right) \propto 1$ ).

To our knowledge there are no other Bayesian analyses for these models.

## 4. Posterior distributions

In this section, we study the propriety of the posterior distribution in some special cases. Generally speaking, the likelihood function is

$$
p_{\theta}^{n}(X)=\frac{\mathrm{e}^{-X^{\mathrm{T}} \Sigma_{n}^{-1} X / 2}}{\operatorname{det}\left[\Sigma_{n}\right]^{1 / 2}(2 \pi)^{n / 2}} .
$$

Suppose that the spectral density can be expressed as

$$
\begin{equation*}
f_{\theta}(x)=\frac{\sigma^{2}}{2 \pi}(1-\cos x)^{-d} L_{\theta_{2}}(x), \tag{14}
\end{equation*}
$$

where $L_{\theta_{2}}$ is continuous in $x$ on $[-\pi, \pi]$, and $\theta=\left(d, \sigma, \theta_{2}\right), \theta_{2} \in \mathbb{R}^{k-2}$.
Consider a prior of the form

$$
\pi(\theta)=\sigma^{-\alpha} p\left(d, \theta_{2}\right)
$$

or bounded by a function in this form. Integrating over $\sigma$ leads to

$$
\begin{equation*}
\pi\left(d, \theta_{2} \mid X\right) \propto \frac{\left(X^{\mathrm{T}} S\left(d, \theta_{2}\right)^{-1} X\right)^{-(n+\alpha-1) / 2}}{\operatorname{det}[S]^{-1 / 2}} p\left(d, \theta_{2}\right), \tag{15}
\end{equation*}
$$

where $\Sigma_{n}=\sigma^{2} S$ with $S$ independent of $\sigma$. A proper prior on $\left(d, \theta_{2}\right)$ is not enough to obtain the propriety of the posterior, since the right-hand side of (15) is not integrable as a function of $X$. Therefore, it is necessary to specify the behaviour of (15), in the neighbourhood of the boundaries of the stationary domain of $X:\left\{\left(d, \theta_{2}\right) ; \forall \sigma>0\right.$, such that the process $X$ is stationary $\}$. For example, in the case of an $\operatorname{ARFIMA}(p, d, q)$, defined by (2), these boundaries are defined by $d=\frac{1}{2}$ or the norm of at least one of the roots of $P$ and $Q$ is equal to 1 . In the case of a FEXP process defined by (13) the boundaries are defined by $d=1 / 2$ or $\eta_{i}=\infty$ for at least one of the $i$ in $\{1, \ldots, p\}$.

Assume that $\Theta=\left[0, \frac{1}{2}\left[\times \mathbb{R}^{+} \times \Theta_{2}\right.\right.$, where $\Theta_{2}$ is an open subset of $\mathbb{R}^{k-2}$. Let $L_{\theta_{2}}$ be continuously differentiable on $[-\pi, \pi]$, for all $\theta_{2} \in \Theta_{2}$. We then have the following result:

Lemma 3. Uniformly over all compact subsets of $\Theta_{2}$,

$$
\begin{equation*}
S=\frac{\rho}{\left(\frac{1}{2}-d\right)} J+\Gamma+O\left(\frac{1}{2}-d\right), \tag{16}
\end{equation*}
$$

where $J$ is the matrix in $\mathbb{R}^{n}$ whose components are all equal to 1 and $\Gamma$ is a non-singular matrix with elements $\Gamma_{i, j}=g(i-j)$, where

$$
g(k)=-\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{1-\mathrm{e}^{\mathrm{i} k x}}{\sqrt{1-\cos x}} L_{\theta_{2}}(x) \mathrm{d} x
$$

and $\rho=\rho_{0}+t \rho_{1}$, with $\rho_{0}>0$.
Let $X=\sum_{i=1}^{n-1} x_{i} \Gamma U_{i}+x_{n} U_{n}$, where the $U_{i}$ are vectors whose components are null apart from the ith component which is equal to 1 and the $(i+1)$ th component which is equal to
-1 and $U_{n}=(1,1, \ldots, 1)^{\mathrm{T}}$. Then $\Gamma U_{1}, \ldots, \Gamma U_{n-1}, U_{n}$ are linearly independent and, as $d \rightarrow \frac{1}{2}$,
$\frac{\left(X^{\mathrm{T}} S\left(d, \theta_{2}\right)^{-1} X\right)^{-(n+\alpha-1) / 2}}{\operatorname{det}[S]^{1 / 2}}$

$$
=\frac{\sqrt{\frac{1}{2}-d}\left(\sum_{i, j=1}^{n-1} x_{i} x_{j} U_{i}^{\mathrm{T}} \Gamma U_{j}+(1 / 2-d) x_{n}^{2} / \rho\right)^{-(n+\alpha-1) / 2}}{\sqrt{\rho \operatorname{tr}[\operatorname{Cof}(\Gamma) J]}}\left(1+O\left(\frac{1}{2}-d\right)\right)
$$

This implies in particular that, for ARFIMA $(0, d, 0)$ models, priors of the form

$$
\pi(d, \sigma)=\sigma^{-\alpha} \pi(d)
$$

where $\pi(d)=O\left(\left(\frac{1}{2}-d\right)^{-3 / 2+\epsilon}\right)$ lead to proper posteriors, except on a subset with null Lebesgue measure.

For more complex models, one would also have to consider the behaviour of $\left[X^{\mathrm{T}} S^{-1} X\right]^{-(n+\alpha-1) / 2} / \operatorname{det}[S]^{1 / 2}$ in a neighbourhood of the boundaries of $\Theta_{2}$. However, the techniques would be very similar to those used in the following proof.

Proof. Let $k \geqslant 1$. Consider $\tilde{g}(k)=\gamma(k)-\gamma(0)$. Then

$$
\begin{aligned}
\tilde{g}(k) & =-\frac{1}{2 \pi} \int_{-\pi}^{\pi} \frac{1-\mathrm{e}^{\mathrm{i} k x}}{(1-\cos x)^{d}} L_{\theta_{2}}(x) \mathrm{d} x \\
& =-k r(0)-2 \sum_{p=1}^{k-1}(k-p) r(p)+\left(\frac{1}{2}-d\right) R(d, k) \\
& =g(k)+\left(\frac{1}{2}-d\right) R(d, k)
\end{aligned}
$$

where

$$
r(p)=\int_{-\pi}^{\pi} \mathrm{e}^{\mathrm{i} p x} \sqrt{(1-\cos x)} L_{\theta_{2}}(x) \mathrm{d} x
$$

and $R(d, k)$ converges to a constant depending on $k$ and $\theta_{2}$, as $d$ goes to $\frac{1}{2}$.
The matrix $\Gamma$ given in the lemma is non-singular. Indeed, transformations of the form row $(i)=$ row $(i)-$ row $(i+1)$, for $i=1, \ldots, n-1$, and column $\quad(i)=\operatorname{column}(i)-$ column $(i+1), i=1, \ldots, n-1$, lead to the matrix

$$
M=\left(\begin{array}{ccccc}
-2 r(0) & -2 r(1) & \ldots & -2 r(n-2) & r(0)+\sum_{i=1}^{n-2} r(i) \\
-2 r(1) & -2 r(0) & \ldots & -2 r(n-3) & r(0)+2 \sum_{i=1}^{n-3} r(i) \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
-2 r(n-2) & -2 r(n-3) & \ldots & -2 r(0) & r(0) \\
r(0)+2 \sum_{i=1}^{n-2} r(i) & r(0)+2 \sum_{i=1}^{n-3} r(i) & \ldots & r(0) & 0
\end{array}\right) .
$$

Denote by $V$ the $(n-1) \times(n-1)$ upper left part of the above matrix. Then $V$ can be interpreted as -2 times a covariance matrix, since $-2 V=T\left(\sqrt{(1-\cos x)} L_{\theta_{2}}(x)\right)$, where $T$ denotes the Toeplitz operator. Then, $M X=0$ if and only $-2 V \tilde{X}+H x_{n}=0$ and $H^{\mathrm{T}} \tilde{X}=0$, where $X=\left(\tilde{X}^{\mathrm{T}}, x_{n}\right)^{\mathrm{T}}$ and

$$
H=(r(0)+2(r(1)+\ldots+r(n-2)), r(0)+2(r(1)+\ldots+r(n-3)), \ldots, r(0))^{\mathrm{T}}
$$

This implies that $H^{\mathrm{T}} \tilde{X}=H^{\mathrm{T}} V^{-1} H x_{n} / 2=0$ if and only if $x_{n}=0$, which also implies that $X=0$. Moreover, $U_{n}$ is linearly independent of $\left(\Gamma U_{1}, \ldots, \Gamma U_{n-1}\right)$, therefore $\left(\Gamma U_{1}, \ldots, \Gamma U_{n-1}, U_{n}\right)$ is a basis, and for $j=1, \ldots, n-1$,

$$
(J+t / \rho \Gamma)^{-1} \Gamma U_{j}=\frac{\rho}{t} U_{j}
$$

So let $X=\sum_{i=1}^{n-1} \Gamma U_{i}+x_{n} U_{n}$;

$$
X^{\mathrm{T}}[J+t / \rho \Gamma]^{-1} X=\frac{\rho}{t} \sum_{i, j=1}^{n-1} x_{i} x_{j} U_{i}^{\mathrm{T}} \Gamma U_{j}+x_{n}^{2} U_{n}^{\mathrm{T}}[J+t / \rho \Gamma]^{-1} U_{n}
$$

Let $[J+t \rho \Gamma] V_{n}=U_{n}$, with $V_{n}=\sum_{i=1}^{n} v_{i} U_{i}$;

$$
U_{n}^{\mathrm{T}}[J+t / \rho \Gamma]^{-1} U_{n}=U_{n}^{\mathrm{T}} V_{n}=v_{n} U_{n}^{\mathrm{T}} U_{n}
$$

We have

$$
n v_{n} U_{n}+\frac{t}{\rho} \sum_{i=1}^{n} v_{i} \Gamma U_{i}=U_{n}
$$

Let $\Gamma U_{n}=\alpha_{1} \Gamma U_{1}+\ldots+\alpha_{n-1} \Gamma U_{n-1}+\alpha_{n} U_{n} ; \quad$ then $n v_{n}+t / \rho v_{n} \alpha_{n}=1$. Obviously $\alpha_{n} \neq 0$ and is independent of $t$, so

$$
v_{n}=\left(n+\frac{t \alpha_{n}}{\rho}\right)^{-1}=n-\frac{t \alpha_{n}}{\rho}+O\left(t^{2}\right)
$$

Finally,

$$
X^{\mathrm{T}}[J+t / \rho \Gamma]^{-1} X=\frac{\rho}{t} \sum_{i, j=1}^{n-1} x_{i} x_{j} U_{i}^{\mathrm{T}} \Gamma U_{j}+\frac{x_{n}^{2}}{\rho}\left[1-\frac{t \alpha_{n}}{n \rho}\right]+O\left(t^{2}\right) .
$$

Moreover, $U_{i}^{\mathrm{T}} \Gamma U_{j}=2 r(i-j)$, so the matrix $\left(U_{i}^{\mathrm{T}} \Gamma U_{j}\right)_{i, j=1, \ldots, n-1}$ is positive. We also have:

$$
\begin{aligned}
\operatorname{det}[S] & =\frac{\rho^{n}}{t^{n}} \operatorname{det}[\Gamma] \operatorname{det}\left[\Gamma^{-1} J+t / \rho \mathrm{Id}\right] \\
& =\frac{\rho^{n}}{t^{n}} \operatorname{det}[\Gamma]\left(\frac{t^{n-1}}{\rho^{n-1}} \operatorname{tr}\left[\Gamma^{-1} J\right]+\frac{t^{n}}{\rho^{n}}\right) \\
& =\frac{\rho \operatorname{tr}[\operatorname{Cof}(\Gamma) J]}{t}+\operatorname{det}[\Gamma] .
\end{aligned}
$$

$\Gamma$ is non-singular so $\operatorname{rk}[\operatorname{Cof}(\Gamma) J]=1$ and its trace is positive, and Lemma 3 is proved.

## Appendix

Proof for Lemma 1. Let $S_{1}=\left\{X ; \forall 1 \leqslant|v| \leqslant s,\left|D^{v} l_{n}\left(\theta^{\prime}\right)\right| / n \leqslant M ;\left|\theta^{\prime}-\theta_{0}\right|<\delta\right\}$, where $M$ will be specified later.

For all $1 \leqslant|\nu| \leqslant s$,

$$
D^{\nu} l_{n}(\theta)=-\frac{1}{2} X^{\mathrm{T}} D^{\nu}\left[\Sigma_{n}^{-1}\right] X-\frac{1}{2} D^{\nu} \log \operatorname{det}\left[\Sigma_{n}\right] .
$$

Thus this is a sum of quadratic forms associated with products of Toeplitz matrices in the form

$$
\Sigma_{n}^{-1} T_{n}\left(g_{1}\right) \ldots \Sigma_{n}^{-1} T_{n}\left(g_{p}\right) \Sigma_{n}^{-1}
$$

and of traces of matrices such as

$$
\Sigma_{n}^{-1} T_{n}\left(g_{1}\right) \ldots \Sigma_{n}^{-1} T_{n}\left(g_{p}\right),
$$

where $g_{1}, \ldots, g_{p}$ are derivatives of the spectral density. Then, $X \in S_{1}^{c}$ if and only if there exists $\left|\theta^{*}-\theta_{0}\right|<\delta$ such that

$$
\left|\frac{D^{v} l_{n}\left(\theta^{*}\right)}{n}\right| \geqslant M .
$$

This implies that there exist $\left(g_{1}\left(\theta^{*}\right), \ldots, g_{p}\left(\theta^{*}\right)\right)$ such that either

$$
\left|n^{-1} \operatorname{tr}\left[\Sigma_{n}^{-1} T_{n}\left(g_{1}\right) \ldots \Sigma_{n}^{-1} T_{n}\left(g_{p}\right)\left(\theta^{*}\right)\right]\right| \geqslant c M
$$

or

$$
n^{-1}\left|X^{\mathrm{T}} \Sigma_{n}^{-1} T_{n}\left(g_{1}\right) \ldots \Sigma_{n}^{-1} T_{n}\left(g_{p}\right)\left(\theta^{*}\right) \Sigma_{n}^{-1}\left(\theta^{*}\right) X\right| \geqslant c M
$$

where $c$ is some positive constant depending only on $v$. Since (see Lieberman et al. 1999)

$$
\sup _{\left|\theta-\theta_{0}\right|<\delta}\left|n^{-1} \operatorname{tr}\left[\Sigma_{n}^{-1} T_{n}\left(g_{1}\right) \ldots \Sigma_{n}^{-1} T_{n}\left(g_{p}\right)(\theta)\right]-\frac{1}{2 \pi} \int_{-\pi}^{\pi} f_{\theta}(\lambda)^{p} \prod_{j=1}^{p} g_{j, \theta}(\lambda) \mathrm{d} \lambda\right|
$$

goes to zero when $n$ tends to infinity, if $M$ is large enough (independently of $n$ and $\theta$ ), we only have to study

$$
P_{n}=P_{\theta_{0}}^{n}\left[\exists\left|\theta^{*}-\theta_{0}\right|<\delta ;\left|X^{\mathrm{T}} \Sigma_{n}^{-1} T_{n}\left(g_{1}\right) \ldots \Sigma_{n}^{-1} T_{n}\left(g_{p}\right)\left(\theta^{*}\right) \Sigma_{n}^{-1}\left(\theta^{*}\right) X\right| \geqslant c M n\right]
$$

Let $\theta$ be in a $\delta$-neighbourhood of $\theta_{0}$. We denote by $\Gamma_{n}(\theta)$ the matrix

$$
\Gamma_{n}(\theta)=\Sigma_{n}^{-1}(\theta) T_{n}\left(g_{1}(\theta)\right) \ldots \Sigma_{n}^{-1} T_{n}\left(g_{p}\right)(\theta) \Sigma_{n}^{-1}(\theta)
$$

Then, for $\frac{1}{2}>a>0$, let

$$
Z_{n}=n^{-1 / 2-a}\left\{X^{\mathrm{T}}\left[\Gamma_{n}(\theta)-\Gamma_{n}\left(\theta_{0}\right)\right] X-\operatorname{tr}\left[\Sigma_{n}\left(\theta_{0}\right)\left(\Gamma_{n}(\theta)-\Gamma_{n}\left(\theta_{0}\right)\right)\right]\right\}
$$

We have that

$$
\begin{aligned}
P_{\theta_{0}}^{n}\left[\left|Z_{n}\right| \geqslant K n^{1 / 2-a}\left|\theta-\theta_{0}\right|\right] & \leqslant \mathrm{e}^{-t K n^{1 / 2-a}} \mathrm{E}_{\theta_{0}}\left[\mathrm{e}^{t Z_{n} /\left|\theta-\theta_{0}\right|}+\mathrm{e}^{-t Z_{n} /\left|\theta-\theta_{0}\right|}\right] \\
& \leqslant 2 \mathrm{e}^{-t K n^{1 / 2-a}} \sum_{k=0}^{\infty} \frac{t^{k}\left|\mathrm{E}_{\theta_{0}}\left[Z_{n}^{k}\right]\right|}{k!\left|\theta-\theta_{0}\right|^{k}}
\end{aligned}
$$

We proceed as in Dahlhaus's (1989) proof of his Lemma 6.2. Let Id be the identity matrix. The cumulant generating function, $k_{n}(t)$, is equal to

$$
\begin{aligned}
k_{n}(t)= & -\frac{t \operatorname{tr}\left[\Sigma_{n}\left(\theta_{0}\right)\left(\Gamma_{n}(\theta)-\Gamma_{n}\left(\theta_{0}\right)\right)\right]}{n^{1 / 2+a}} \\
& -\frac{1}{2} \log \operatorname{det}\left[\operatorname{Id}-\frac{2 t}{n^{1 / 2+a}} \Sigma_{n}^{1 / 2}\left(\theta_{0}\right)\left[\Gamma_{n}(\theta)-\Gamma_{n}\left(\theta_{0}\right)\right] \Sigma_{n}^{1 / 2}\left(\theta_{0}\right)\right]
\end{aligned}
$$

unless otherwise specified, the covariance matrix $\Sigma_{n}$ is calculated at $\theta_{0}$. So

$$
k_{n}^{\prime}(t)=-\frac{\operatorname{tr}\left[\Sigma_{n}\left(\theta_{0}\right)\left(\Gamma_{n}(\theta)-\Gamma_{n}\left(\theta_{0}\right)\right)\right]}{n^{1 / 2+a}}+\operatorname{tr}\left[\left(\operatorname{Id}-t H_{n}\right)^{-1} H_{n}\right]
$$

where $H_{n}=2 n^{-1 / 2-a} \Sigma_{n}\left(\theta_{0}\right)^{1 / 2}\left[\Gamma_{n}(\theta)-\Gamma_{n}\left(\theta_{0}\right)\right] \Sigma_{n}^{1 / 2}$ and, for all $j \geqslant 2$,

$$
\left.\frac{\mathrm{d}^{j} k_{n}(t)}{\mathrm{d} t^{j}}=2^{-1}(j-1)!\operatorname{tr}\left[\left(\left(\operatorname{Id}-t H_{n}\right)^{-1} H_{n}\right)\right)^{j}\right]
$$

therefore, the $j$ th cumulant of $Z_{n}$ is equal to

$$
C_{j}\left(Z_{n}\right)=2^{-1}(j-1)!\operatorname{tr}\left[H_{n}^{j}\right]
$$

As in Dahlhaus (1989), we denote

$$
|A|^{2}=\operatorname{tr}\left[A^{\mathrm{T}} A\right]
$$

for any matrix $A$, and

$$
\|A\|^{2}=\sup _{Y^{\mathrm{T}} Y=1} Y^{\mathrm{T}} A^{\mathrm{T}} A Y
$$

Then,

$$
\begin{aligned}
\operatorname{tr}\left[H_{n}^{j}\right] & =\frac{\operatorname{tr}\left\{\left[\Sigma_{n}\left(\theta_{0}\right)\left(\Gamma_{n}(\theta)-\Gamma_{n}\left(\theta_{0}\right)\right)\right]^{j}\right\}}{n^{j / 2+j a}} \\
& \leqslant \frac{\left|\Sigma_{n}^{1 / 2}\left(\theta_{0}\right)\right|^{2}\left\|\left(\Sigma_{n}\left(\theta_{0}\right)^{1 / 2}\right)\right\|^{j-2}\left\|\left(\Gamma_{n}(\theta)-\Gamma_{n}\left(\theta_{0}\right)\right)\right\|^{j}}{n^{j / 2+j a}}
\end{aligned}
$$

Since

$$
\left|\Sigma_{n}^{1 / 2}\left(\theta_{0}\right)\right|^{2}=\operatorname{tr}\left[\Sigma_{n}\left(\theta_{0}\right)\right]=n \gamma(0)
$$

and

$$
\left\|\Sigma_{n}^{1 / 2}\left(\theta_{0}\right)\right\|=O\left(n^{\alpha\left(\theta_{0}\right)+\epsilon}\right), \quad \forall \epsilon>0
$$

we only have to study the behaviour of $\Gamma_{n}(\theta)-\Gamma_{n}\left(\theta_{0}\right)$. As in Dalhaus (1989), if each $g_{j}(\theta)$ is continuously differentiable in $\theta$, then

$$
\left\|\Gamma_{n}(\theta)-\Gamma_{n}\left(\theta_{0}\right)\right\| \leqslant\left|\theta-\theta_{0}\right|\left\|\nabla \Gamma_{n}\left(\theta^{\prime}\right)\right\|
$$

where $\theta^{\prime} \in\left(\theta, \theta_{0}\right)$ and

$$
\left\|\Gamma_{n}(\theta)-\Gamma_{n}\left(\theta_{0}\right)\right\| \leqslant K\left|\theta-\theta_{0}\right| n^{b}, \quad \forall b>0
$$

Finally, we obtain that

$$
\left|C_{j}\left(Z_{n}\right)\right| \leqslant K^{j}(j-1)!\left|\theta-\theta_{0}\right|^{j} n^{1+\alpha\left(\theta_{0}\right)(j-2)-j / 2-a j+\epsilon j}
$$

for all $\epsilon>0$, where $K$ depends only on $\epsilon$ and $\delta$. Let $a>\alpha-\frac{1}{2}$; then there exists $c>0$ such that

$$
\left|C_{j}\left(Z_{n}\right)\right| \leqslant K^{j}(j-1)!n^{-c j}\left|\theta-\theta_{0}\right|^{j}
$$

for all $j \geqslant 2$. So, for all $\theta$ such that for all $\left|\theta-\theta_{0}\right| \leqslant \delta$,

$$
\begin{align*}
P_{\theta_{0}}^{n}\left[\left|Z_{n}\right| \geqslant K n^{1 / 2-a}\left|\theta-\theta_{0}\right|\right] & \leqslant e^{-t K n^{1 / 2-a}} \sum_{j=1}^{\infty}(2 K t)^{j} n^{-j c} \\
& \leqslant 2 \mathrm{e}^{-t K n^{1 / 2-a}} \tag{17}
\end{align*}
$$

if $2 \mathrm{Ktn}^{-c}<\frac{1}{2}$. To obtain a bound for the supremum over $T=\left\{\left|\theta-\theta_{0}\right| \leqslant \delta\right\}$, we proceed similarly to Pollard (1984); we thus construct a countable set $T^{*}$, dense in $T$, such that

$$
\begin{equation*}
P_{\theta_{0}}^{n}\left[\left|Z_{n}(\theta)\right|>5 n^{1 / 2-a} J\left(\left|\theta-\theta_{0}\right|\right), \text { for some } \theta \in T^{*}\right] \leqslant 2^{-1} \exp \left\{-t n^{1 / 2-a} \log C\right\} K \tag{18}
\end{equation*}
$$

where $J$ is a positive function on $\mathbb{R}$ satisfying $J(\delta)<\infty$. Since $Z_{n}(\theta)$ is continuous in $\theta$,

$$
\sup _{T}\left|Z_{n}(\theta)\right|=\sup _{T^{*}}\left|Z_{n}\right|
$$

and (4) becomes

$$
P_{\theta_{0}}^{n}\left[\sup _{T}\left|Z_{n}(\theta)\right|>K n^{1 / 2-a}\right] \leqslant K^{\prime} \mathrm{e}^{-C^{\prime} n^{1 / 2-a}}
$$

where $K, K^{\prime}$ and $C^{\prime}$ are constants independent of $n$. Finally, since

$$
\begin{aligned}
n^{-1} X^{\mathrm{T}} \Sigma_{n}^{-1} T_{n}\left(g_{1}\right) \ldots \Sigma_{n}^{-1} T_{n}\left(g_{p}\right)(\theta) \Sigma_{n}^{-1}(\theta) X= & n^{-1 / 2-a} Z_{n}(\theta)+n^{-1} \operatorname{tr}\left[\Sigma_{n}\left(\theta_{0}\right) \Gamma_{n}(\theta)\right] \\
& +n^{-1 / 2} \frac{X^{\mathrm{T}} \Gamma_{n}\left(\theta_{0}\right) X-\operatorname{tr}\left[\Sigma_{n}\left(\theta_{0}\right) \Gamma_{n}\left(\theta_{0}\right)\right]}{n^{1 / 2}}
\end{aligned}
$$

there exist $K$ and $C$ such that

$$
P_{n} \leqslant K \mathrm{e}^{-C^{\prime} n^{1 / 2-a}}
$$

if $M$ is large enough.
Proof of Lemma 2. We have

$$
l_{n}(\theta)-l_{n}\left(\theta_{0}\right)=-\frac{1}{2} X^{\mathrm{T}}\left[\Sigma_{n}^{-1}(\theta)-\Sigma_{n}^{-1}\left(\theta_{0}\right)\right] X+\frac{1}{2} \log \operatorname{det}\left[\Sigma_{n}\left(\theta_{0}\right) \Sigma_{n}^{-1}(\theta)\right]
$$

Considering the same Taylor expansion as Dahlhaus (1989, p. 1754), we have

$$
\log \operatorname{det}\left[\Sigma_{n}\left(\theta_{0}\right) \Sigma_{n}^{-1}(\theta)\right]=\operatorname{tr}\left[\Sigma_{n}\left(\theta_{0}\right) \Sigma_{n}^{-1}(\theta)-\mathrm{Id}\right]-\frac{1}{2} \sum_{i=1}^{n} \frac{\left(\lambda_{\text {in }}-1\right)^{2}}{\left[1+\tau\left(\lambda_{\text {in }}-1\right)\right]^{2}}
$$

where $\tau \in(0,1)$ and $\left(\lambda_{1 n}, \ldots, \lambda_{n n}\right)$ are the eigenvalues of $\Sigma_{n}\left(\theta_{0}\right) \Sigma_{n}^{-1}(\theta)$. Therefore,

$$
\begin{aligned}
l_{n}(\theta)-l_{n}\left(\theta_{0}\right)= & -\frac{1}{2}\left\{X^{\mathrm{T}}\left[\Sigma_{n}^{-1}(\theta)-\Sigma_{n}^{-1}\left(\theta_{0}\right)\right] X-\operatorname{tr}\left[\Sigma_{n}\left(\theta_{0}\right) \Sigma_{n}^{-1}(\theta)-\mathrm{Id}\right]\right\} \\
& -\frac{1}{4} \sum_{i=1}^{n} \frac{\left(\lambda_{i n}-1\right)^{2}}{\left[1+\tau\left(\lambda_{i n}-1\right)\right]^{2}}
\end{aligned}
$$

We first consider the second term on the right-hand side, dealing with it in a similar way to Dalhaus (1989). If $\alpha(\theta) \leqslant \alpha\left(\theta_{0}\right)$, then $0<\lambda_{\text {in }}<\left[C\left|\theta-\theta_{0}\right|+1\right]$ and

$$
\frac{\left(\lambda_{i n}-1\right)^{2}}{\left[1+\tau\left(\lambda_{i n}-1\right)\right]^{2}} \geqslant\left[C\left|\theta-\theta_{0}\right|+1\right]^{-2}\left(1-\lambda_{i n}\right)^{2}
$$

Therefore, for all $K \subset \Theta$ compact, there exists $N>0$ such that, for all $n \geqslant N$, for all $\theta \in K \cap N_{\delta}^{c}$,

$$
\frac{1}{4} \sum_{i=1}^{n} \frac{\left(\lambda_{i n}-1\right)^{2}}{\left[1+\tau\left(\lambda_{i n}-1\right)\right]^{2}} \geqslant \frac{n\left[C\left|\theta-\theta_{0}\right|+1\right]^{-2}}{8 \pi} \int_{-\pi}^{\pi}\left(\frac{f_{\theta_{0}}(x)}{f_{\theta}(x)}-1\right)^{2} \mathrm{~d} x .
$$

If $\alpha(\theta) \geqslant \alpha\left(\theta_{0}\right)$, then calculations of the same type imply that

$$
\frac{1}{4} \sum_{i=1}^{n} \frac{\left(\lambda_{i n}-1\right)^{2}}{\left[1+\tau\left(\lambda_{i n}-1\right)\right]^{2}} \geqslant \frac{n\left[C\left|\theta-\theta_{0}\right|+1\right]^{-2}}{8 \pi} \int_{-\pi}^{\pi}\left(\frac{f_{\theta}(x)}{f_{\theta_{0}}(x)}-1\right)^{2} \mathrm{~d} x .
$$

Let

$$
Z_{n}^{0}=X^{\mathrm{T}}\left[\Sigma_{n}^{-1}(\theta)-\Sigma_{n}^{-1}\left(\theta_{0}\right)\right] X-\operatorname{tr}\left[\Sigma_{n}\left(\theta_{0}\right) \Sigma_{n}^{-1}(\theta)-\mathrm{Id}\right] .
$$

Then

$$
P_{\theta_{0}}^{n}\left[\left|Z_{n}\right|>n^{1 / 2+\alpha}\right] \leqslant \frac{\mathrm{E}_{\theta_{0}}\left[Z_{n}^{2 k}\right]}{n^{k+2 k \alpha}} \leqslant \frac{M_{k}}{n^{2 k \alpha}}
$$

for all $n \geqslant N$ and for all $\theta \in K$ ( $N$ depends only on $k$ and $K$ ). Finally, for all $\alpha<1$, for all $n \geqslant N$,

$$
P_{\theta_{0}}^{n}\left[l_{n}(\theta)-l_{n}\left(\theta_{0}\right) \geqslant-n^{\alpha} \epsilon\right] \leqslant P_{\theta_{0}}^{n}\left[\left|Z_{n}\right| \geqslant n \alpha(\theta)-n^{\alpha} \epsilon\right]=o\left(n^{-h}\right),
$$

for all $h>0$.
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