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1. Introduction. One of the basic concepts which pervades the whole of 
probability theory is that of independence. This is the condition which serves 
as part of the hypothesis of most of the major theorems of probability, most 
notably the laws of large numbers. In many cases, this condition is weakened 
to stationarity or uncorrelatedness, and usually there is a corresponding weak­
ening in the sharpness of results. We shall define some new conditions which 
are weakenings of independence, and which yield many of the usual theorems 
in real or complex random variables, but which have noticeably weaker effect 
when applied to Banach space-valued random variables. 

The study of probability in Banach spaces enables us to distinguish be­
tween the effects of probabilistic assumptions and those which flow from the 
geometry of the spaces in which the values are taken. In the strong law of 
large numbers, the extremes are the strong law of E. Mourier (1953) which 
holds in all Banach spaces, and the Kolmogorov strong law, which holds in 
Hubert spaces and some others (these theorems are quoted below). 

The new conditions defined here are properly weaker than independence, 
though some of them are sufficient to give the Kolmogorov strong law of 
large numbers in Hubert spaces. The difference for Banach space-valued random 
variables, however, is striking. 

2. Basic notions. We define random variables in Banach spaces by a 
natural extension of their definitions in the real case (cf., e.g., Beck [1], [2], 
[3] ). In the same way, we define expectation, independence, stationarity, 
distribution, and symmetric random variable, in a natural way, and define, for 
each random variable with an expectation, the variance as Var(Z) = o2{X) = 
EQ\X - E(X)\\2). As a generalization of orthogonality or uncorrelatedness, we 
define two random ï-variables as weakly orthogonal if 

E(x*(X - E{X))x*{Y - E(Y))) = 0, Vx* G Ï*. 

AMS (MOS) subject classifications (1970). Primary 60B05, 46B05, 46G10. 

ÎThis research was supported by the National Science Foundation. 
Copyright © 1974, American Mathematical Society 

1169 



1170 ANATOLE BECK [November 

A collection of random ï-variables is called mutually symmetric if each 
of them, X, is symmetrically distributed around 0 on each set S taken 
from the field Vx °f s e t s m t n e probability space defined by the other ran­
dom variables, i.e. for each such X and S, \SX is symmetric around 0. 
A collection is called conditionally independent if each of them has the prop­
erty that its conditional expectation with respect to the field generated by the 
others is a constant. 

A Banach space is called ^-convex if there exist an integer k > 2 and 
an e > 0 such that for every &-tuple xl9 • • • , xk from the unit ball, we 
can assign 4- and - signs so that \\xx ± x2 ± • • • ± xk\\ < k(l - e). (Cf. 
Beck [2], [3].) 

3. Known results. 

1. THEOREM. Let {X(} be a sequence of real or complex random 
variables which are identically distributed, have expectation 0, and are in­
dependent. Then this sequence obeys the strong law of large numbers (SLLN), 
i.e., 

1 n 

~~X1 X,(u) —> 0 almost surely. 
*W\ l 

2. THEOREM (E. MOURIER, 1953). Theorem 1 holds for random vari­

ables in any Banach space. 

3. THEOREM (KOLMOGOROV STRONG LAW). Let {X(} be a sequence 

of independent random variables with E(Xi) = 0, V/, and Var (JQ satis­

fying S"=l VarCST,)/!2 < °°. Then the sequence {Xt} satisfies the SLLN. 

4. THEOREM. The Kolmogorov strong law holds in any Hubert space. 

5. THEOREM (BECK, 1961). Let {X(} be a sequence of independent 

random variables in a B-convex Banach space X with E{X^) = 0, and 

Var (X-) < 1, Vz. Then the sequence satisfies the SLLN. 

4. Basic theorems in the new conditions. 

6. THEOREM. Let {Xa\a G A} be a collection of random variables 
which have expectations and are independent. Then the collection is condi­
tionally independent. 

7. THEOREM. Let {Xa\a G A} be a collection of random variables 
which are independent and symmetric. Then the collection is mutually sym­
metric. 
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8. THEOREM. Every collection of mutually symmetric random variables 
which have expectations is conditionally independent. 

9. THEOREM. Every collection of conditionally independent random 

variables is weakly orthogonal. 

5. The strong law of large numbers. 

10. THEOREM (KOLMOGOROV STRONG LAW OF LARGE NUMBERS). Let 

{Xt} be any conditionally independent sequence of random variables taking 

values in a Hubert space, and satisfying the conditions that E(Xi) = 0, Vz, 
and S^Lj Var(JQ/z2 < °°. Then the sequence {Xt} satisfies the SLLN. 

PROOF. The conditional independence of the sequence {X.} guarantees 

that the sums Sn = Xx 4- • • • 4- Xn form a martingale. It is well known 

that the martingale condition is sufficient for the Kolmogorov inequality in 

real and complex spaces. A standard proof for the complex case (cf., e.g., 

Feller [7], mutatis mutandis) will prove the inequality for Hubert space-valued 

random variables, and the theorem then follows from this inequality. 
11. EXAMPLE (BECK AND WARREN). Let the sequences {nt} and 

{pt} be chosen coverging to °°, and let %. be the finite-dimensional Banach 
space of dimension ni with norm of order pv Define X = S ^ 0 2 Xf to 
be the Hubert space direct sum of the spaces X,-, i.e. the elements of X are 
sequences {x(} with xt e X. and ll{^}ll = (2~ i ll^-ll2)1/2. Then X is 
reflexive and separable, and if each pt > 1, it is locally uniformly convex as 
well. 

We can construct in X a sequence of random variables Xi satisfying 
(i) the sequence {Xt} is mutually symmetric, 

(ii) the Xi are identically distributed, 
(iii) the Xt are uniformly bounded, i.e. HX ĉo)!! < 1, Vz', Vco, 
(iv) the SLLN fails for {Xt}. 

Note that the sequence {X(} is, a fortiori, conditionally independent 
and weakly orthogonal. 

12. THEOREM. Let X be a B-convex Banach space, and let Xt be a 

mutually symmetric sequence of random X -variables satisfying E(X{) = 0 

and ||X,.(co)|| < 1, Vz, Vco. Then {X.} satisfies the SLLN. 

13. QUERY. It would be interesting to know whether Theorem 12 will 
still hold with the condition of mutual symmetry relaxed to conditional in-
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dependence, or even to weak orthogonality. I conjecture that the first of 

these is correct, but not the second. The process of "symmetrization" used 

for this purpose in Beck [3] will not go through verbatim, though a modifica­

tion of the process (i.e. a symmetrization with respect to a measure in the 

direct product which is not the direct product of the measures) should suffice. 

6. Conclusion. I believe that conditional independence is an important 
condition in probability theory, strong enough to produce some of the major 
results of finite-dimensional probability theory, but weak enough to be insuf­
ficient for others (such as the central limit theorem). In the area of the strong 
law of large numbers, the contrasts to be drawn among Theorems 2, 10, and 
12, and Example 11 show that this condition, together with convexity condi­
tion (B), must live very close to the essential hypothesis for this theorem as a 
probabilistic entity. 
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