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1. Introduction. Let/?, q, and r be certain nxn matrix-valued func­
tions with real elements denned almost everywhere on the interval (a, b). 
Assume r is positive definite a.e. in [a, b]. We are going to consider a 
second order selfadjoint system of ordinary differential equations described 
by 

(1.1) (r(f)*(0 + ?*(0*(0)' = (q(0m + P(t)x(t)), 

where x lies in a certain class of «-vector valued functions on [0, b]. The 
differential equation (1.1) is said to be singular at a point t in [a, b] if r(t) 
is not positive definite. In this paper we restrict our attention to one 
singularity at t=a. However, much of the results carry over if we consider 
infinitely many singularities to the extent that the Lebesgue measure of the 
set of singular points is zero. 

(1.1) is the Euler equation for the quadratic functional 

J(x) = x*(c)kx(c) 
(1.2) r*> 

+ {**(0K0*(0 + 2x*(t)q(t)x(t) + x*(t)p(t)x(t)} dt, 
Ja 

where k is an nxn symmetric matrix with c in (a, b) and r(c) positive 
definite. Under appropriate conditions, J is well defined on the Hilbert 
space A of functions x defined on (a, b] and absolutely continuous on each 
closed subinterval of (a, b] with x*Rx Lebesgue integrable on (a, b]. The 
inner product on A is given by 

(1.3) (x, y) = x*(c)y(c) + f * x*(t)R(t)x(t) dt, 
Ja 
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where R is symmetric, continuous, and positive definite on (a, b\. This 
Hubert space is a generalization of the oc-admissible functions of Morse 
and Leighton [4, p. 275]. The main idea is to apply theorems comparing 
the extremals associated with the norm obtained from (1.3) with extremals 
of/given by (1.2). Since the Hubert space is constructed so that the norm 
extremals are known, one is able to obtain information about the extremals 
of/, that is, solutions of (1.1). The singularities considered here need not 
be regular. 

2. Announcement of results. The purpose of this paper is to announce 
the results that appear in this section. The details and more results are to 
appear elsewhere. As for terminology and preliminary results, refer to 
Hestenes [1], [2], [3], Morse and Leighton [4], and Stein [5]. 

In (1.2) and (1.3), we set c equal to b, and assume that r(t) is positive 
definite for t in (a, Z>]. For a<e<b9 B(e)={x eA:x(t)=0 if a<t<e}9 Bv 

represents the union of B(e) for a<e<b9 C(e)={x e B(e):x(b)=0}, 
CJJ=Z{X e5C7:x(è)=0}, B denotes the closure in A of Bv, C={x e B: 
x(b)=0}, D={x e A:x(b)=0}, and A+ possesses the properties of A 
except that the condition x*Rx Lebesgue integrable on (a9 b] is replaced 
by x*Rx locally integrable on (a, b]. By the class of norm extremals we 
mean {x e A+\ (x, y)=0 for all y in C^}, and by the class of J-extremals 
we mean {x e A+:J(x,y)=0 for all y in Cjj). The norm extremals are of 
the form 

(2.1) x(t) = (j*R-\s) ds\c0 + x(b). 

Let 

(2.2) Z(t) = J + f bR~\s) ds, 

where / is the n xn identity matrix. A norm extremal (2.1) is in A if and 
only if c*Z(a)c0<oo. Accordingly, we say that our norm is extremally 
complete if Z(t) is bounded on (a, b]. Let ^i(t)^2(0=' ' '=^n(0 denote 
the ordered eigenvalues of Z(t) for all t in (a, b]. We say that the norm is 
extremally incomplete of degree k (l^k^ri) if 

limA/0 = +oo (n - k + 1 *£ i ^ n), 
t-+a+ 

limA/O < +oo (1 ^ i ^ n - fe). 

We say that extremal completeness is extremal incompleteness of degree 
zero and that the norm is totally extremally incomplete if it is incompete of 
degree n. 
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THEOREM 2.1. Assume that both p and q are measurable nxn matrix-
valued functions on (a, b). Further assume that p is symmetric almost every­
where on (a, b). Let 

P = Z1/2/?Z1/2 and Q = Z 1 / 2 ^ ~ ^ * Z 1 / 2 

be Lebesgue integrable on (a9 b), where Z is given by (2.2). Let k be any 
constant nxn matrix. Then 

K(x) = x*(b)hx{b) + [ {2x*{t)q(t)x(i) + x*(t)p(t)x(t)} dt 
Ja 

has the property that K(xn)-+0 whenever xn-^0 weakly in A, and hence K is 
bounded on A. 

THEOREM 2.2. Assume that P=Z1/2pZ1/2 and Q=Z1/2qR-1q*Z1/2 are 
Lebesgue integrable on (a, b) where Z is given by (2.2). Let p, q, and r be 
measurable nxn matrix-valued functions on (a, b) with p and r symmetric. 
Let k be any constant nxn matrix. Let 

where 

J(x) = {x*(t)r(t)x(t)} dt + K(x) 
Ja 

K(x) = x*(b)kx(b) + \{2x*(t)q(t)x(t) + x*(t)p(t)x(t)} dt. 
Ja 

Ifr is locally integrable on (a, b) and J is well defined on the Hilbert space 
A, then 

(i) ƒ is weakly lower semicontinuous on A if and only if r^.0 almost 
everywhere on (a, b). 

(ii) / is bounded on A if and only if there is a positive constant c such that 
for each vector v in Euclidean n-space \v*r(t)v\^cv*R(t)v for almost all t 
in (a, b). 

(iii) / is compact on A if and only if r = 0 almost everywhere on {a, b). 
(iv) / is positively elliptic on A if and only if there are positive numbers cx 

and c2 such that c1R(t)^r(t)^c2R(t) for almost all t in (a, b). 

THEOREM 2.3. The degree of norm extremal incompleteness is k if and 
only if the dimension of the class of norm extremals in A is 2n—k where 
0<:k<:n. 

LEMMA 2.1. Let Q be a quasi-nonsingular bilinear form defined on a 
Hilbert space H with the nullity of Q on H finite. Let S be a closed subspace 
of H with dim 5X finite. Let S± = S' + S" where 

S' = S1 n (HQ)L and S" = S1 O (S')1. 
Then 

dim S" = dim HQ - dim(S n HQ). 
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THEOREM 2.4. Let Q be a quasi-nonsingular bilinear form defined on a 
Hubert space H with the nullity ofQ on H finite. Let S be a closed subspace 
of H with dim S1 finite. Then we have 

dim SQ = dim S1 + dim(S n HQ). 

COROLLARY 2.1. Assume that J is a quasi-nonsingular form on A with 
dim AJ< oo and det r(b)^0. The dimension of the class of J-extremals in A 
equals the dimension of the class of norm extremals in A. 

COROLLARY 2.2. Assume that J is a quasi-nonsingular form on A with 
dim AJ< oo and Aetr(b)^0. If the norm is extremally complete, then all 
the J-extremals are in A. If the norm is totally extremally incomplete, then 
there are exactly n linearly independent J-extremals in A. If the norm is 
extremally incomplete of degree k where O^k^n, then there are precisely 
2n—k linearly independent J-extremals in A. 

THEOREM 2.5. Let k be the degree of norm extremal incompleteness 
where 0 ̂ Lk ̂ n. Then there is annx (n—k) matrix F of rank n—k such that 
B={x e A:x*(a)F=0}, C={x e A:x*(a)F=0 andx(b)=0}. 

Legendre's differential equation has a singularity at r = — 1 . By taking 
R(t)=1 - 1 where r(t)=(1 -1)(\ +1) for - 1 < t^O, we have an example of 
total extremal incompleteness. From this we can conclude that there is a 
solution bounded on (—1, 0] and another unbounded there. Chebyshev's 
differential equation provides us with an example of norm extremal 
completeness, and every solution is bounded on (—1, 1). 
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