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1. Introduction. That a second order semilinear hyperbolic partial 
differential equation in two independent variables can be transformed 
into normal form so that differentiation is with respect to characteristic 
directions is well known. In this note we announce a generalization of this 
idea to systems of second-order semilinear hyperbolic equation in two 
variables. As an intermediate step a variational principle for the eigen­
values of a strongly-damped eigenparameter problem is developed [1]. 
Details will appear elsewhere. 

2. Definitions and notation, (a) As usual an n x n Hermitian matrix P 
is positive definite if and only if the eigenvalues of P are strictly positive. 
We write P > 0. 

(b) We define an inner product on Cn by 
n 

(2.1) (x,y)= X xfijyj. 

(c) If A, B, C are n x n matrices, define quadratic forms a, b, c by 

(2.2) a(x) = (Ax, x), b(x) = (Bx, x), c(x) = (Cx, x). 

(d) The quadratic eigenparameter equation 

(2.3) L(X)x = X2Ax + XBx + Cx = 0 

is called strongly damped if 

(i) PA > 0, (ii) a, b, c are real valued, 
( Z 4 ) (iii) b2(x) > 4a(x)c(x) f o r x ^ O . 

(e) The first order semilinear system of partial differential equations 

(2.5) vt = Dvx + h{x, t, v) 

is in normal form if D is a diagonal matrix. 
(f) A (single-valued) real valued function ƒ defined on a real interval / is 

real analytic on I if and only if/has a convergent Taylor's series expansion 
about each point of J always with nontrivial interval of convergence. 

AMS(MOS) subject classifications (1970). Primary 35L10, 35L40; Secondary 15A18. 

Copyright © American Mathematical Society 1973 

400 



SEMILINEAR HYPERBOLIC PARTIAL DIFFERENTIAL EQUATIONS 401 

3. Main results. 

THEOREM 1. ([l]-[4]). Let P+(x), P_(x) denote the two roots of(L(À)x, x) 
= 0 with P+(x) > P-{x). Then the strongly damped equation (2.2) has n 
primary eigenvalues 

(3.1i) Xt >A2
+ >--->K 

and n secondary eigenvalues 

(3.1ii) Af ^ À2 < ••• ^K 

and these eigenvalues are given by the variational principles 

(3.2i) 4+ = ,min maxP+(x) = P+(* t
+) 

and 

(3.2ii) Ak~ = max minP_(x) = P_(^" ) , 
dimV = k xeV 

where <D/f are ^e corresponding eigenvectors : 

(3.3) L(Afc
±)®k

±=0. 

In the following two theorems we suppose that the n x n matrices 
A, B, C and P depend on x and t only through real analytic dependence 
on an intermediate variable rj = rj(x, t); it is required that rj admit first 
partial derivatives with respect to x and t. 

THEOREM 2. Let M be the 2n x In matrix 

(3.4) M = \ E
A ^ 

where A, £, F, G, H are n x n matrices with A and F nonsingular. Let 

(3.5) B = -A{E + FA~lHF~l\ C = AF{A-lHF-lE - A'^G). 

Let A, B, C satisfy (2.4). Then the first order system of partial differential 
equations 

(3.6) wt = Mwx + g(x, f, w) 

is reducible to the normal form (2.5) where the diagonal components ofD are 
the eigenvalues of (23). 

THEOREM 3. The system of second order partial differential equations 

(3.7) Autt + Buxt + Cuxx = ƒ (x, t, u, ux, ut) 

is equivalent to the first order system (3.6) where 

(3.8) w = ux® ut, 
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(3.9) M=[ °\ 7 \ )• 

The system (3.6) is reducible to the normal form (2.5) where the diagonal 
components of D are computed by the variational principle (3.2). 

4. Remarks. A counterexample shows the importance of the inter­
mediate variable rj in Theorem 2 and Theorem 3. Another counterexample 
shows that the analytic dependence of M on rj cannot, in general, be relaxed 
to C00 dependence. A final counterexample shows that condition (2.4iii) 
cannot be replaced by weak inequality. 
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