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DIOPHANTINE EQUATIONS 
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In an earlier paper1 we considered homogeneous polynomials ƒ and 
g whose degrees are relatively prime, and solved the Diophantine 
equation f(x)=g(y). These results are generalized in the present 
paper. The solutions are given in terms of arbitrary parameters and 
if the parameters are integral the solutions are also. 

We begin our discussion with the hypothesis that the functions 
J\X) ==J\Xll, * * j X\m, , Xnif , Xnm), g\X) = g\Xn, *, X\m, , 

Xni, • • • i Xnm) are polynomials with integral coefficients, homogeneous 
in each set of variables 

Xk\Xk2 * Xkm ; ƒ being of degree ak è 0, g being 
of degree /3k^0 in the sets XkiXk2 • • * xkm and dk = ak—Pk. We suppose 
further that integers Xt, jUt^O exist such that2 

(1) Z dila = - £ dm = 1. 

THEOREM 1. The Diophantine equation 

(2) ƒ(*) = g(*) 

toj integral solutions, and every solution for which the members of 
(2) do not vanishy is equivalent (in a sense to be defined) to one of the 
solutions given by 

(3) Xkj = a*/[g(a)]x*[ƒ(«)]"*, k = 1, • • • , n;j = 1, • • • , m, 

w/^re /&e a* y are arbitrary integers. 

PROOF. Let xkj = akjS
Xktfik. Then by (1), (2) becomes3 sf(a)=tg(a), 

which is satisfied identically in the akj if s = g(a), t=f(a). Hence (3) 
is a solution of (2). 

We now define the concept of equivalent solutions. Suppose 
Xkj = Pkj is a solution of (2). If there are no integers 6 > 1 , p'kj such 
that pkj^pkjb**, where the <rk are positive integers such that ££=i<WTfc 

Received by the editors March 2, 1942. 
1 A. A. Aucoin and W. V. Parker, Diophantine equations whose members are homo­

geneous, this Bulletin, vol. 45 (1939), pp. 330-333. 
2 We need to postulate only the existence of X» since it may be shown that for n 

odd Vi=^]=ldj—di--'££l^
l2di+k — A; where dn+p = dp, and for n even MI=]LJLI^/—d% 

~ 2 Ll ! ! i 2 ) "^HA- 2 ^ /2 + t~^* where di =dk for ktkn, di = 0 for k>n and dn+P = dp. 
We must, however, assume that ju t ^0. 

3 It will be shown later that sf t^O. 
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—^Cfc-iiSfcö^» t n e n Xkj^Pkj is defined to be a primitive solution of (2). 
If Xkj — phj is a primitive solution of (2), then Xkj = pkjb°k (derived 
from the primitive solution), where b is a nonzero integer,4 <rk are 
positive integers such that ] ^ L i a ^ f c = X X i & ^ is also a solution. 
Two solutions are said to be equivalent if they may be derived from 
the same primitive solution. 

Suppose now that Xkj — Pkj is a solution of (2). Then/ (p) = g(p). If 
we choose (Xkj — Pkj, (3) becomes Xkj = Pkj[f(p)]Xk+lik which is equivalent 
to the given solution Xkj = pkj provided /(p)?z£0, since from (1), 
Eî-ia*(X*+M*)=E*-ii8*(X*+M*). K / ( p ) ^ 0 , then s, t^O. 

As our next topic we suppose that for the functions considered 
above, ƒ is of degree — ap and g is of degree — j8p in the set #p l #P2 • • • 
xpm, where ap, j8p are positive integers.5 Here we let dp = ftp — ap. 

THEOREM 2. The Diophantine equation 

(4) f(x) = g(x) 

has solutions, and every solution, for which the members of (4) do not 
vanish^ is equivalent to a solution given by 

(5) Xki = aki[A(a)B(a)]Xk^k[g(a)Yk[f(a)y\ 

where A(x) ~Y[j-ix<vh B(x) ~ I I ^ I * R / > ^te akj being arbitrary integers. 

PROOF. If we multiply (4) by A(x)B(x) we have 

(6) A(x)B(x)f(x) = A(x)B(x)g(x), 

each member of which is a polynomial. If we let 

(7 ) Xki = OLkiS^tM, 

equation (6) becomes6 s A (a) B (a)f (a) =tA(a)B(a)g(a), which is iden­
tically satisfied in the <Xkj if s = A (a)B(a)g(a), t = A (a)B(a)f (a). Hence 
(5) is a solution of (4). 

I t is evident that more than one of the corresponding sets of vari­
ables may be of negative degree. 

Suppose that Xkj = Pkj is a given solution of (4). Then / (p)=g(p) . 
If we choose akj = Pkj, (5) becomes 

Xkj = Pkj[A(p)B(p)f(p)Y"'» 

which is equivalent to the given solution Xkj—Pkj provided ƒ(p) 5^0, 
since from (1) 

4 If 6 = 0, the solution is trivial. 
5 The A», and hence the JU4-, here are different from those of Theorem 1. 
6 It will be shown later that s, / ^ 0 . 
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n n 

X ] oikQ^k + Mfc) — 2ap(\p + MP) = ] C Pkfak + MO — 2ftp(\p + ptp)-

I f / ( p ) ^ 0 then 5, t^O. We now pass on to our next result. 
Suppose that ƒ is of degree —av in the set and g is 

of degree — (3q in the set xq\Xq2 • • • #gm where ap, (3q are positive in­
tegers. Here7 dp = — (ap+fip), dq = aq+fiq. 

THEOREM 3. The Diophantine equation f (x) = g(x) has solutions, and 
every solution for which the members do not vanish, is equivalent to a 
solution given by xkj = akj[C(a)D(a)]Xk+flk[g(a)]'Kk[f(a)yk where C(x) 
=n^iffftf, D(x) =ITjLi^» the akj being arbitrary integers. 

The proof is similar to that of Theorem 2. 
We can now extend the above methods of solution to nonhomo-

geneous equations. The nature of this extension is contained in the 
following theorem. 

THEOREM 4. The Diophantine equation* 

(8) f(x) = g(x) 

where fix) = X ? - I Ö A Ü ? - I * ? W » g(*0 =5Z*-i6*rB-i^w , 0*, bk are integers, 
aki, fikj positive integers, has solutions if there exist positive integers 
Ui, Vj, M, N such that 

X «««*• =M + 1, h = 1, • • • , m, 

YlfikjUj = M, k = 1, • • • , p, 

(9) 

X <*h%Vi = N, h = 1, - - - , tn, 

J^PkjVj = N + 1, fe = 1, • • • , p, 

and every solution for which the members of (8) do not vanish, is equiva­
lent to a solution given by 

(10) *, = a,-k(a)]"'[/(a)K 
where the otj are arbitrary integers. 

7 As in the previous theorem the X» and /x» will be different from those of Theorem 1. 
8 A. A. Aucoin and W. V. Parker, op. cit., p. 331. Theorem 4, which generalizes 

Theorem 2 of the reference may be obtained from that theorem directly by setting 
yj=xi. 
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PROOF. Let x ^ a ^ W . Then (8) becomes, by (9), sM+HNf(a) 
z=sMtN+lg(a), which is satisfied identically in the a3- if s = g(a), 
t=f(a). Hence (10) is a solution of (8). 

When the conditions of (9) are satisfied there also exist non-
negative integers R, uj such that 

n g 

(11) X ahiu' = Rf 23 &kjuj = R, h = 1, • • • , m; k = 1, • • • , p. 

If Xj = pj is a solution of (8) and there are no integers d>l, uj, p/ 
such that pj~pjdu'j where uj satisfies (11), then x3- = pj is defined to be 
a primitive solution of (8). If Xj — pj is a primitive solution of (8), 
then Xj = pjdu'i (derived from the primitive solution) where 
d ( ^ 0 ) is an integer and uj are non-negative integers satisfying 
(11), is also a solution. 

Suppose 
3 ~~~ Pi 

a solution of (8). Then f(p) = g(p). If we choose 
aj — Pjj (10) becomes xy = Py[/(p)]w/+r; which is equivalent to the solu­
tion Xj = pj since from (9) 

n g 
] £ ««(«< + «0 = Il Pkjiuj + vu = M + N + 1. 
1=1 ?=i 

In Theorems 2 and 3 it is conceivable that the method applies to 
cases other than those in which an entire set of variables appear in 
the denominator. The cases are too numerous to consider. I t is like­
wise apparent that the method of Theorem 4 applies when some of 
the exponents are negative. As there is no typical case the procedure 
will be illustrated by a particular example. 

Consider the equation 

(12) axzuh/v7 + by4vA/u2 = cxh/w 

which may be written as 

(13) axzu7w + byAvllw = cx^uh7. 

If we let x =aspitqi, y—f3spHqz, u = \sp4q^ v—psHq*, w = vsp4qs and sub­
stitute in (13) we have 

sZpi+7p3+p4Zqi+7q*+qt>aaz\7v + s*p2+llpi+v4*qï+llqt+qhbfi*iiuv 

We require an integral solution of the equations 

3pi + Ipz + £5 = w, 3?i + 7?3 + 05 = n + 1, 

4/>2 + 11^4 + pb == mf 4^2 + Ü04 + 05 = n + 1, 
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5pi + 2pz+7pA = m+l, 5 g i + 2qz + 7q* = n. 

A solution of these equations is £i = 4, £2 = 3, £3 = 11, pé = 7, ^5 = 1, 
(Zi = 4, $2 = 3, g3 = 11, #4 = 7, g5 = 3. Hence a solution of (12) is a: = as4/4, 
y = /3s3/3, ^ = Xs11/11, v = jus7/7, w; = vstz where s = aa3\7ï> + &/3fylV, 
/=«x 5 \V. 

If x = x ' , y=y', u=u', v—v', w = w' is a given solution of (12) and 
the choice a=x', P=y', \ = u'> ti=v', v — w' is made then s = / and the 
solution becomes x=x'ts, y=y'tG, u=u't22, v=v'tu, w = w't4: which is 
equivalent to the given solution provided / 7* 0. 

U N I T E D STATES NAVAL ACADEMY AND 

UNIVERSITY OF HOUSTON 

VECTOR ANALOGUES OF MORERA'S THEOREM 

E. F. BECKENBACH 

Let the vector 

X EE x(xu **, xs) s X(x) s Xii + X2j + Xzk 

be defined and continuous in the domain (non-null connected open 
set) D. Consider the mean-value vector 

(1) X™{x) ss — _ f X(x + QdV, 
I VP\

 JvP 

where Vp denotes the sphere 

2 2 2 2 

£1 + £2 + £3 < P , 
and I Vp\ its volume, 

I Vp I s 47rp3/3. 

The vector (1) can be defined thus for only a part Dp of D, but this 
is of no consequence since p is arbitrarily small. 

Since X{x) is continuous, it follows that X(p)(x) has continuous 
partial derivatives of the first order; these are given by 

d 1 f 
(2) XM(x) = -, r X(x + pa)avd<r, 

dxp \Vp\ JsP 

where Sp denotes the surface of Vp and ai , «2, «3 are the components 
of the unit vector along the outer normal to Sp. 

Presented to the Society, September 5, 1941 under the title Vector formulations of 
Morera's theorem] received by the editors March 3, 1942. 


