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ON T H E D E G R E E OF GENERALITY OF A CLASS 
OF ARITHMETICAL I D E N T I T I E S 

BY E. T. BELL 

1. Introduction, In a recent paper, A class of arithmetical iden­
tities * Oppenheim, in commenting on a special case (n not 
square) of the identity A below, which is due to Uspensky f, 
states that the conditions on the function H are "needlessly re­
strictive/' and he gives a "general identity which will include 
such identities as these," (A, with n not square, and the new 
identities of Uspensky which involve incomplete numerical func­
tions). J It is indeed readily seen that Oppenheim1 s identity B 
implies all of those of Uspensky. In view of the remarks quoted, 
it is perhaps in order to give a detailed proof, by general methods 
adapted to the specific functions and partitions in A, B, that 
Uspensky's A alone implies Oppenheim1 s B. The identities A, B 
are thus of precisely the same degree of generality. 

2. The Identities. Each of the functions H(w, u, v), F(w, u, v), 
4>(w, u, v) is finite and single-valued for integer values of w, u, v, 
and beyond this restriction and those stated in (1), (4), (5) for H, F 
(/>, respectively, the functions are entirely arbitrary. 

A. (USPENSKY). Let 

(1) H(w, u,v) = — H{— w, u, v) = H(w, — u, — v); H(0, u, v) = 0. 

Thenj if the ̂  on the left of (3) refers to all integers x, y, z such that 

(2) x2 + yz = n, y > 0, z > 0, 

where n is an arbitrary constant integer, 

* Quarterly Journal of Mathematics, Oxford Series, vol. 2, No. 7, 1931, pp. 
300-303. 

f First published, apparently, in Kharkof Mathematical Society Communi­
cations, (2), vol. 15 (1915-1917), pp. 81-147, (Russian). See Jahrbuch über die 
Fortschritte der Mathematik, vol. 48, p. 1350. 

% This Bulletin, vol. 36 (1930), pp. 743-754. Oppenheim, loc. cit., p. 230, 
corrects the misprints. The considerations of the present note apply also to the 
identities of Mordell, which Oppenheim cites. 
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(3) T,[H(y + z,z- y,z) - 2H(z - 2x, 2x + 2y - z, x + y)] 
2 m—1 

= e{n) ]T) [H{2mi 2m — 2j, m — j) — 2H{2m — j , 2m — j9 m)], 

where e{n) = 1 or 0 according as n is or is not square, and m= \nl,2\. 

B. (OPPENHEIM). Let 

(4) F{w, uy v) + F{w, — u, — v) 

+ F{ — w, u, v) + F{ — w, — u, — v) = 0, 

(5) <j>(w, u, v) = </>(— wy u, v) = (f>{w, — u, — v). 

Then 

(6) T,Hy + z,z-y,x) = £ [F(É, *, f) + F& - rj, - f)] , 

where^ on the left refers to all integers x,y,z such that 

(7) <j)(y + z, z — y, x) = A', y > 0, z > 0, /x(z — y) ^ *>#, 

where N is an arbitrary {real or complex) constant number, fx, v 
are any real constant numbers, and ^ on the right refers to all 
integers %,rj,Ç such that 

(8) <K£, V, 0 = N, 0 * £ + v s 0 mod 2, J > 77, m > jtf. 

If (j> = N has an infinity of solutions, F is assumed to be such that 
the infinite series concerned are absolutely convergent. 

In a previous note* I showed that A implies and is implied by 
the identity 

as 63 cz I 

as b% cz\ — 0, 

&2 ^2 62 I 

a,- = 0,(2* + y + 2»), ô,- = Bfêx - y - 2z), c}- = 0,-(y). 

The connection of this and the present note with the seriesf on 
Quadratic partitions in course of publication in this Bulletin is 
indicated below, in §4. 

3. Implication of B by A. By the definition of H, we may re­
place H in (3) by Hi, where Hi{w, u, v) is any function which 

* This Bulletin, vol. 32 (1926), pp. 682-688, especially p. 685. 
t See, for example, this Bulletin, vol. 37, pp. 870-875. 
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is single-valued and finite for integer values of w, u, v, and which 
satisfies the parity conditions (1). We shall take 

(9) Hi(w, u, v) = $N(W, M, v)typlV(u, v)H(w, u, v), 

where, <£v(w, U, V) = 1 or else =0 , according as </>(wf u,v)=N or 
4>(w, u, v)^N (N as in B), and where ^^„(w, v) = 1 or 0 accord­
ing as fjLU — w^O or JAU — VV — 0. This choice is permissible, since 

$N(W, u, v) = $N(— W, U, V) — <E>iv(w, ~ uy — v), 

as is evident from the definition of the functions. Having made 
the above substitution in A, we then replace H(w, u, v) in the 
resulting identity (or at once in (9), before making the sub­
stitution), by its instance F(w, u, v) + F(w, —u, —v), where F is 
as in (4). Thus A implies 

(10) T,[Hy + z,* - y> *) + Hy + *> - * + y, - *)] 
i 

- 2 J^[F(z - 2x, 2x + 2y - z, x + y) 
2 

+ F(z - 2x, - 2x - 2y + z, - x - y)] 

— €(n) ^2[F(2m,2m — 2j,m—j) -\-F(2m, — 2mJr 2j, — m+7)] 
3 

— 2e(n) ^2 [F(2m — j , 2m — j , m) 
4 

+ F (2m — 7, — 2m + 7, — m)], 

where the limits 7 = 1 to j = 2m — 1 are to be supplied to ^2%, ^4> 
and ^2i refers in an obvious way to all the simultaneous integer 
solutions of (2) and ( H i ) , 

(11.1) 4>(y + z, z — y j x) = N, /JL(Z — y) ^ vx\ 

(11.2) 4>(z-2x, 2x+2y~z, x+y) = N, ix(2x + 2y-z) ^ v(x+y); 

(11.3) (j}(2m, 2m — 2j, m — 7) = N, fi(2m — 2j) ^ v(m—j)\ 

(11.4) <t>(2m — j , 2m — 7, m) = N, /x(2m — 7) ^ vm. 

By (2), (5), (11.1) the X]i term in (10) is equal to 

(12) 2 5>(3i + 2 , 2 - y, x). 
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By (5), if (w, u, v) = (W, U, V) is an integer solution of 
4>(w, u, v) =N, then so also is (aW, bU, bV), where each of a, b is 
either of 1, — 1 , and for any definite (a, b) as (w, u, v) runs over 
all solutions, so also does (aW, blf, bV). Apply this to (11.3), 
(11.4) with (a, 6) = ( - l , 1). Then £ < in (10), fori = 3, 4, is half 
what ^2i becomes when F(w, u, v) is replaced by F(w, u, v) 
-\-F(—w, u, v). Hence, by (4), 

(13) £ = o, £ = o. 
3 4 

Consider now the set S of all solutions (x, y, z) of (7), and let 
Sn be that subset of 5 which contains all those solutions, and 
only those, which satisfy (2). Then Sp, Sq are mutually exclusive 
if p^q, and S is the logical sum of Sn(n = 1,2, • • • ). Any partic­
ular Sn may be the null set. In (10) take n = 1, 2, • • • , and add 
corresponding members of all the resulting identities. Then, 
since (10) is subject to (2), (11.1)-(11.4), it follows by the 
above and (12), (13) that A implies 

^F(y + z, z — y, x) 

(14) = X iF(z ~ 2x> 2% + 2y - z, x + y) 
+ F(z — 2x, — 2x — 2y + z, — x — y)], 

where 22 in the first line refers to (7), and 22 in the second line 
to (11.2) with the additional conditions y>0, z>0. 

To reduce (14) to the form (B), we make the substitution 

(15) (z — 2x, 2x + 2y — z, x + y) = (a£, brj, b£), 

where each of a, & is a definite one of 1, — 1. Then 

(16) (2x, 2y, z) = (2&f - o£ - by, a£ + bV, 2b{ - brj). 

By the derivation of (14), it is sufficient to consider (14) sub­
ject to (2). Since y, z are integers and 3>>0, z>0, we see by (16) 
that the right member of (14) in the case considered is equal to 

(17) T,[F&r,,t)+F&-ri,-!)], 

t he22 referring to all integer solutions £, t\, f of (/>(£, 17, f)=2V 
which are such that 

(18) n = (of)2 + i(a€ + h)(a£ - bn), 
(18.1) a£ + &r) = 0 mod 2, (18.3) 
(18.2) «$ + JO»)>0 , (18.4) 

for any definite (a, b) as denned. 

i(2f - ij) > 0, 
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Let us now replace (18.4) by its equivalent 
(19) bfjiri - O > 0 or b(m - vÇ) < 0. 

In the first of (19) take & = 1; in the second b= — 1. Then the 
sum (17) in the case being considered is half the same sum over 
all integers £, 77, f such that $(£, 77, f) =N, subject to the sets of 
conditions (in the two columns) 
(20) « = ( + f ) 2 + K ^ + 7 7 ) ^ - 7 7 ) , 

n= ( - f ) 2 + i K - v)(oi + i), 
(20.1) a£ + rj == 0 mod 2, af - 77 = 0 mod 2, 
(20.2) of + ^ x ) , ^ - ^ > 0 , 
(20.3) 2f — 77 > 0, 2f — 77 < 0, 
(20.4) ^ - ^ > 0 , m-v?>0. 

The conditions (20.3) may be suppressed, since the one miss­
ing possibility, 2f — 77 = 0, contributes zero to (17). This is seen 
as follows. If 2 f = 77, then by (20.1), J is even; by (20), wis square, 
a £ = ± 2 m (m as in A). Choose a = l, or a = — 1, according as 
£>0 , or £ < 0 . Adding half the respective contributions to (17), 
we see by (4) that the total contribution vanishes. 

Combining all results so far, taking a = 1 in both columns of 
(20)-(20.4), and summing over both for all values of n, we see 
that A implies B with the exception that the condition £ + 77^0 
in (8) is here replaced by £ + 77 > 0 . To complete the proof that A 
implies B it is therefore sufficient to show that if £ + 77^0 be 
replaced by £ + T?<0 in (8), then the right of (6) vanishes. This 
follows by (4), since the conditions ? > 77, £ + 77 < 0, /ZT? > vÇ 
are invariant under the substitution (£', 77', %') = (—%, Vi f)> 
where £, 77, f are subject to the conditions (8) with £ + 77=̂ 0 re­
placed by £ + 77 < 0 , and since (£', 77', f') runs over all solutions 
of <K£, 77, Ç)=Nwhen (£,77, f) does, by (5). 

4. Parity Transformations. The equivalence of A, B is a simple 
instance of the invariance of a parity identity under a parity 
transformation.* Such a transformation leaves invariant the 
parity of the functions in the identity, or that of the given parti­
tion, or both. In this instance both are used; in (9) and in pass­
ing to (10) the transformation is on the function; in substituting 

* For some account of these, see E.T. Bell, Algebraic Arithmetic, Colloquium 
Publications of this Society, vol. 7, 1927, and earlier papers in the Transactions 
of this Society, where such transformations were applied in simple cases to the 
arithmetic of higher forms. 
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(f>(w, u, v) for w2 + uv, in which <f>(w, u, v) and w2-\-uv are of the 
same parity, it is on the partition. 

If we define (as seems reasonable) the proposition P to be a 
generalization of the proposition Q when and only when P im­
plies Q, and Q does not imply P , it can be proved that it is im­
possible to generalize a parity identity by parity transforma­
tions.* For this reason, in the notes appearing currently in this 
Bulletin on Quadratic partitions, the discussion is limited to such 
partitions and to parity functions which, so far as feasible, are 
unrestricted by conditions which can be introduced by parity 
transformations. The passage from n to N also is a parity trans­
formation, since any not identically zero linear homogeneous 
function of functions having a given parity has the same parity. 

The linear transformation (15) would be suggested naturally 
as a possible means of transforming A by that which is given 
by the addition theorem for the thetas used in deducing A from 
the identity stated in §2, end. All such transformations go back 
ultimately to the orthogonal one on four variables which makes 
possible Jacobi's theta formula. I t can be shown (and will be 
discussed in another note) from theorems of Dickson | on certain 
automorphs of sums of like powers, higher than the second, that 
parity identities referring to partitions of degree higher than 2 
not obtainable by parity transformations from quadratic parti­
tions do not exist. 

Finally it may be noticed that convergence is irrelevant if par­
ity identities be given their most elementary significance, that 
of equalities between sets of vectors having parity. This was 
observed essentially by Glaisher,$ although he did not state it 
explicitly. 

CALIFORNIA INSTITUTE OF TECHNOLOGY 

* The like applies to the broader class of linear homogeneous transforma­
tions of the coordinates in the vector (or matric) variables of a parity function, 
although the parity of the transformed function, considered as a function of the 
new variables, is in general different from that of the function in the old vari­
ables. All such transformations amount merely to linear homogeneous trans­
formations of the indeterminates in the trigonometric identity which is equiva­
lent to the parity identity. 

f Mathematische Annalen, vol. 52 (1899), pp. 561-582. 
% Proceedings of the London Mathematical Society, vol. 22 (1890-91), pp. 

359-410. In Dickson's History, this work is reported in vol. 1, p. 310, under 
Sum and Number of Divisors. I t might have been cited also in vol. 2, Chap. 11. 


