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5. Conclusion. I t is worthy of remark that by means of the 
property (III) , alone, the field of functions to which F[f] is 
applicable may be considerably extended. If (III) is valid, 
F[f] may be extended to all f unctions f in R summable Lebesgue. 
And if <$!(#)== — oo , <£2(x) = + oc, the functional may be 
extended to all functions summable Lebesgue. 

In fact, under (III) , the functional has the same fundamental 
property as integration with respect to sequences fn(x) with 
limit f(x) ; if the absolute continuity of ffn(x)dx is uniform in 
n and lim ƒ»(#) =ƒ(#), it follows that lim F[fn] exists and is 
independent of the choice of the sequence fn. Hence F[f] may 
be defined as the limit of F[fn]. And thus in successive steps, 
and by writing F[fi] = F[f2], if fi and f2 differ only on a set of 
zero measure, the extension is completed. 
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1. Introduction. The object of this paper is to present three 
methods of evaluating certain definite integrals by using 
probability functions. The first method consists in finding the 
probability law or function for the sum of n independent 
variables, which are each subject to given probability laws, by 
Mayr's method f and comparing this with the probability for 
the same sum obtained by Dodd's method. { On equating the 
two results thus obtained one often finds the value of certain 
integrals. 

Method II consists in finding the probability law for n in
dependent variables, which is expressed as an integral, and then 
allowing n to be equal to 1. 

* Presented to the Society, August 29, 1929. 
f Karl Mayr, Wahrscheinlichkeitsfunktionen und ihre Anwendungen, Monats-

hefte für Mathematik und Physik, vol. 30. 
% E. L. Dodd, The frequency law of a function of one variable, this Bulletin, 

vol. 31 (1925), pp. 27-31; The frequency law of a function of variables with given 
frequency laws, Annals of Mathematics, (2), vol. 27, pp. 12-20. 
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Method III is founded on setting up a probability function 
containing the integral to be evaluated as a factor, determining 
a second probability function defined over the same interval, 
and then finding a third probability function for a chosen rela
tion of the variables under consideration. The integral need 
not be a factor of the first function, but should arise somewhere 
in the process. 

The first two methods, as far as the writer knows, seem to be 
new. 

2. Method I. Consider the integral 

•J n 

cos {ut •— nk)dt 

{q2 + t2)nrl2 

where k = r t a n - 1 (t/q), and r> — 1. Let Xi be taken arbitrarily 
out of the interval (0, oo ) and let 

Xir~1e~qXidxi 
r(r) 

be the probability that Xi lies in the interval {xif Xi+dxi). The 
probability function for the sum Xi+x2+x3+ • • • +xn = u can 
be written in two different forms following Mayr's or Dodd's 
method. These will be denoted hereafter by Pn(u) and Fn(u)> 
respectively. We may then write, omitting du> 

qnrunr-le-qu 

Pn(u) = 

Fn(u) = 

(nr — 1) ! 

qnr r°° cos {ut — nk)dt 

f Jo (q2 + t2)nrl2 

Equating these, we find 

cos {ut — nk)dt 7rwnr-V-«" 

ƒ 'o {q2 + t2)nr>2 {nr - 1)! 

Evaluating the integral, we obtain 

(2) f e-h xix-^dx. 

Let Xi be taken arbitrarily out of the interval (— °o, °o) and 
let the probability function for Xi be 
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V'. 
-e-h2xi2dxi. 

The probability function for the sum xi+x2 = u is 

T 

h2 C °° 
p2(u) = — I <r*2wV2/l2*<*-M)dx, (Mayr's method) , 

Ft(u) = 
A 

(2x) 1/2 
^-*V/2 (Dodd's method) . 

Hence we may write 

e-2h2x{x-u)(lx = eh
2u2/2^ 

h\/2 

Let #t be taken arbitrarily out of the interval ( — °o, °° ) and 
let the probability function for Xi be 

2h 1 

7T 0*x* + e~hxi 

The probability function for the sum X1+X2 — U is 

4/*2 f00 ehuehxdx 4h2 f °° 
*.(«) = — 

7T2 J_oo 

/
» 00 

0 ( e T < / 

(e2Au + e2hz)(e2hx _|_ 1) 

4/*2 T00 cos utdt 4h2u 

hence 

(3) ƒ 

(2 / i ) - |_ e —n-*/ (2 / i ) )2 TT2(ehu — e~^M) , 

W 

« (e2Aw + e2h*)(e2hx + 1) e2** - 1 

Let the probability function for Xi be 1/& for —k/l^Xii^k/l, 
and zero elsewhere. The probability function for the sum 
xi+x2 = u, by Mayr's method, is 

0 , for ( - 00 < u g - A), 

w + & 

P2O) = 
A2 

w + k 

for ( - i ^ t f ^ O ) , 

for ( 0 g « g i ) , 

for ( H w < o o ) ; 
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and by Dodd's method it is 

sin2 (kt/2) cos (ut)dt 

[June, 

4 r° 
FM = — I 

kZ7T J o 
t2 

Hence we have 

4 f00 sin2 

(4) ir 1 — 
0; 

k2 

— u -\- k 

k2 

o, 

(kt/2) cos (wtf)dtf 

for 

for 

for 

for 

( - oo < u g - k), 

(- k ^ u ^ 0), 

(0 S u^ k), 

(k g u < oo). 

In a similar manner, by using the probability law stated 
above for Xi, and the probability law for the sum Xi+x2+x3 , or 
xi+x2+X3+Xi, we get 

6 f °° sin3 (kt/2) cos («*)<# 

*vJ0 

0 , 

i / 3ky 
—(« + — ) , 
2k3\ 2 / 

( - 4M2 + 3£2), 
4 P 
1 / 3k\* 

( - M + — ) , 
2>fe3\ 2 / 

o, 

24 r " 

&4x •/ o 

for 

for 

for 

for 

for 

t3 

( - ° ° < M = - T ) ' 
/ 3k k\ 

( - T S « S - T ) -

( - 7 S ' S T ) ' 
/ * 3£\ 

(f *«<»); 
sin4 (kt/2) cos (ut)dt 

~~ t* 



i93°-J EVALUATION OF INTEGRALS 437 

0, for ( - oo < u S - 2k), 

1 
(u + 2k)\ for ( - 2k < u < - k), 

6k* ~ " 
1 

( - 3w3 - 6to2 + é*8), for ( - * ^ « ^ 0), 
6 k4 

1 
(3^3 - 6ku2 + 4 P ) , 

6£4 

1 
( - u + 2k)z, 

6k* 
o, 

for 

for 

for 

(0 gw = k), 

(k ^ u g 2k), 

(2k g M < oo ) 

By continuing this process, a probability function for the 
sum of ft independent variables is obtained, which is continuous 
and has different analytic expressions in different intervals of 
its existence, yet which can be expressed as a single definite 
integral. 

3. Method I I . If ƒ<(*»•) =3(1 -X; 2 ) /4 is the probability law 
for Xi for — l ^ X i ^ l , and zero elsewhere, then the probability 
law for the sum xi+x2+xs + • • • +xn — u, is 

3n r °° (sin t - / cos /) cos («*)* 
(5) Fn(u)=- ± -^ K—^-. 

For n = 1, this integral is evidently ƒ*(#). Hence 

/

' °° (sin £ — / cos t) cos (wrtdtf 7r 
•i - - - - - = - ( l - u*), (- l = « g l ) . 

o *3 4 

In particular, for w = 0, 1, we have 

(sin t — t cos t)dt T 

t* 4 ' 

(sin / — / cos /) cos / dt 

(7) f 
J 0 

(8) f 
•J n /3 

= 0. 

If the probability function for Xi is 1 / (2k), —k^Xi^k, and zero 
elsewhere, where & is a certain constant, then the law for the 
sum of n independent variables is, according to Dodd's method, 
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I f 0 0 (sin kt)n cos (ut)dt 

TT J o ^ n / W 

If we set w = 1 and « = 0, we find the well known integrals 

/

' °° sin (kt) cos (ut)dt T 
1— — — = —, (- kSuSk), 

o t 2 

r °° sin (kt)dt ir 
( i i ) — - - - = - > ( * > o ) . 

•/o £ 2 

Let the probability law for Xi be (cos Xi)/2 for 
— 7 r / 2 ^ x ^ x / 2 , and zero elsewhere; the law for the sum of n 
variables is 

(12) n(u) = — I 
7T J n 

cosn (for/2) cos (w/)<// 

TTJQ ( l - * 2 ) " 

If we set n = l, this becomes 

ƒ' °° COS (/7r/2) COS (w/)(ft 7T 
-7- = - cos u, {-ir/2Su^ T/2) . 

o (l — tl) 2 

In particular, with u = 0, 

r °° cos {tir/2)dt T 
(14) ^ _ _ ; _ = — . 

Jo (I - / 2 ) 2 

If the probability law for X{ is 

* 2 
£— /i Xi 

for (—00 <x^<oo) , then the law for the sum of the squares, 
#12 +#22 +#32 + ' * * +#r? = #, is 

hn Ç™ cos (w/ — »w)d/ * 
; |-an 2m = — 

(£4 + /2)l/4 £2 

^n r - x - —-,-
(15) Fn(u) = — I — — 7 — — — — > tan 2w = 

7T •/ o 

For w = 1, we find 

* f 
(16) -

7T •/ o 

^ Ç °° cos («/ — w)<ft /*e_/i M 

(£4 + /2)l/4 ~ (TTU)1'2 

When written in full, this becomes 
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h r 
2ir J o 

he-h
2u 

{TTUY'2 

4. Method I I I . We shall now show how to evaluate the 
integral 

/

. oo e-vx s j n (qx)dx 

o # 
Let 

1 £-*>* sin qx 
ƒ(*) = — > *(y) = *"y> 

J x 
respectively, be the probability functions for the variables x 
and y for 0 :§#, y<<x>y and let y = xs; then the probability func
tion for 5 is* 

P(s) 
J Jo 

1 f00 e~px sin (qx)e~sxxdx 1 q 

~ " ~ ƒ ' ^ + (p + s)2 

Since P(s) is a probability function for the interval (0, oo), we 
have f^P(s)ds = 1. Therefore 

I f 0 0 qds 1 /TT P\ 1 / V\ 
— - = —f tan"1— ) = — ( t a n - 1 — ). 
J Jo q2+(p + s)2 J\2 q) J \ p) 

Hence 

/

' °° e~px sin (qx)dx q 
^—— = tan"1— • 

o x p 

Consider the integral 

/

ds 

o 1 + *4 

Let 
\/2 sin x 2 2 

ƒ(*) = 7-> £(?) = - T - ^ 1 ' , 

where # and y lie in the interval (0, oo ), and let y = s\/x. Then 
we have 

* See the second footnote on p. 433. 
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2\/2 f00 e-xaWxsinxdx 2y/l 

TT J 0 V% ir(l + 54) 

Since we know that JQP(S)CIS = 1, we may write 

J S 7T 

Jo 1 + s4 2y/l 

We shall now prove that 

/

' °° cosx dx r°° xe~axdx 

0 # + a «/o 1 + xl 

Let 
1 COS X 

ƒ 0 ) = ——7—> g(y) == ^ 
/ x + a 

for O^x, y < 00, where J" is the integral on the left of the above 
equality. The probability law for s, where y = (x+a)s, is 

cos xe~(x+a)s(x + a)dx 1 se~~a 

(21) P(s) l r 
~ J Jo (x + a) J 1 + s2 

But /0°°P(s)ds = 1. Hence 

1 r0 0 se~asds 1 r°° se 

T J O 1 + s2 

or 

1, 

/

• °° se~asds C °° cos .«fo 

0 1 + s2 J 0 s + a 

which agrees essentially with (20). 
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