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NOTE ON HYPERELLIPTIC INTEGRALS. 

BY PROFESSOR ALEXANDER S. CHESSIN. 

( Read before the American Mathematical Society at the Meeting of Oc
tober 30, 1897. ) 

LET Xr denote a polynomial in x of degree r ; Pm(x), 
QnOO» •••polynomials in x of degrees m, n,.... We know 
that the integration of 

ff(xyxr)dx, 

where ƒ {x, ^Xr ) is a rational function of x and v''Xr, is re
duced to the integration of 

« / 
B(x)dx 

where B(x) is a rational function of x. This note is in
tended to give a practical rule for the integration of (1). 

Let 

(2) B(x) = ^ P™(*° 

n (*-«*)"* 
x=l 

"We may assume that PJjx) has no factor x — «ft, other
wise the common factors may be cancelled. We also as
sume that all the factors of Xr are simple, for double factors 
could be taken outside the radical. 

Suppose first that none of the ak are roots of Xr = 0. 
Then we have the equality 

/ K ; n o - «*)"* N/X n (* - «*)"_1 

:c?# ft=s /» da? /5=r-2 s* afax 7c=s r* dx 

where 
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p = m —s—r + 1 if m>y£nh + r -—2 
k=l 

k=s 

p = ^nk — s — 1 if m =Xnk~t~ r — 2 
w 

In fact after differentiating formula (3) and multiplying 
k=s 

the result by s/Xr IT ( x — ak)
nk we have a polynomial of the 

degree m in the left hand side, and a polynomial of the de
gree p + s + r — 1 

k=s 

or 2 nk + r -" 2 

on the right hand side according as 
k=s 

m > 2 n
k + r "~~ ^ 

fc=s 

or m = 2 ^ + r " ~ ^ 

In the first case by taking for p the value m — s — r + 1 
we obtain a polynomial of degree m on the right hand side ; 
in the second case it will be a polynomial of degree = m. 
In either case we have as many equations to find the inde
terminate coefficients of Q (x) and the hk and /xk as there are 

k—s 

coefficients, namely m + 1 in the first case and X n
k + r ~~ * 

k=l 

in the second. 
Suppose now that av a2, •••, «p are roots of X r = 0. Then 

we have the equality 

C Pm(x)dx _ Qq(v)SXr 

(8) J = 
/ c = l 

I l (* - O"* ^%r (a - a,) - (a - «p ) I I * - O ^ 1 

where 

q= m — s — r + /o + l i f m > 2 ^ + r ""- 2 
(6) k=s k=s 

q= 2 w* — s + i° — l i f m ^ 2 ^ + r " ~ 1 

A ; = l fc=l 

In fact after differentiating formula (5) and multiplying 
k=s 

the result by ^XrYl (x — aft)
n* we obtain a polynomial of 
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degree m on the left hand side, and a polynomial of the de-

gree q + s +r — p -— 1 or 2 ^ + r — 2 on the right hand side 
J c = l 

according as 2 nu + r ~~ 2 < m o r = m ' * n t n e ^ r s t c a s e ^ 
taking for q the value m — s — r + p + 1 we obtain a poly-
nominal of degree m on the right hand side ; in the second 
case the degree will be = m. In either case the number 
of equations to determine the coefficients of Qq (x) and 
the hk and p.k is equal to the number of these coefficients, 

JC=rS 

namely m + 1 in the first case and 2 n
k + r ~~ 1 ^n ^ e s e c " 

J c = l 

ond. 
That formula (3) does not hold in general when Xr(

a
k) = 0 

can be easily seen by substituting for x the value ak in the 
result of the differentiation of (3) . In fact it will be found 
that unless nk=l formula (3) involves the equality 
Pm(«ft) = 0 which is contrary to our assumption that Pm(%) 
has no factor x — ak. But formula (3) still holds if ak is a 
root of Xr= 0 provided nk = l. And indeed, in this case 
formulas (3) and (5) can be brought to the same form if we 
remember that the integral 

ƒ< 
dx 

is reducible to the integral 
xdx 

ƒ; r 

when ak is a root of Xr = 0. 
Remark. In order to determine the algebraic part of formu

las (3) and (5) it is not necessary to break up the denomi
nator of R(x) into factors. Formula (3) may be written 
as follows : 

/ 
E(x)dx QP{^)VXr 

Vx* ri(* - «,) v-1 
k=l 

*=r-2 r xndx , r T8_r(x)dx fe=r-2 /» X
KdX , C 

fc=l r 

Jc=s 

ak)
n^~l and n (jo — ak) we oi 

k=l 

find the greatest common measure of the denominator of 

k=s k=s 

and to find H(x— a*)**""1 and n (x — ak) we only need to 
k=l ' A = l 
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R(x) and its derivative. As to formula (5) it may be writ
ten thus 

ƒ 
R(x)dx __ Qq(x)\/Xr 

k=p k=s / x r k=f> k=S 

fc=l " " k=l 

k=r-2 ç x
hdx £ T8_?_+{x)dx 

k=s 

The function n ( # — s)'1*"1 *s found as just explained, while 
k=l 

the functions U(x—ak) and I I O — «*) are found by de-
k=l k=p+l 

termining the greatest common measure of the functions 
k=s 

II(> — O and Xr. 
k=.l 

The results of this note applied to the case of r = 2 give 
very useful formulas, namely 

/ 
Pm(x)dx _ Ç _ ^ ( a O ^ X , 

(7) J JJ(X _ akyk ^X, U(X - aky 
k=s T ft= 

;( 
1 

dx , k=s . r dx _J_ *̂ ax *-° r* ax 

if X2(as)=(=0 (& = 1, 2, •••s), M being the greatest of the 
k=s 

numbers m and 2 &̂ ; and 

(8) I ^ ~ ~ *=* 

A=i * y 2 *=i 

if ax, «p are roots of X2 = 0. 
Formula (7) holds also in the case where ah is a root of 

JY2 = 0 provided nk = 1. 
I t will be noticed that the method of reduction here used 

does not require the degree of the numerator of R(x) to be 
less than that of the denominator. 

J O H N S H O P K I N S U N I V E E S I T Y , 
October 6, 1897. 


