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ON THE IDEAL THEOREM FOR NUMBER FIELDS

Olivier Bordellès

To the memory of Patrick Sargos

Abstract: Let K be an algebraic number field and νK be the ideal-counting function of K.
Many authors have estimated the remainder term ∆n(x,K) in the asymptotic formula of the
average order of νK . The purpose of this work is twofold: we first generalize Müller’s method
to the n-dimensional case and improve on Nowak’s result. A key part in the proof is played by
a profound result on a triple exponential sum recently derived by Robert & Sargos.
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1. Introduction and result

Let K be an algebraic number field of fixed degree n > 2 and, for all m ∈ Z>1,
let νK(m) be the number of non-zero integral ideals of OK of norm m. The Ideal
Theorem is the investigation of the error term ∆n(x,K) defined by

∆n(x,K) :=
∑
m6x

νK(m)− κKx

where κK is the residue at the point s = 1 of the Dedekind zeta-function attached
to K. It is customary to set αn to be the infimum of the positive numbers an such
that

∆n(x,K)�K xan .

The first non-trivial result in this problem is attributed to Weber [17] who showed
circa 1895 that

αn 6 1− 1

n
.

With the dazzling progress of complex analysis and methods of contour
integration, Weber’s result was quickly superseded by Landau who first noticed
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[9, pp. 106–107] that the Schnee–Landau theorem implies

αn 6 1− 2

n+ 2

and next using a more precise contour and some averaging arguments he was able
to prove [10, Satz 210] that

αn 6 1− 2

n+ 1
.

In the opposite direction, Landau [10, Satz 211] also proved that

αn >
n− 1

2n
.

As usual, it is surmised that this omega-result is in fact the right order of magni-
tude, but this is still an open problem.

Landau’s result remains unbeaten for more than eighty years. The first im-
provements came in the quadratic field case, since the evaluation of the average
order of νK can be reduced to a two-dimensional divisor problem. Using the re-
cent discrete Hardy-Littlewood’s circle method developed by Bombieri, Iwaniec,
Mozzochi, Huxley and Watt, the authors in [6] proved that, if K is a quadratic
field, then ∣∣∣∣∣∣

∑
m6N

νK(m)− κKN

∣∣∣∣∣∣ 6 BK (dKN)
23/73

(logN)315/146

where N is a positive integer satisfying N � dCK , C > 0 is an effectively com-
putable constant and BK > 0 is a constant depending essentially on dK . In fact,
applying Huxley’s latest estimates for exponential sums [5], the slight improvement

α2 6
131

416

holds.
The cubic field case was investigated by Müller [11] by taking the analogy of

this problem with the Dirichlet three-dimensional divisor problem into account.
Following an idea developed by Atkinson [1], Müller showed that the error-term
can be expressed as a double exponential sums of type I in Vaughan’s terminology.
Then using very fine estimates of this type of exponential sums due to Kolesnik
[7], he proved that one has exactly the same value for the error-term than that of
the sum

∑
m6x τ3(m), where τ3 is the third Dirichlet-Piltz divisor function, and

hence

α3 6
43

96
.

when K is a cubic field.
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The general case was treated by Nowak [12] who proved, using a completely
different method, that, for any n > 3, we have∑

m6x

νK(m) = κKx+OK,ε
(
xθn+ε

)
where

θn :=


1− 2

n
+

8

n(5n+ 2)
, if 3 6 n 6 6

1− 2

n
+

3

2n2
, if n > 7.

The purpose of this paper is to generalize Müller’s work to the n-dimensional
case and improve on Nowak’s result. We first prove the analogue of the Atkinson-
Voronoi type formula (see Proposition 2.1) and then establish some estimates of
exponential sums of type I and II (Propositions 3.2–3.5) needed in the proof of our
main result. A crucial part is played by a recent estimate of a triple exponential
sum derived by Robert & Sargos [13].

Theorem 1.1. Let K be an algebraic number field of degree n > 4 and x > d
1/2
K

be a large real number. For any ε ∈ ]0, 1[, we have∑
m6x

νK(m) = κKx+OK,ε
(
xλn+ε

)
where λ4 =

41

72
and λn = 1− 4

2n+ 1
whenever n > 5.

Notation. In this paper, K is an algebraic number field of degree n > 3, signature
(r1, r2), absolute value of the discriminant dK , class number hK , regulatorRK and
wK is the number of roots of unity lying in K. We denote by ζK the Dedekind
zeta-function attached to K with residue at the point s = 1 denoted by κK . Recall
that the so-called analytic class number formula states that

κK =
2r1(2π)r2hKRK

wKd
1/2
K

.

Let νK(m) be the mth coefficient ζK , i.e. the number of non-zero integral ideals
of OK of norm m. Finally, τn is the nth Dirichlet-Piltz divisor function and
e(x) = e2πix (x ∈ R).

The well-known functional equation of ζK may be written as [10, Satz 156]

ζK(1− s) = γK(s)ζK(s) (1)

with

γK(s) = d
s−1/2
K

(
cos πs2

)r1+r2 (
sin πs

2

)r2 (
π−s 21−sΓ(s)

)n
. (2)
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2. A Voronoi-Atkinson type formula

This section is devoted to the proof of the following proposition generalizing
Müller’s work.

Proposition 2.1. Let K be a number field of degree n > 3, x > d
1/2
K such that

x 6∈ Z and let max
(
1, dKx

−1
)
6 R 6 (2π)−nx be any real parameter. Then, for

all ε ∈ ]0, 1[, we have

∑
m6x

νK(m) = κKx+OK,ε

xn−1
2n

∣∣∣∣∣∣
∑
m6R

νK(m)

m
n+1
2n

e
(
cn(xm)1/n

)∣∣∣∣∣∣+
x1−1/n+ε

R1/n


where cn := 2πnd

−1/n
K .

The proof is the consequence of the following technical lemmas.

Lemma 2.2. Let n ∈ Z>1, s = σ + it ∈ C with σ > 0 and t ∈ R. Then

Γ(s)n−1Γ(s− 1) = (2π)
(n−1)/2

nn/2+1−ns Γ
(
ns− n+1

2

) {
1 +On

(
|s|−1

)}
.

Proof. Follows from a straightforward application of Stirling’s formula. We leave
the details to the reader. �

Lemma 2.3. Let y > 0, 1 < A 6 U and Φ ∈ {cos, sin}. Set

I :=
1

2πi

∫ A+i U

A−i U
Γ(s) Φ

(
πs
2

)
y−s ds.

. If y 6 U , then

I = Φ(y) +O

{
y−1/2 min

((
log

U

y

)−1

, U1/2

)

+ y−AUA−1/2 + y−1/2

}
.

. If y > U , then

I = O

{
y−A

[
UA−1/2 min

((
log

y

U

)−1

, U1/2

)
+AA+1/2

]}
.

Proof. This is [1, Lemmas 1 and 2]. �

We now are in a position to prove Proposition 2.1.
Let x > 4 such that x 6∈ Z, 1 6 T 6 x be real numbers and assume that

x > (dKT
n)

1/2. Set δ = δ(x) := (log x)−1. From Perron’s formula we get∑
m6x

νK(m) =
1

2πi

∫ 1+δ+iT

1+δ−iT

ζK(s)

s
xs ds+On,ε

(
x1+εT−1

)
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and shifting the integration to the parallel segment with Re s = −δ and taking the
poles into account, changing the variable s into 1− s and applying the functional
equation (1), we obtain

∑
m6x

νK(m) = κKx+
x

2πi

∫ 1+δ+iT

1+δ−iT

ζK(s)γK(s)

1− s
x−s ds+On,ε

(
x1+ε T−1

)
where γK is defined in (2), the contribution of the integral over the horizontal lines
being absorbed by the term x1+ε T−1 since x > (dKT

n)
1/2. Using Lemma 2.2, the

reflection formula implying

Γ(s)n = −(1− s)Γ(s)n−1Γ(s− 1)

and the identity

2n−1
(
cos πs2

)r1+r2 (
sin πs

2

)r2
= ±Φ

(
nπs

2

){
1 +On

(
e−π|t|

)}
where Φ ∈ {cos, sin}, we get for σ > 1

γK(s)

1− s
= ±2n

(
π
2

)(n−1)/2
n1+n/2d

−1/2
K Γ

(
ns− n+1

2

)
Φ
(
nπs

2

) (
2πnd

−1/n
K

)−ns
×
(

1 +On

(
e−π|t|

)) (
1 +On

(
|s|−1

))
where Φ ∈ {cos, sin}. If s = 1 + δ + it with 0 < δ 6 1 and |t| > 1, then

∣∣ns− n+1
2

∣∣2 =
(
n−1

2 + nδ
)2

+ (nt)2 <
(

3n
2

)2
+ (nt)2 < 4(nt)2

so that∣∣Γ (ns− n+1
2

)∣∣� ∣∣ns− n+1
2

∣∣nσ−1−n/2
e−π|t|n/2 �n |t|−1+n/2+nδe−π|t|n/2

and hence, for s = 1 + δ + it with 0 < δ 6 1 and |t| > 1, we get

γK(s)

1− s
= ±2n

(
π
2

)(n−1)/2
n1+n/2d

−1/2
K Γ

(
ns− n+1

2

)
Φ
(
nπs

2

) (
2πnd

−1/n
K

)−ns
+OK

(
|t|−2+n/2+nδ

)
and since

|ζK (1 + δ + it)| 6 ζ(1 + δ)n � (log x)n
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we obtain∑
m6x

νK(m)

= κKx± 2n
(
π
2

)(n−1)/2
n1+n/2d

−1/2
K

× x

2πi

∫ 1+δ+iT

1+δ−iT
ζK(s) Γ

(
ns− n+1

2

)
Φ
(
nπs

2

) (
2πnx1/nd

−1/n
K

)−ns
ds

+OK

(
x−δ(log x)n

∫ T

1

t−2+n/2+nδ dt

)
+On,ε

(
x1+ε T−1

)
= κKx

+ CK
x
n−1
2n

2πi

∫ (n−1)/2+nδ+niT

(n−1)/2+nδ−niT
ζK
(
s
n + n+1

2n

)
Γ (s) Φ

(
πs
2 + π(n+1)

4

)(
cnx

1/n
)−s

ds

+OK,ε

(
Tn/2−1(log x)n + x1+ε T−1

)
with

CK := ±
d

1/(2n)
K

n1/2π
, (3)

cn is given in Proposition 2.1 and where we used Tnδ 6 xnδ = en. Note that the
hypothesis x > (dKT

n)
1/2 implies that Tn/2−1(log x)n � x1+ε T−1, and hence∑

m6x

νK(m) = κKx

+ CK
x
n−1
2n

2πi

∫ (n−1)/2+nδ+niT

(n−1)/2+nδ−niT
ζK
(
s
n + n+1

2n

)
Γ (s) Φ

(
πs
2 + π(n+1)

4

)(
cnx

1/n
)−s

ds

+OK,ε
(
x1+ε T−1

)
where Φ ∈ {cos, sin} and CK is given in (3).

For any m ∈ Z>1, we set

Im(x) :=
1

2πi

∫ (n−1)/2+nδ+niT

(n−1)/2+nδ−niT
Γ (s) Φ

(
πs
2 + π(n+1)

4

) (
cn(mx)1/n

)−s
ds (4)

where Φ ∈ {cos, sin}. Replacing the function ζK by its Dirichlet series, we get

∑
m6x

νK(m) = κKx+ CK x
n−1
2n

∞∑
m=1

νK(m)

m
n+1
2n

Im(x) +OK,ε
(
x1+ε T−1

)
.

We then choose
T = 2πd

−1/n
K (Rx)1/n := cnn

−1(Rx)1/n
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and apply Lemma 2.3 to the integral (4) with y = cn(mx)1/n, A = n−1
2 + nδ and

U = nT , noticing that

Φ
(
πs
2 + π(n+1)

4

)
= ±

{
Φ1

(
πs
2

)
, if n odd

2−1/2
(
Φ2

(
πs
2

)
∓ Φ3

(
πs
2

))
, if n even

where Φj ∈ {cos, sin} and Φ2 6= Φ3. Thus, it is natural to define

ϕn (z) := ±

{
Φ1 (z) , if n odd
Φ2 (z)∓ Φ3 (z) , if n even

where Φj ∈ {cos, sin} and Φ2 6= Φ3.
Also note that the constraint A 6 U is fullfiled whenever T > 2. Taking the

choice of T into account, it is necessary to assume that R > dKx−1.
Setting ξn = 2−1/2 if n is even and 1 otherwise, Lemma 2.3 provides∑
m6x

νK(m) = κKx+ CK ξn x
n−1
2n

∑
m6R

νK(m)

m
n+1
2n

ϕn

(
cn(mx)1/n

)

+OK

xn−2
2n

∑
m6R

νK(m)

m
n+2
2n

min
{

(log(R/m))
−1
, (Rx)

1
2n

}
+OK

xn−2
2n

∑
m6R

νK(m)

m
n+2
2n

((
Rm−1

)n−2
2n + 1

)
+OK

{
(Rx)

n−2
2n

∑
m>R

νK(m)

m1+δ
min

{
(log(m/R))

−1
, (Rx)

1
2n

}}
+OK,ε

(
x1−1/n+εR−1/n

)
.

Since R 6 x, the 1st error term contributes

� x
n−2
2n

 ∑
m6R/2

+
∑

R/2<m6bRc−1

 νK(m)

m
n+2
2n

(log(R/m))
−1

+ x
n−1
2n R

1
2n

∑
bRc−1<m6R

νK(m)

m
n+2
2n

� x
n−2
2n

∑
m6R/2

νK(m)

m
n+2
2n

+ x
n−2
2n R

∑
R/2<m6bRc−1

νK(m)

m
n+2
2n

1

R−m
+ x

n−1
2n R−

n+1
2n +ε

� (Rx)
n−2
2n Rε + x

n−1
2n R−

n+1
2n +ε � x1−1/n+εR−1/n.

Similarly, the 2nd error term contributes

� (Rx)
n−2
2n

∑
m6R

νK(m)

m
� (Rx)

n−2
2n logR� x1−1/n+εR−1/n
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and the 3rd error term contributes

� (Rx)
n−2
2n

 ∑
R<m6bRc+1

+
∑

bRc+1<m62R

+
∑
m>2R

 νK(m)

m1+δ

×min
{

(log(m/R))
−1
, (Rx)

1
2n

}
� (Rx)

n−1
2n R−1+ε + (Rx)

n−2
2n

 ∑
bRc+1<m62R

+
∑
m>2R

 νK(m)

m1+δ
(log(m/R))

−1

� x
n−1
2n R−

n+1
2n +ε + (Rx)

n−2
2n R

∑
bRc+1<m62R

νK(m)

m1+δ

1

m−R

+ (Rx)
n−2
2n

∑
m>2R

νK(m)

m1+δ

� x
n−1
2n R−

n+1
2n +ε + (Rx)

n−2
2n Rε � x1−1/n+εR−1/n.

Proposition 2.1 then follows.

3. Exponential sums

In this section, let F := νK ? µ be the Eratosthenes transform of νK . Since
νK(m) 6 τn(m), we get the bound |F (m)| 6 τn+1(m) �n,ε m

ε. We first prove
a more convenient version of Proposition 2.1.

Proposition 3.1. Let 1 6 T 6 R 6 x and define EK(x, T,R) to be the error term
in the asymptotic formula

∑
m6x

νK(m) = κKx+On,ε

(
EK(x, T,R)xε + x1−1/n+εR−1/n

)
.

Then

EK(x, T,R)� (xT )
n−1
2n + max

T<S6R
SK(x, S)

where

SK(x, S) := x
n−1
2n S−

n+1
2n

× max
S6S162S

max
M,N6S1
MN�S

max
M<M162M
N<N162N

∣∣∣∣∣∣
∑

M<m6M1

F (m)
∑

N<d6N1

e
(
cn(xmd)1/n

)∣∣∣∣∣∣ .
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Proof. From Proposition 2.1, we have

En(x,K) = x
n−1
2n

∣∣∣∣∣∣
∑
k6T

+
∑

T<k6R

 νK(k)

k
n+1
2n

e
(
cn(xk)1/n

)∣∣∣∣∣∣
� x

n−1
2n

∑
k6T

νK(k)

k
n+1
2n

+ max
T<S6R

∣∣∣∣∣∣
∑

S<k62S

νK(k)

k
n+1
2n

e
(
cn(xk)1/n

)∣∣∣∣∣∣ logR


� x

n−1
2n

T n−1
2n + max

T<S6R
S−

n+1
2n max

S6S162S

∣∣∣∣∣∣
∑

S<k6S1

νK(k) e
(
cn(xk)1/n

)∣∣∣∣∣∣ logR


� x

n−1
2n

T n−1
2n + max

T<S6R
S−

n+1
2n max

S6S162S

∣∣∣∣∣∣
∑

S<md6S1

F (m) e
(
cn(xmd)1/n

)∣∣∣∣∣∣ logR


� x

n−1
2n

{
T
n−1
2n + max

T<S6R
S−

n+1
2n

× max
S6S162S

max
M,N6S1
MN�S

max
M<M162M
N<N162N

∣∣∣∣∣∣
∑

M<m6M1

F (m)
∑

N<d6N1

e
(
cn(xmd)1/n

)∣∣∣∣∣∣Rε


as asserted. �

Thus, Proposition 3.1 reduces the initial problem to an exponential sums prob-
lem. In the literature, a lot of authors have established non-trivial bounds for
so-called sums of type I and II (see [8, 13, 14, 18, 19] for instance). The following
first bound is a simplified version of [8, Proposition 5].

Proposition 3.2. Let X > 1 be a real number, 1 6M < M1 6 2M and 1 6 N <
N1 6 2N be integers, α ∈ ]0, 1[ and β ∈ R∗ \ {1}. Let (am), (bn) ∈ C such that
|am| 6 1 and |bn| 6 1. Then

(MN)
−ε ∑

M<m6M1

am
∑

N<n6N1

bn e

(
X
(m
M

)α ( n
N

)β)
�
(
XM3N2

)1/4
+M3/4N +MN1/2 +X−1/4MN.

Proof. Let S be the sum at the left-hand side. From the Cauchy-Schwarz in-
equality and [13, Lemma 8], we have

|S|2 6
∑

M<m62M

|am|2
∑

M<m62M

∣∣∣∣∣∣
∑

N<n6N1

bn e

(
X
(m
M

)α ( n
N

)β)∣∣∣∣∣∣
2

�M
∑

M<m62M

∑
n1

∑
n2

bn1
bn2

e

(
X
(m
M

)α nβ1 − nβ2
Nβ

)
�MX1/2B1/2

1 B
1/2
2
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where

B1 :=
∑

M<m1,m262M
|mα1−m

α
2 |6M

αX−1

1 and B2 :=
∑

N<n1,...,n462N

|nβ1−nβ2−nβ3 +nβ4 |6NβX−1

1.

Now from [2, Lemma 1] we infer

M−εB1 �M +M2X−1

and from [13, Theorem 2] we have

N−εB2 � N2 +N4X−1

so that

|S|2 �M1+εNεX1/2
(
M1/2 +MX−1/2

)(
N +N2X−1/2

)
implying the asserted result. �

The second estimate is a consequence of van der Corput’s second derivative
test for exponential sums.

Proposition 3.3. Let X > 1 be a real number, 1 6 M < M1 6 2M and 1 6
N < N1 6 2N be integers, α ∈

]
0, 1

2

]
and β ∈ R \ Z>0. Let (am) ∈ C such that

|am| � mε. Then

M−ε
∑

M<m6M1

am
∑

N<n6N1

e

(
X
(m
M

)α ( n
N

)β)
�MX1/2 +X−1MN.

Proof. Let S be the sum at the left-hand side. As in Proposition 3.2, using the
Cauchy-Schwarz inequality we get

|S|2 �M1+2ε
∑

M<m6M1

∣∣∣∣∣∣
∑

N<n6N1

e
(
Ymn

β
)∣∣∣∣∣∣

2

where Ym := X
(
M−1m

)α
N−β . Now we use van der Corput’s second derivative

test in the following shape [3, Theorem 2.9]: let z ∈ R \ {0}, N < N1 6 2N be
integers and a ∈ R \ Z>0. Then∑

N<n6N1

e (zna)� (|z|Na)
1/2

+N1−a|z|−1.

This gives

|S|2 �M1+2ε

 X

Mα

∑
M<m6M1

mα +

(
N

X

)2

M2α
∑

M<m6M1

1

m2α


�M2ε

(
M2X +X−2(MN)2

)
achieving the proof. �
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Proposition 3.4. Let X > 1 be a real number, 1 6M < M1 6 2M and 1 6 N <
N1 6 2N be integers, α, β ∈ R such that αβ(α− 1)(β− 1) 6= 0. Let (am), (bn) ∈ C
such that |am| 6 1 and |bn| 6 1 and set L := log(XMN + 2). Then

L−2
∑

M<m6M1

am
∑

N<n6N1

bn e

(
X
(m
M

)α ( n
N

)β)
�
(
XM3N4

)1/5
+
(
X4M10N11

)1/16
+
(
XM7N10

)1/11
+MN1/2 +X−1/2MN.

Proof. This is [18, (2.2)]. See also [19, (2.16)]. �

The last result plays a crucial part in the proof of Theorem 1.1. To this end, we
use one of the sharpest estimate for triple exponential sums established by Robert
& Sargos in [13].

Proposition 3.5. Let X > 1 be a real number, 1 6M < M1 6 2M and 1 6 N <
N1 6 2N be integers, α, β ∈ R such that (α− 1)(α− 2)αβ 6= 0. Let (am), (bn) ∈ C
such that |am| 6 1 and |bn| 6 1. If M � X, then

(MN)
−ε ∑

M<m6M1

am
∑

N<n6N1

bne

(
X
(m
M

)α ( n
N

)β)
�
(
XM5N7

)1/8
+N

(
X−2M11

)1/12
+
(
X−3M21N23

)1/24

+M3/4N +X−1/4MN.

Proof. Let S be the sum at the left-hand side. By the Cauchy-Schwarz inequality,
we have

|S|2 6 N
∑

N<n62N

∣∣∣∣∣∣
∑

M<m6M1

ame (Ynm
α)

∣∣∣∣∣∣
2

where Yn := XM−αN−βnβ , and using van der Corput’s A-process [3, (2.3.5)], we
also have for any integer 1 6 H 6M

∣∣∣∣∣∣
∑

M<m6M1

ame (Ynm
α)

∣∣∣∣∣∣
2

6
2M2

H
+

4M

H
Re

∑
h<H

(
1− h

H

) ∑
M<m6M1−h

amam+he (Yn [(m+ h)α −mα])

 .

Now by Taylor’s formula, we have

(m+ h)α −mα = αhmα−1 +

∫ h

0

(h− t)f ′′(t+m)dt := αhmα−1 + r(h,m)
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so that

|S|2 � (MN)2

H

+
MN

H

∣∣∣∣∣∣
∑
h<H

∑
M<m6M1−h

∑
N<n62N

(
1− h

H

)
amam+he

(
Ynαhm

α−1
)
e(u(n))

∣∣∣∣∣∣
where u(n) := Ynr(h,m). The total variation of the function e(u(n)) does not
exceed∑
N<n62N

|e(u(n+ 1))− e(u(n))| 6 2π
∑

N<n62N

|u(n+ 1)− u(n)|

= 2πXM−αN−β |r(h,m)|
∑

N<n62N

{
(n+ 1)β − nβ

}
� X

(
HM−1

)2
so that by partial summation we get, setting Z := αXH1M

−1

|S|2 � (MN)2

H
+
MN

H

{
1 +X

(
H

M

)2
}

× max
H16H

∑
H1<h62H1

∑
M<m62M

∣∣∣∣∣∣
∑

N<n62N

e

(
Z

h

H1

(m
M

)α−1 ( n
N

)β)∣∣∣∣∣∣ logH.

From [13, Theorem 3] we obtain

(HMN)
−ε/2 |S|2 � (MN)2

H
+
(
XM5N7

)1/4
+H2

(
X5M−3N7

)1/4
+X(NH)2M−1/2 +HMN2 +M3/2N2 +X−1H−1M3N2

and hence

(HMN)
−ε/4 |S| � MN

H1/2
+
(
XM5N7

)1/8
+H

(
X5M−3N7

)1/8
+X1/2HM−1/4N

+ (HM)1/2N +M3/4N +X−1/2H−1/2M3/2N

and Srinivasan’s optimization lemma [15, Lemma 4] gives the asserted result with
the supplementary terms(

X5M−3N7
)1/8

+N
(
X2M7

)1/12
+N

(
X2M−1

)1/4
+
(
X5M13N23

)1/24

which are all dominated by the sum of Proposition 3.5 since M � X. �
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4. Proof of Theorem 1.1

In what follows, X > 1 is a real number, M,N,S ∈ Z>1 such that MN � S. We
also use the notation SK(x, S) of Proposition 3.1.

1st case: S1/2−1/(2n) � N � S1/2.
Proposition 3.2 with X = (xMN)1/n gives

S−εSK(x, S)� x
2n−1
4n S

n−1
8n + x

n−1
2n S

3n−4
8n + (Sx)

2n−3
4n . (5)

2nd case: S1/2 � N � S1/2+1/(2n).
We use Proposition 3.2 again reversing the roles of M and N , which gives

S−εSK(x, S)� x
2n−1
4n S

n−1
8n + x

n−1
2n S

3n−4
8n + (Sx)

2n−3
4n . (6)

3rd case: N � S1/2+1/(2n).
We use Proposition 3.3 and get

S−εSK(x, S)� x1/2S−
1
2n + (Sx)

n−3
2n . (7)

4th case: M1/3 � N � S1/2−1/(2n).
We use Proposition 3.4, noticing that the hypothesis N � M1/3 implies that

MN1/2 � S7/8, so that

S−εSK(x, S)� x
5n−3
10n S

n−2
5n + x

2n−1
4n S

5n−9
32n + x

11n−9
22n S

3n−6
11n

+ x
n−1
2n S

3n−4
8n + x

11n−12
22n S

15n−33
44n + (Sx)

n−2
2n . (8)

5 th case: N �M1/3.
We apply Proposition 3.5. First note that S � MN � M4/3 so that M �

S3/4. Thus, with X = (xMN)1/n � (Sx)1/n, the constraint M � X is fullfiled as
soon as S3/4 � (Sx)1/n, i.e. S � x

4
3n−4 . Since S > T , it is sufficient to choose

T = x
4

3n−4 to ensure the validity of this constraint.
We then get

S−εSK(x, S)� x
4n−3
8n S

5n−9
24n + x

3n−4
6n S

4n−6
9n + x

4n−5
8n S

29n−45
72n

+ x
n−1
2n S

2n−3
6n + (Sx)

2n−3
4n . (9)

Let FK(x, T,R) := EK(x, T,R)xε + x1−1/n+εR−1/n be the error term in Proposi-
tion 3.1. Putting (5) – (9) all together, we derive

(Rx)−εFK(x, T,R)� (xT )
n−1
2n + x

2n−1
4n R

n−1
8n + x

n−1
2n R

3n−4
8n + (Rx)

2n−3
4n

+ x1/2T−
1
2n + (Rx)

n−2
2n + x

5n−3
10n R

n−2
5n + x

2n−1
4n R

5n−9
32n

+ x
11n−9
22n R

3n−6
11n + x

n−1
2n R

3n−4
8n + x

11n−12
22n R

15n−33
44n

+ x
4n−3
8n R

5n−9
24n + x

3n−4
6n R

4n−6
9n + x

4n−5
8n R

29n−45
72n

+ x
n−1
2n R

2n−3
6n + x1−1/nR−1/n.
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Taking T = x
4

3n−4 and noticing that the sum of the 6th and 15th term is dominated
by the sum of the 4th and 10th, we deduce that the error term in Proposition 3.1
does not exceed

� x
3n−3
6n−8 + x

2n−1
4n R

n−1
8n + x

n−1
2n R

3n−4
8n + (Rx)

2n−3
4n + x

5n−3
10n R

n−2
5n

+ x
2n−1
4n R

5n−9
32n + x

11n−9
22n R

3n−6
11n + x

11n−12
22n R

15n−33
44n

+ x
4n−3
8n R

5n−9
24n + x

3n−4
6n R

4n−6
9n + x

4n−5
8n R

29n−45
72n + x1−1/nR−1/n.

Theorem 1.1 follows by choosing R = x
2n−1
2n+1 .
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or a square of a prime. In that case, one may closely follow the proof of Hardy &
Littlewood’s result [4] or [16, Theorem 12.3], and finally get

λn =
n− 1

n+ 2

(
n > 4, n = p or n = p2, p prime

)
.
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