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#### Abstract

We prove that for $k \geqslant 2,0<\varepsilon<\frac{1}{k(k-1)}, n>\frac{k-1}{\varepsilon}$, prime $p>P(\varepsilon, k)$, and integers $c, a_{i}$, with $p \nmid a_{i}, 1 \leqslant i \leqslant n$, there exists a solution $\underline{x}$ to the congruence $$
\sum_{i=1}^{n} a_{i} x_{i}^{k} \equiv c \quad \bmod p
$$ in any cube $\mathcal{B}$ of side length $b \geqslant p^{\frac{1}{k}+\varepsilon}$. Various refinements are given for smaller $n$ and for cubes centered at the origin.


Keywords: diagonal congruences in many variables, exponential sums.

## 1. Introduction

Our goal is to find small integer solutions to the congruence

$$
\begin{equation*}
\sum_{i=1}^{n} a_{i} x_{i}^{k} \equiv c \quad \bmod p \tag{1}
\end{equation*}
$$

with $p$ prime, $k \in \mathbb{N}$, and $a_{i}, c \in \mathbb{Z}, 1 \leqslant i \leqslant n$. By small we mean $\|\underline{x}\|:=\max \left|x_{i}\right| \leqslant$ $\xi p^{\lambda}$ with $\lambda<1$ and $\xi$ a constant possibly dependent upon $\lambda, k$, or $n$. We hope, in particular, to find the smallest possible value of $\lambda$ for a given $k$ and $n$. We also find solutions within a small box that is not centered at the origin. In this case, we seek the minimal $b$ such that any cube $\mathcal{B}:=\left\{\underline{x}: d_{i}+1 \leqslant x_{i} \leqslant d_{i}+b, 1 \leqslant i \leqslant n\right\}$ with $d_{i} \in \mathbb{Z}$ for $1 \leqslant i \leqslant n$, contains a solution of (1).

The optimal choice of $\lambda$ is $\lambda=\frac{1}{k}$. We reach this conclusion after considering the congruence $\sum_{i=1}^{n} x_{i}^{k} \equiv \frac{p-1}{2} \bmod p$. Any solution $\underline{x}$ must satisfy $n\|\underline{x}\|^{k} \geqslant$ $\left|\sum_{i=1}^{n} x_{i}^{k}\right| \geqslant \frac{p-1}{2}$ and so $\|\underline{x}\| \geqslant\left(\frac{p-1}{2 n}\right)^{\frac{1}{k}}$.

A similar problem may be posed with a composite modulus or a homogeneous congruence (restricting $c$ in (1) to be 0 ). There is also the option of making some restrictions on $k$ or $n$. For instance, Schmidt in [11, Equation (4.1)] proved that
for $k$ odd, $\varepsilon>0$, and $n$ sufficiently large, there exists a nonzero solution to the homogeneous congruence with $\|\underline{x}\| \ll p^{\varepsilon}$. Thus, one can surpass the $p^{\frac{1}{k}}$ barrier for a homogeneous congruence of odd degree. For a homogeneous congruence of even degree, $p^{\frac{1}{k}}$ is still optimal.

Baker [1] and Dietmann [6] proved results in the homogeneous case for a composite modulus. In particular, Baker proved in [1, Theorem 1] that for any $\varepsilon>0$, $m \in \mathbb{N}$, and integers $a_{1}, a_{2}, \ldots, a_{n}$, there is a nonzero solution of

$$
a_{1} x_{1}^{k}+\cdots+a_{n} x_{n}^{k} \equiv 0 \quad \bmod m
$$

with

$$
\|\underline{x}\|< \begin{cases}m^{\frac{1}{2}+\frac{1}{2(n-1)}+\varepsilon}, & n \geqslant 4 \\ m^{\frac{2}{3}+\varepsilon}, & n=3 .\end{cases}
$$

Dietmann [6] made an improvement for cubic congruences. He proved that for $a_{1}, \ldots, a_{n} \in \mathbb{Z}, n \geqslant 3$, and $m \in \mathbb{N}$, there is a nonzero solution of the congruence

$$
a_{1} x_{1}^{3}+\cdots+a_{n} x_{n}^{3} \equiv 0 \quad \bmod m
$$

with

$$
\|\underline{x}\| \leqslant \begin{cases}m^{\frac{1}{2}+\frac{1}{2 n}}, & n \text { odd } \\ m^{\frac{1}{2}+\frac{1}{2(n-1)}}, & n \text { even } .\end{cases}
$$

Cochrane [4, Equation (2.33), Example 4.8.14] considered a non-homogeneous congruence with prime moduli. He proved that for $k, n \in \mathbb{N}$, any prime $p$, and $a_{i}, c \in \mathbb{Z}$, with $p \nmid a_{i}, 1 \leqslant i \leqslant n$, and $p \nmid c$, the diagonal congruence (1) has a solution in any cube of side length $b$ for which

$$
\begin{equation*}
b \gg_{k, n} p^{\frac{1}{2}+\frac{1}{2 n}} . \tag{2}
\end{equation*}
$$

For $c=0$ and $n \geqslant 3$, the same result holds (as seen in [4, Theorem 4.7.13]) with $b \gg_{k, n} p^{\frac{1}{2}+\frac{1}{2(n-1)}}$.

In [13, Theorem 3], Schmidt proved that for $a_{i} \in \mathbb{Z}, 1 \leqslant i \leqslant n, p$ a prime, $k \geqslant 3$ odd, and $\varepsilon>0$, the congruence

$$
\sum_{i=1}^{n} a_{i} x_{i}^{k} \equiv 0 \quad \bmod p
$$

has a nonzero solution $\underline{x}$ with

$$
\begin{equation*}
\|\underline{x}\|<_{n, \varepsilon} p^{\frac{1}{3}+\sqrt{\frac{c(k)}{n}}+\varepsilon} \tag{3}
\end{equation*}
$$

for a constant $c(k)$ depending on $k$.
Applying a result of Schmidt [12, Theorem 3], Cochrane [4, Cor. 5.7] showed that for $k \geqslant 2$, there exists a solution to (1) for arbitrary $c$ in any cube with side length

$$
\begin{equation*}
b \ggg_{\varepsilon, k, n} p^{\frac{1}{k}+\frac{1}{n}\left(1-\frac{1}{k}\right) 2^{k} \Phi(k)+\varepsilon} \tag{4}
\end{equation*}
$$

where $\Phi(k)$ is a constant dependent upon $k$. The result of Schmidt shows that one can take $\Phi(2)=\Phi(3)=1, \Phi(4)=3, \Phi(5)=13$, and in general, $\Phi(k)<(\log 2)^{-k} k!$.

Baker proved in [2, Lemma 10.1] that for $m \in \mathbb{N}, a_{i} \in \mathbb{Z}, 1 \leqslant i \leqslant n$, and $n \geqslant C(k, \varepsilon)$, there exist non-negative integers $x_{1}, \ldots, x_{n}$ satisfying

$$
\sum_{i=1}^{n} a_{i} x_{i}^{k} \equiv 0 \quad \bmod m
$$

with

$$
\begin{equation*}
\|\underline{x}\| \leqslant m^{\frac{1}{k}+\varepsilon}, \tag{5}
\end{equation*}
$$

although no attempt was made to make $C(k, \varepsilon)$ explicit.
Here we improve on the above stated results for the case of prime moduli, establishing two main theorems, the first for cubes centered at the origin, and the second for a cube in general position. The results apply equally well to the homogeneous and non-homogeneous congruences.
Theorem 1. For $k \geqslant 2$ and $\varepsilon>0$, there exists a constant $P(\varepsilon, k)$ such that for any prime $p>P(\varepsilon, k)$ and integers $c, a_{i}$ with $p \nmid a_{i}, 1 \leqslant i \leqslant n$, there exists a nonzero solution $\underline{x}$ to (1) with

$$
\|\underline{x}\| \leqslant \begin{cases}p^{\frac{k(\log k+\gamma \log \log k)}{n}+\varepsilon}, & \text { if } n \leqslant k(k-1)(\log k+\gamma \log \log k) ; \\ p^{\frac{1}{k-1}}, & \text { if } k(k-1)(\log k+\gamma \log \log k)<n \leqslant k(k-1)^{2} ; \\ p^{\frac{1}{k}+\frac{k-1}{n}+\varepsilon}, & \text { if } n>k(k-1)^{2} .\end{cases}
$$

Here, $\gamma$ is the constant appearing in Lemma 2.
Thus, as $n \rightarrow \infty$, we approach the optimal estimate $\|\underline{x}\| \ll p^{\frac{1}{k}}$. In particular, for any positive $\varepsilon^{\prime}<\frac{1}{k(k-1)}$ and $n>\frac{k-1}{\varepsilon^{\prime}}$, applying the theorem with $\varepsilon=\varepsilon^{\prime}-\frac{k-1}{n}$, gives a solution of (1) with $\|\underline{x}\| \ll p^{\frac{1}{k}+\varepsilon^{\prime}}$, for $p$ sufficiently large. Indeed, as the next theorem illustrates, for such $n, p$, any box of side length $b \gg p^{\frac{1}{k}+\varepsilon^{\prime}}$ contains a solution of (1). The first two estimates in the theorem are consequences of Proposition 2 in Section 3 while the third follows from Proposition 1 in Section 2, as we indicate after the statement of these propositions. These estimates improve on the estimate $\|\underline{x}\| \ll p^{\frac{1}{2}+\frac{1}{2 n}}$ available from (2) for $n>(2+\mathrm{o}(1)) k \log k$ and uniformly improve on (3) and (4).

For solutions in an arbitrary cube, we establish the following result.

## Theorem 2.

i) For $k \geqslant 2$ and $\varepsilon>0$, there exists a constant $P(\varepsilon, k)$ such that for any prime $p>P(\varepsilon, k)$ and integers $c, a_{i}$ with $p \nmid a_{i}, 1 \leqslant i \leqslant n$, there exists a solution $\underline{x}$ to (1) in an arbitrary cube $\mathcal{B}$ of side length $b$ provided that

$$
b \geqslant \begin{cases}p^{\frac{k(k-1)}{n}+\varepsilon}, & \text { if } n \leqslant k(k-1)^{2} ;  \tag{6}\\ p^{\frac{1}{k}+\frac{k-1}{n}+\varepsilon}, & \text { if } n>k(k-1)^{2} .\end{cases}
$$

ii) For $2 \leqslant k \leqslant 5$, the inequalities in (6) may be improved to

$$
b \geqslant \begin{cases}p^{\frac{2^{k-1}}{n}+\varepsilon}, & \text { if } n \leqslant 2^{k-1}(k-1)  \tag{7}\\ p^{\frac{1}{k}+\frac{2^{k-1}}{n k}}+\varepsilon, & \text { if } n>2^{k-1}(k-1) .\end{cases}
$$

These results yield improvements on the bound in (2) for $k \geqslant 6$ and $n \geqslant 2 k(k-1)$ and uniformly improve on (4). They also yield improvements on (2) for $k=3$, $n \geqslant 8 ; k=4, n \geqslant 16$; and $k=5, n \geqslant 32$. We have nothing new to offer here for $k=2$.

## 2. Solutions in a general cube

We start by recalling a classical result of Hua and Vandiver [8] and Weil [14] on the number $N_{n}(c)$ of solutions of the equation

$$
\begin{equation*}
\sum_{i=1}^{n} a_{i} x_{i}^{k}=c \tag{8}
\end{equation*}
$$

over the finite field $\mathbb{F}_{p}$ in $p$ elements, where $a_{i} \neq 0,1 \leqslant i \leqslant n$ : If $c \neq 0$ then

$$
\begin{equation*}
\left|N_{n}(c)-p^{n-1}\right| \leqslant(k-1)^{n} p^{\frac{n-1}{2}} . \tag{9}
\end{equation*}
$$

Thus, for $c \neq 0$, and $n \geqslant 2$, the equation (8) is guaranteed to have at least one solution provided that

$$
\begin{equation*}
p>k^{\frac{2 n}{n-1}} . \tag{10}
\end{equation*}
$$

For $c=0$, (8) always has the trivial solution $\underline{x}=\underline{0}$. We note that $N_{n}(c)$ is just the number of solutions of (1) in a cube of side length $b=p$.

Next we turn to finding solutions in a restricted cube

$$
\begin{equation*}
\mathcal{B}:=\left\{\underline{x} \in \mathbb{Z}^{n}: d_{i}+1 \leqslant x_{i} \leqslant d_{i}+b\right\} \tag{11}
\end{equation*}
$$

of side length $b$ where $b, d_{i} \in \mathbb{Z}, 1 \leqslant i \leqslant n, b \geqslant 1$. The key ingredient to our investigation is a Weyl sum estimate for the incomplete exponential sum $\sum_{x=1}^{X} e\left(\alpha_{1} x+\cdots+\alpha_{k} x^{k}\right)$; here, $e(x):=e^{2 \pi i x}$ for $x \in \mathbb{R}$. The classical Weyl sum bound is stated in the next lemma; see [5, Lemma 3.1].

Lemma 1. Let $k \geqslant 2$ be an integer, and $\alpha_{i} \in \mathbb{R}, 1 \leqslant i \leqslant k$. Suppose that for some $a \in \mathbb{Z}, q \in \mathbb{N}$ with $(a, q)=1$, one has $\left|\alpha_{k}-\frac{a}{q}\right| \leqslant q^{-2}$. Then with $\sigma=\sigma(k)=2^{1-k}$, we have

$$
\begin{equation*}
\left|\sum_{x=1}^{X} e\left(\alpha_{1} x+\cdots+\alpha_{k} x^{k}\right)\right| \leqslant c_{\varepsilon} X^{1+\varepsilon}\left(\frac{1}{q}+\frac{1}{X}+\frac{q}{X^{k}}\right)^{\sigma} \tag{12}
\end{equation*}
$$

for some constant $c_{\varepsilon}:=c_{\varepsilon}(k)$.
Wooley [17, Theorem 11.1] established an improved estimate, obtaining the inequality in (12) with $\sigma(k)=\frac{1}{2 k(k-2)}$ for $k \geqslant 4$, and made further improvements in [19, Theorem 11.1], and [18, Theorem 7.3] obtaining in the latter, $\sigma(k)=$ $\frac{1}{2(k-1)(k-2)}$ for $k \geqslant 3$. Bourgain, Demeter and Guth [3] recently obtained $\sigma(k)=$ $\frac{1}{k(k-1)}$ for $k \geqslant 2$. The latter value improves on Wooley's estimates and the classical
value $\sigma(k)=2^{1-k}$ for $k \geqslant 6$. For $k=6$, an estimate of Heath-Brown [7] is better for certain ranges of $q$. Finally, Montgomery [9, Conjecture 1, p. 46] has conjectured that one can in fact take $\sigma(k)=\frac{1}{k}$, which would be best possible. Such a value is currently only known to hold for $k=2$.
Proposition 1. Fix $n \geqslant 2, k \geqslant 2$, and suppose that the Weyl sum estimate in (12) holds for some positive real $\sigma=\sigma(k)$. For any $\varepsilon>0$, there exists a constant $P(\varepsilon, k)$ such that for any prime $p \geqslant P(\varepsilon, k)$ and any integers $c, a_{i}$ with $p \nmid a_{i}$, $1 \leqslant i \leqslant n$, there exists a solution $\underline{x}$ to (1) in any cube $\mathcal{B}$ of side length

$$
b \geqslant \begin{cases}p^{\frac{1}{\sigma n}+\varepsilon}, & \text { if } n \leqslant(k-1) \sigma^{-1} ; \\ p^{\frac{1}{k}+\frac{1}{\sigma n k}+\varepsilon}, & \text { if } n>(k-1) \sigma^{-1} .\end{cases}
$$

Applying the proposition with the value of Bourgain, Demeter and Guth, $\sigma=$ $\frac{1}{k(k-1)}$, immediately yields Theorem 2 (i) and the third inequality in Theorem 1. For $2 \leqslant k \leqslant 5$ we use the classical value $\sigma=2^{k-1}$ to obtain Theorem 2 (ii).

Proof. Fix $n \geqslant 2, k \geqslant 2$, and $\varepsilon>0$, and let $c, a_{i}$ be integers with $p \nmid a_{i}, 1 \leqslant i \leqslant n$, $\mathcal{B}$ be a cube as in (11), $N$ the number of solutions of (1) in $\mathcal{B}$, and $e_{p}(\xi)=e^{\frac{2 \pi i}{p} \xi}$. Then

$$
\begin{aligned}
N & =\frac{1}{p} \sum_{\underline{x} \in \mathcal{B}} \sum_{\lambda=1}^{p} e_{p}\left(\lambda\left(\sum_{i=1}^{n} a_{i} x_{i}^{k}-c\right)\right) \\
& =\frac{|\mathcal{B}|}{p}+\frac{1}{p} \sum_{\lambda=1}^{p-1} e_{p}(-\lambda c) \sum_{\underline{x} \in \mathcal{B}} e_{p}\left(\lambda\left(\sum_{i=1}^{n} a_{i} x_{i}^{k}\right)\right) \\
& =\frac{b^{n}}{p}+\frac{1}{p} \sum_{\lambda=1}^{p-1} e_{p}(-\lambda c) \prod_{i=1}^{n} \sum_{x_{i}=d_{i}+1}^{d_{i}+b} e_{p}\left(\lambda a_{i} x_{i}^{k}\right),
\end{aligned}
$$

and thus

$$
\begin{equation*}
N=\frac{b^{n}}{p}+\frac{1}{p} \sum_{\lambda=1}^{p-1} e_{p}(-\lambda c) \prod_{i=1}^{n} \sum_{x_{i}=1}^{b} e_{p}\left(\lambda a_{i}\left(x_{i}+d_{i}\right)^{k}\right) . \tag{13}
\end{equation*}
$$

We now apply the Weyl sum estimate of Lemma 1 to the polynomial $\lambda a_{i}\left(x_{i}+d_{i}\right)^{k}$ with $X=b, q=p$, and $\alpha_{k}=\frac{\lambda a_{i}}{p}$. We observe that with $a=\lambda a_{i}$, we have $(a, p)=1$ and $\left|\alpha_{k}-\frac{a}{p}\right|=0<\frac{1}{p^{2}}$. It is also plain that with $b$ satisfying the lower bound stated in the proposition, $b^{k} \geqslant p$. Thus, by (12), we have

$$
\begin{equation*}
\left|\sum_{x_{i}=1}^{b} e_{p}\left(\lambda a_{i}\left(x_{i}+d_{i}\right)^{k}\right)\right| \leqslant c_{\varepsilon^{\prime}} b^{1+\varepsilon^{\prime}}\left(\frac{1}{p}+\frac{1}{b}+\frac{p}{b^{k}}\right)^{\sigma} \tag{14}
\end{equation*}
$$

for any $\varepsilon^{\prime}>0$. We use (13) to determine a lower bound for $b$ such that the error term is less than the main term in (13). It suffices to have $b$ satisfy

$$
\begin{equation*}
\frac{b^{n}}{p}>\frac{1}{p}\left|\sum_{\lambda=1}^{p-1} e_{p}(-\lambda c) \prod_{i=1}^{n} \sum_{x_{i}=1}^{b} e_{p}\left(\lambda a_{i}\left(x_{i}+d_{i}\right)^{k}\right)\right| . \tag{15}
\end{equation*}
$$

First, let us consider the case where $n>(k-1) \sigma^{-1}$. In this case, we put $b=\left\lfloor p^{\frac{1}{k}+\frac{1}{\sigma n k}+\varepsilon}\right\rfloor$. We claim that $b^{k-1} \leqslant p$. Indeed, say $n=(k-1) \sigma^{-1}+\beta$, with $\beta>0$, so that, $n-\beta=(k-1) \sigma^{-1}$. Then

$$
b^{k-1} \leqslant p^{\frac{k-1}{k}+\frac{k-1}{\sigma k n}+\varepsilon(k-1)} \leqslant p^{1-\frac{1}{k}+\frac{n-\beta}{k n}+\varepsilon(k-1)}=p^{1-\frac{\beta}{k n}+\varepsilon(k-1)} \leqslant p
$$

for $\varepsilon \leqslant \frac{\beta}{k(k-1) n}$, which we may assume. Using $b^{k-1} \leqslant p$, the Weyl sum estimate in (14) simplifies to

$$
\left|\sum_{x_{i}=1}^{b} e_{p}\left(\lambda a_{i}\left(x_{i}+d_{i}\right)^{k}\right)\right| \leqslant c_{\varepsilon^{\prime}} b^{1+\varepsilon^{\prime}}\left(\frac{3 p}{b^{k}}\right)^{\sigma}
$$

for any $\varepsilon^{\prime}>0$. Applying this estimate and the triangle inequality to the right-hand side of (15), we find that we are guaranteed a solution to (1) if

$$
\begin{equation*}
\frac{b^{n}}{p}>c_{\varepsilon^{\prime}}^{n}\left(b^{\left(1+\varepsilon^{\prime}\right) n}\right)\left(\frac{3 p}{b^{k}}\right)^{n \sigma} \tag{16}
\end{equation*}
$$

or equivalently

$$
b^{n\left(k \sigma-\varepsilon^{\prime}\right)} \geqslant 3^{n \sigma} c_{\varepsilon^{\prime}}^{n} p^{1+n \sigma} .
$$

Thus it suffices to have

$$
b \ggg k, \varepsilon^{\prime} p^{\frac{1+n \sigma}{n\left(k \sigma-\varepsilon^{\prime}\right)}}=p^{\frac{1}{k-\varepsilon^{\prime} \sigma^{-1}}+\frac{\sigma^{-1}}{n\left(k-\varepsilon^{\prime} \sigma^{-1}\right)}}=p^{\frac{1}{k\left(1-\varepsilon^{\prime} \sigma^{-1} k^{-1}\right)}+\frac{\sigma^{-1}}{n k\left(1-\varepsilon^{\prime} \sigma^{-1} k-1\right)}} .
$$

If $\frac{\varepsilon^{\prime}}{\sigma k}<\frac{1}{2}$ then using $(1-x)^{-1}<1+2 x$ for $0<x<\frac{1}{2}$, we see that it suffices to have

$$
b \gg_{k, \varepsilon^{\prime}} p^{\frac{1}{k}+2 \frac{\varepsilon^{\prime}}{\sigma k^{2}}+\frac{1}{\sigma n k}+2 \frac{\varepsilon^{\prime}}{\sigma^{2} n k^{2}}} .
$$

By taking $\varepsilon^{\prime}$ sufficiently small and $p$ sufficiently large, we see that the latter bound holds for $b=\left\lfloor p^{\frac{1}{k}+\frac{1}{\sigma n k}+\varepsilon}\right\rfloor$.

Next, let us consider the case where $n \leqslant(k-1) \sigma^{-1}$. In this case we set $b=\left\lfloor p^{\frac{1}{\sigma n}+\varepsilon}\right\rfloor$. Then plainly $b^{k-1}>p^{\frac{k-1}{\sigma n}} \geqslant p$, and so the Weyl sum estimate simplifies to

$$
\left|\sum_{x_{i}=1}^{b} e_{p}\left(\lambda a_{i}\left(x_{i}+d_{i}\right)^{k}\right)\right| \leqslant c_{\varepsilon^{\prime}} b^{1+\varepsilon^{\prime}}\left(\frac{3}{b}\right)^{\sigma}
$$

for any $\varepsilon^{\prime}>0$. Then by (15), we find we are guaranteed a solution to (1) if

$$
\begin{equation*}
\frac{b^{n}}{p}>c_{\varepsilon^{\prime}}^{n}\left(b^{\left(1+\varepsilon^{\prime}\right) n}\right)\left(\frac{3}{b}\right)^{\sigma n} \tag{17}
\end{equation*}
$$

and so it suffices to have

$$
\begin{equation*}
b \gg \varepsilon^{\prime}, k p^{\frac{1}{\sigma n\left(1-\varepsilon^{\prime} / \sigma\right)}} . \tag{18}
\end{equation*}
$$

If $\varepsilon^{\prime} / \sigma<\frac{1}{2}$, then it suffices to have

$$
\begin{equation*}
b \gg \varepsilon^{\prime}, k p^{\frac{1}{\sigma n}+\frac{2 \varepsilon^{\prime}}{\sigma^{2} n}} . \tag{19}
\end{equation*}
$$

Thus, for $\varepsilon^{\prime}$ sufficiently small and $p$ sufficiently large, our choice $b=\left\lfloor p^{\frac{1}{\sigma n}+\varepsilon}\right\rfloor$ suffices.

## 3. Small solutions via sums over smooth numbers

Let $k \in \mathbb{N}$ and $P$ be a large real number. When $2 \leqslant R \leqslant P$, we define the set of $R$-smooth numbers, $\mathcal{A}(P, R)$, by

$$
\mathcal{A}(P, R)=\{n \in[1, P] \cap \mathbb{Z}: p \text { prime, } p \mid n \Longrightarrow p \leqslant R\}
$$

and for each real number $\alpha$, we define the corresponding Weyl sum over smooth numbers, $f(\alpha ; P, R)$, by

$$
f(\alpha ; P, R):=\sum_{x \in \mathcal{A}(P, R)} e\left(\alpha x^{k}\right) .
$$

In [15] Wooley established the following estimate for $f(\alpha ; P, R)$.
Lemma 2. [15, Theorem 1.1] Let $\mathfrak{m}$ denote the set of real numbers $\alpha$ such that whenever $a \in \mathbb{Z}, q \in \mathbb{N},(a, q)=1$, and $|\alpha-a / q| \leqslant \frac{1}{q P^{k-1}}$, one has $q>P$. Then when $\eta=\eta(\varepsilon, k)$ is a sufficiently small positive number, and $2 \leqslant R \leqslant P^{\eta}$, we have with $\sigma^{\prime}=\sigma^{\prime}(k):=k^{-1}(\log k+\gamma \log \log k)^{-1}$,

$$
\begin{equation*}
\sup _{\alpha \in \mathfrak{m}}|f(\alpha ; P, R)| \leqslant \xi_{\varepsilon} P^{1-\sigma^{\prime}+\varepsilon} \tag{20}
\end{equation*}
$$

for some constants $\xi_{\varepsilon}:=\xi(\varepsilon, k)$ and $\gamma:=\gamma(\varepsilon, k)$.
As a consequence of this lemma we shall deduce the following result.
Proposition 2. Suppose that the inequality in (20) holds for a given $\sigma^{\prime}=\sigma^{\prime}(k)$. Then for $k \geqslant 2, n>\sigma^{\prime-1}$ and $\varepsilon>0$, there exist constants $P(\varepsilon, k)$ and $\eta^{\prime}(\varepsilon, k)$ such that for any positive integer $\ell$ satisfying $\frac{1}{\ell} \leqslant \eta^{\prime}(\varepsilon, k)$, prime $p>P(\varepsilon, k)$, integers $c, a_{i}$ with $p \nmid a_{i}, 1 \leqslant i \leqslant n$, and positive integer $b$ with

$$
b>\max \left\{p^{\frac{1}{\sigma^{\prime} n}+\varepsilon}, p^{\frac{1}{k-1}}\right\}
$$

there exists a solution $\underline{x}$ to (1) with $x_{i} \in \mathcal{A}\left(b, b^{\frac{1}{\ell}}\right), 1 \leqslant i \leqslant n$.
Applying the proposition with Wooley's value $\sigma^{\prime}=k^{-1}(\log k+\gamma \log \log k)^{-1}$, yields the first two inequalities in Theorem 1.

Proof. Suppose that $k \geqslant 2, n>\sigma^{\prime-1}$ and that $b$ satisfies $p^{\frac{1}{k-1}}<b<p$. We apply Lemma 2 with $P=b, R=b^{1 / \ell}$ where $\ell$ will be chosen below. For the sake of brevity, we'll define $\mathcal{A}:=\mathcal{A}\left(b, b^{\frac{1}{\ell}}\right)$ and let $\mathcal{A}^{n}=\mathcal{A} \times \mathcal{A} \times \cdots \times \mathcal{A}, n$ times. The number of solutions $M$ of $\sum_{i=1}^{n} a_{i} x_{i}^{k} \equiv c \bmod p$ with $\underline{x} \in \mathcal{A}^{n}$ is

$$
\begin{align*}
M & =\frac{1}{p} \sum_{\underline{x} \in \mathcal{A}^{n}} \sum_{\lambda=1}^{p} e_{p}\left(\lambda\left(\sum_{i=1}^{n} a_{i} x_{i}^{k}-c\right)\right) \\
& =\frac{|\mathcal{A}|^{n}}{p}+\frac{1}{p} \sum_{\lambda=1}^{p-1} e_{p}(-\lambda c) \prod_{i=1}^{n} \sum_{x_{i} \in \mathcal{A}} e_{p}\left(\lambda a_{i} x_{i}^{k}\right) . \tag{21}
\end{align*}
$$

Let $\mathfrak{m}$ be as defined in Lemma 2. We note that for $1 \leqslant \lambda \leqslant p-1, \alpha:=\frac{\lambda a_{i}}{p} \in \mathfrak{m}$. Indeed, suppose that $(a, q)=1$ and that $\left|\frac{\lambda a_{i}}{p}-\frac{a}{q}\right| \leqslant \frac{1}{q b^{k-1}}$. Then either $q=p$, whence $q>b$, or $q \neq p$, whence

$$
\frac{1}{p q} \leqslant\left|\frac{\lambda a_{i}}{p}-\frac{a}{q}\right| \leqslant \frac{1}{q b^{k-1}} ;
$$

that is $p \geqslant b^{k-1}$, contradicting $b>p^{\frac{1}{k-1}}$. Thus for any $\varepsilon^{\prime}>0$ and $\ell$ sufficiently large, $\ell \geqslant 1 / \eta\left(\varepsilon^{\prime}, k\right)$, we have by Lemma 2 that

$$
\left|\sum_{x_{i} \in \mathcal{A}} e_{p}\left(\lambda a_{i} x_{i}^{k}\right)\right| \leqslant \xi_{\varepsilon^{\prime}} b^{1-\sigma^{\prime}+\varepsilon^{\prime}}
$$

Combining this with (21), we see that $M>0$ provided that

$$
\frac{|\mathcal{A}|^{n}}{p}>\xi_{\varepsilon^{\prime}}^{n} b^{\left(1-\sigma^{\prime}+\varepsilon^{\prime}\right) n}
$$

By the work of Ramaswami [10], we have

$$
\left|\mathcal{A}\left(b, b^{\frac{1}{\ell}}\right)\right|=\rho(\ell) b+\mathrm{O}\left(\frac{b}{\log b}\right)
$$

where $\rho$ is the Dickman function. Thus for $b$ sufficiently large in terms of $\ell$, we have $\left|\mathcal{A}\left(b, b^{\frac{1}{x}}\right)\right| \geqslant \frac{1}{2} \rho(\ell) b$. Hence it suffices to have

$$
\begin{equation*}
\frac{\rho(\ell)^{n} b^{n}}{2^{n} p}>\xi_{\varepsilon^{\prime}}^{n} b^{\left(1-\sigma^{\prime}+\varepsilon^{\prime}\right) n} \tag{22}
\end{equation*}
$$

that is,

$$
b^{\sigma^{\prime}-\varepsilon^{\prime}}>\xi_{\varepsilon^{\prime}} \frac{2 p^{\frac{1}{n}}}{\rho(\ell)}
$$

or equivalently

$$
b \gg_{\varepsilon^{\prime}, \ell, k} p^{\frac{1}{\sigma^{\prime} n\left(1-\varepsilon^{\prime} \sigma^{\prime-1}\right)}} .
$$

Assuming that $\varepsilon^{\prime} \sigma^{\prime-1}<\frac{1}{2}$, we see that it suffices to have

$$
b \gg \varepsilon^{\prime}, \ell, k p^{\frac{1}{\sigma^{\prime} n}+\frac{2 \varepsilon^{\prime}}{\sigma^{\prime 2} n}} .
$$

Thus with $\varepsilon^{\prime}$ sufficiently small and $p$ sufficiently large, we obtain a solution in $\mathcal{A}^{n}$ provided that $b>\max \left\{p^{\frac{1}{\sigma^{\prime} n}+\varepsilon}, p^{\frac{1}{k-1}}\right\}$. We note that since $n>\sigma^{\prime-1}$, for $\varepsilon$ small enough, $p^{\frac{1}{\sigma^{\prime} n}+\varepsilon}<p$. Thus we may take $p^{\frac{1}{k-1}}<b<p$ as assumed.

Remark 3.1. In his work [16, Theorem 5], Wooley obtains an estimate for a more general Weyl sum over smooth numbers that one may hope would allow us to generalize Proposition 2 to boxes in arbitrary position. Unfortunately, for the application here, this estimate leads to a weaker result than what is already available from Proposition 1.
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