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1. Introduction 
Let p be prime and denote by lF P the field with p elements, lF; the multiplicative 
group of nonzero elements of lFP and (JF;)k the subgroup {xk : x E lF;}. Let 
Q(X1 , ... , Xs) be a quadratic form with coefficients in lFP. It was shown by 
Schinzel, Schlickewei and Schmidt [12] that, for odd s, there is a subspace of JF; 
of dimension ( s - 1) /2 on which Q is zero. This result is, in fact, best possible. 

Theorem 1.1. 
(i) A quadratic form Q in lF p[X1 , ... , X 5 ] with <let Q =/ 0 cannot vanish on a 

subspace of JF; of dimension greater than [s/2]. 
(ii) If, furtl1er, s is even and (-l)s/2 <let Q rJ. (lF;)2, then Q cannot vanish on a 

subspace of dimension s /2. 
In [12] the 'subspace theorem' cited above is applied to show that for a 

quadratic form Q in Z[X1 , ... , X,_] ( s odd), any congruence 

Q(x) = 0 (mod m) 

has a solution satisfying 

0 < lxl = rnax(l,1:1 I, ... ' lxsl) ::; ml/2+1/(2s). 

This has been improved for s 2'.: 4 by Heath-Brown [9]. Finally in [12] the above 
result on small solutions of congruences is used to prove 

. IIQ(' )II , C''( )N-2+11,+E m1n 11, ... , x s <.. · s, E · . 
0<lxl~N 

( 1.1) 

Here Q is a quadratic form, Q E IR[ X 1 , ... , X sl, E > 0, T/s is explicitly given and 
S7]8 is bounded; and II ... II denotes distance from the nearest integer. For im
provements of (1.1) see Baker and Harman [4], Heath-Brown [9] and (for s = 2) 
Dyke [8]. 
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Analogous results for forms of higher degree are known in the additive case. 
Throughout the paper let 

If Ak has coefficients in lF P, then Ak vanishes on a subspace of lF; having di
mension [s/3], provided p > C1 (k). This follows from the fact that a ternary 
additive form over lF P with p > C1 ( k) has a nontrivial zero [2, page 167]. Using 
the geometry of numbers as in [12] (or Theorem 2.1, below), one can then solve 
any congruence 

Ak(x1 ..... Xs) = 0 (mod m) 

(where Ak E Z[X1 ••.. , Xs]) with 

0 <!xi$ C2(k)ml-[.s/3]/.s_ 

(1.2) 

(1.3) 

Fors= 3, the exponent 2/3 in (1.3) is best possible [2, §2]. Fors 2: 5. a different 
method provides solutions smaller than in ( 1.3); the exponent in ( 1.3) would be 
1/2 + 1/(2s - 2) + E. 

Theorem 1.2. Lets 2:: 4,m 2:: C3 (s,k,E). Let B 1 , .. ._B8 be positive numbers 
with 

(1.4) 

The congruence (1.2) has a solution x =IO ,vith 

(1.5) 

This is Theorem lA of [2]. Recently Dietmann [7] pointed out that if A3 E 
lFP[X1 , ... ,X5 ] (s odd), then A3 vanishes on asubspaceoflF; of dimension (s-
1) /2. This enabled him to replace the exponent in ( 1.3) by 1/2+ 1/(2s) for odd s. 

If Dietmann's method is generalized to degree k, the following result ensues. 
Theorem 1.3. Let k be odd, k 2: 3. Let s be odd, s 2: k. Then for p > C 1(k), 
a form Ak ( X 1, ... , X s) over lF P vanishes on a subspace of JF; having dimension 
(s - k)/2 + [k/3]. 

We also note a simple extension of Dietmann's congruence result. 

Theorem 1.4. Let s be odd. let m 2: 1, and let B 1 , ... , Bs be positive numbers, 

( 1.6) 

Given A3 E Z[X1, ... , Xsl, the congruence 

A.1(x1, ... , Xs) - 0 (mod m) (1.7) 

has a solution x =IO satisfying (1.5). 

Since Theorem 1.3 yields no improvement of Theorem 1.2 for k > ;3, it is of 
interest to obtain complementary results. 
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Theorem 1.5. 
(i) Let k ~ 3 and 1 s s s k + l. Let p > s. Suppose that a form Ak in 

IF P [X 1, ... , X.s] with a 1 .•. as -/= 0 vanishes on a subspace V of IF; having 
dirnension d. Then {I, ... , s} can be partitioned into subsets Bo, B1 , ... , Bd 
such that (vi)iEBo is the ;;;ero vector for all v in V, while 

L aiu7 = 0 (1.8) 
iEBJ 

for j = 1, ... , d; the vector (ui)iEBj is nonzero (j = L ... , d). 
(ii) Let k ~ 3,1 s s s k. lf p > s and kl(P - 1) there is a form Ak in 

IFp[X1 , ... , Xs] that does not vanish on any subspace of dimension great.er 
tlmn [s/3]. 

It is easy to see that for s > k, the integer [ s/3] in (ii) could be replaced by 

[k/3] + s - k. 

However, the following result is stronger for large s. 

Theorem 1.6. 
(i) Lets be odd and let p > max(k,s). A form Ak i11 1Fp[X1, ... ,X,,] with 

a 1 ... as -/= 0 cannot vanish on a subspace of IF; of dimension greater than 
(s-1)/2. 

(ii) Let s be even and p > max(k, s). Suppose Ak is a form in IFP[X1, ... , Xs] 
with a 1 ... a8 -/= 0 thai vanishes on a subspace of IF; of dimension s/2. If k 
is even, then (-l)sf2 a 1 .. . a8 E (!F;) 2 • lf k is odd and p > max(k,s!), then 
after renumbering the variables we have 

-1 (IF*)k a2i-1 a2i. E P (i = 1, ... , s/2). (1.9) 

(iii) Suppose that (p - 1, k) > 1. Let s be even, and suppose p > max(k, s!). 
There is a form Ak in lF P [ X 1, ... , X s] that docs not vanisl1 on any subspace 
of IF; having dimension s/2. 

We note a result for a 'general' form 

over Z. 

i12:'.0, .... is2:'.0 
i1 +···+is=k 

( ' ' )xi1 xis a t1, ... , is l · · · s · 

Theorem 1. 7. For G as above, and s 2:: k + l, any congruence 

G(x) :c:: 0 (mod rn) 

has a solution satisfying 
0 < !xi S mk/(k+I). 

(1.10) 

(1.ll) 
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In contrast, for s = k the congruence (1.10) may have only the trivial solu
tion, as explained in [2]. 

We now turn to additive forms over IR. It was shown by Cook [6] that, for 
real >-1, ... , >-s, 

K denotes 2k-l. Assuming that k is relatively small, this is still the best result 
known, except that the case k = 2, s = 1 (a theorem of Heilbronn [10]) has been 
improved by Zaharescu [14]; the exponent -1/2+E is replaced by -4/7+E. The 
ideas in [12] enable one to go beyond the exponent -1 + E for s > K; see [2], [9], 
[7]. In the present paper we refine the approach in [2] and obtain the following 
result, which sharpens those in [2] and [7]. 

Theorem 1.8. Let k 2: 3 and let s > K. Let 

. (s . . ( 2h(s-3)+4h s-h+5)) a 313=m1n -, max min (h )( 3) 4h' 4 Sshss + 1 S - + 4 
h odd 

and let 

_ . (s . ((2h-2)(s-k)+4h-4 s-h+K+l)) a 8 k - min - , rnax min , ' K K+1sh9 h(s-k)+4h-4 K 

for k 2: 4. Then for real >-1, ... , As, 

min ll>-1x} + · · · + Asx!II < Cs(k,E)N-crs,k+l. 
O<lxlsN 

In particular, we have as.3 = 5/4 and a 8 .4 = s/8 for 9 ~ s ~ 12. 

2. From subspaces to small solutions 

Theorem 2.1. Let s and d be natural numbers, s 2: 2d. Suppose that for 
p > C5 = C6(k, s), every form Ak in lF p[X1 , ...• Xs] vanishes on a subspace of IF; 
of dimension d. Let B 1 , ••• , B 8 be positive numbers, 

(2.1) 

where 
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Then for every modulus m, and every form Ak in Z[ X 1 , ... , X s], the congruence 
(1.2) has a solution x =/= 0 satisfying (1.5) 

Proof. Let u = TTp:-:;c6 p. Suppose first that m is squarefree, (m, v) = 1. By 
hypothesis, for each prime p dividing m there is a set of linear forms K 1 , ... , Ks-d 
in Z[X1 , ... , Xs] with the property that 

Ki(x) = 0 (mod p) (1 sis s - d) 

implies Ak(x) = 0 (mod p). By an application of the Chinese remainder theorem 
we obtain s - d linear forms £ 1 , ... , Ls-d in Z[X 1 , ... , Xs] such that 

Ak(x) = 0 (mod m) 

whenever 
Li ( x) = 0 ( mod m) ( 1 S i S s - d). 

Iv1inkowski's linear forms theorem yields a nonzero (x 1 , ... , 1:zs-d) in Z28-,t 
such that 

l::ril S Bi (i = 1, ... ,s), 
ILi(x1, ... ,x8)-mx.s+il<l (i=l, ... ,s d). 

For the determinant of the 2s - d linear forms in question is rns-d, which is 
:'.S B1 ... Hs. Clearly (x1, ... , 1:5 ) =/= 0 and 

Ak(,r1, ... , Xs) = 0 (mod rn). 

For a general modulus rn, write rn = £2 ,vn where v and n are squarefree, 
vi'u and (n, u) = 1. Given Bi satisfying (2.1) there is a y =/= 0 with 

For 

since 

Now 

while Evy =/=- 0, 

Ak(Y) = 0 (mod n), 

IYil :'.S Bi/(£v). 

Bi ... Bs/ (£v)8 ~ usrns-d£-sv-s 

~ ms-d£-s ~ ns-d 

This completes the proof of Theorem 2.1. • 
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3. Subspaces on which Ak vanishes 

We now prove Theorem 1.3 by induction on s. The case s = k is covered in 
the introduction. Let s > k. s odd, and suppose the theorem already known for 
s - 2. If any oi, say o1 , is 0, then the form o1Xf + o 2X~- in (X1, X2 ) vanishes 
on a subspace of dimension 1. Since Ak(0, 0, X3 , ... , Xs) vanishes on a subspace 
of dimension 

2 -- k [~] 
2 + 3 ' 

we obtain in an obvious way a subspace of dimension 

1 s - 2 - k [~] = s - k [~] 
+ 2 +3 3 +3 

on which Ak vanishes. Hence we may assume that no Oi is 0. Now (IF;t has 
(p - 1. k) cosets i11 JF;. Since s > k. there must be two Oi ( say o1 , o2 ) in the same 

coset, so that o1 = uko2. u E IF;. Now (t, -ut)(t E IFp) gives a 1-dimensional 

subspace on which o1Xf + a2 Xt vanishes. We now complete the induction step 
as before, and Theorem 1.3 is proved. 

Proof of Theorem 1.4. By a result of Lewis [11], the congruence 

a X 3 + ,,.:, + (l ,..,,3 - 0 
1 1 a2.,,2 - 3.,,,3 = (mod p) 

is solvable 11ontrivially for every p. aud thus we ma:v take C\ (3) = 1 in Theorem 
1.3. Applying Theorem 2.1 with n3 = C7 = 1. d = (s - 3)/2 + 1 = (8 - 1)/2. we 
obtain the desired result. • 

\Ve conclude this section by proving Theorem 1. 7. According to the Chevalley
Warning theorem [13. page 136] for given p there is a E JF~+l \ { 0}. such that 
G(a) = 0. The multiples of a form a 1-dimensional subspace on which G 
vanishes. Arguing as in the proof of Theorem 2.1 with d = 1. s = k + 1 and 
B 1 = ... = B1,,+ 1 = mk/(k+l), we obtain a solution of (1.10) satisfying (1.11). 

4. Forms that do not vanish on any large subspace 

Proof of Theorem 1.1. \Ve observe that if Risa quadratic form in IFp[X1 ..... Xs] 
and 

R(0 ..... 0, Wt+I, .... w.~) = 0 identically 

for some t < s . we may write R in the form 

where Ali, ... , lift are linear forms. To see this, we may proceed by induction on 
t. The case t = 1 follows from the Remainder Theorem. In the induction step, 
choose Af1(w) so that 

R' = R(w1, ... ,ws) - w1Afi(w) 
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does not contain u: 1 explicitly. Then R' = R' ( U'2 . ...• 1L'.s) vanishes \vhcn 1L'2 • .... U't 
,UC' zero. Accordi11gly. 

R' ~ U'2.\h(11•2 ..... 1r.,) + · · · + 11·11'lt(li't· .... U\) 

and the' inductio11 step is complete. 
Now let ,r, be even aud take a quadratic form Q in IF p(X1 ..... X2.s) that 

vanishC's on a subspace of IF~" of dinlC'nsion s - t. There are linearl.\· independent 
linear forms L 1 (X) ..... Lt(X) such that Q(x) = 0 whenever L 1 (x) = ... = 
L,(x) = 0. Choose linear forms Lt+l• .... L 2., such that det(L 1 ..... L 28 ) =I=- 0 and 
make the change of variables 1/J = L J (x) (1 S:: j s; 2s). \\'e write 

Q 1 (Y1- · · ·, ,1/2,) = Q(1·1. - • • • .T2s)-

Since Q'(O ..... 0. ll'1+1- .... w2s) = 0 identically. we have 

Since there are no tNms .IJ, YJ \\"ith i > t. j > t, the matrix of Q1 may be writ ten 

[ H~'' I ~] 
where A is t x t allCl Bis t x (s -t). If t = s/2.detQ' = (-l)"l 2 (cletB) 2 . Sine(' 
det Q = r det Q' for some r E (IF;))2. we have (-1)",-/2 <let Q E (IF;)2. which proves 
Theorem 1.1 (ii). If t < .s/2. it is easy to see that any product occurring in <let Q' 
has a factor 0. so that det Q' = 0 and <let Q = 0. This completes the proof of 
Theorem 1. 1 . • 
Proof of Theorem 1.6. Suppose that A1, vanishes on a subspace V of IF; having 
dimension d. when d=s/2 (seven). d=(,r,+l)/2 (.s odd). Let u.x bein V. 
Then 

( 4.1) 

for any z1 . z2 in IFP. Since p > k, the coefficient of z~ z;'- 11 must be O for h = 
0 ..... k. In particular. 

s 

Qu(x) := I: k-2 2 ·) CljU. .T. = l 
.7 J (x E: V). ( J.2) 

J=l 

By Theorem 1.1. if s is even we may assert that 

( 1).s/2 ( . )1 .. -2 (IF* )2 - a1--.as U1--.Us E p • (4.3) 

for arbitrar:· u Ill V with u 1 ... U 8 =I=- 0. 
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Let U be a matrix whose rows are a basis of V. There are two cases to 
consider. 
Case 1. U has zero columns, let us say columns 1, ... , r. 

In this ca8e Qu can be considered as a quadratic form in s - r variables, 
which vanishes on a subspace having dimension d. Moreover, d > ( s - r) /2. The 
number of elements of V having a zero coordinate in a given position j, j > r, is 
pd- l , since these are the elements of a ( d- 1 )-dimensional subspace of V. So there 
are at least pd - (s - r)pd-l elements u of V with Ur+i ... u" =/ 0. Now for each 
such u, Qu has nonzero determinant, and since p > s, we obtain a contradiction 
by comparing (4.2) with Theorem 1.1. 
Case 2. U has no zero column. By the argument in the preceding paragraph, 
there is u in U with u 1 ... Us =/ 0. If s is odd, (4.2) contradicts Theorem 1.1. 
Thi8 proves Theorem 1.6 (i). 

Suppose now thats is even. If k is even, then (4.3) shows that (-l) 8 12a 1 ... as 
E (lF;)2, proving Theorem 1.6 (ii) in this case. Thus ,ve may suppose that k is 
odd; ( 4.3) now yields a conclusion for any element v of V: 

for every choice oft in IFP except t = -vi/u1 , ... , t = -v8 /Hs. In terms of the 
character 

x(x) = (i). 
we have the inequality 

:I:: x(-1yl2 IT ai(tuJ +vJ)) 2". p- s > p/2. 
tEiFp J=l 

Now the character sum in (4.4) has modulus at most 

(s - l)p1/2 

unless the polynomial 

s 

f(t) = (-1)812 IT aJ(tuJ + VJ) 
j=l 

( 4.4) 

is a perfect square [13, Theorem 2C']. Since p/2 > (s - l)p 1 / 2, we conclude that 
f (t) is a perfect square. The zeros of f occm in pairs, say 

~- V2 =0, .... V.s-1 _ ~ =0. 
U1 U2 Vs-1 'Us 

(4.5) 

Since v iR an arbitrary point in V, and since p 8 / 2 > s!p-'/2 - 1 , it is clear that 
one of the s/2-dimensional subspaces, defined by (4.5) or an analogous pairing, 
coincides ,vith V. 
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Consider the point ( u 1 , u2 , 0, ... , 0) of V. We have 

giving (1.9) for i = 1; and clearly (1.9) holds for 2 s i s s/2 in the same ,vay. 
This establishes Theorem 1.6 (ii). 

Part (iii) of the theorem is now obvious. For instance, if k is odd, choose 
a 1 = ... = as-I and Os in a different coset of (IF;)k from a 1 • so that no numbering 
could allow (1.9). • 
Proof of Theorem 1.5 (i). We proceed by induction on s. The case s = 1 
is obvious. In the induction step, let Ak be a form in 1Fp(X1 , ... ,X8 ) withs s 
k + 1, a1 ... a8 =/=- 0 and suppose that Ak vanishes on a subspace V of IF; having 
dimension d. Let U be a d x s matrix ,vhof:ie rows are a basis of V. If U has 
zero columns, we form a block B0 consisting of the numbers of these columns 
and get the desired result by applying the inductive hypothesis to the form in 
the remaining variables. Thus we may exclude this case, and as in the proof of 
Theorem 1.6 there are at most spd-I elements u of V with u 1 ... Us= O. 

Fix u in V with u1 ... Us =/=- 0. We relabel the variables so that the first d 
columns of U are linearly independent, and let h 1 , ... , hd be any d elements of 
FP with 

, ... , distinct. 
U1 1.ld 

Since the reduced echelon form of U has standard basis vectors as its first d 
columns. we can find v in V of the form 

V = (h1, ... ,h,1,Vd+I,,,, ,vs), 

\iVe now apply ( 4.1) with v in place of x. Thus 

8 

L k-h h O a1 1l · V · = J J 
(h = 0, 1, ... , k); 

j=l 

rewrite this in the form 

s 

L (h=O,l, .... k) (4.6) 
j=l 

where ri = vi/u,. 
Let R 1 = r 1 , ... , R,1 rd, ... , Rm be the distinct ones among r 1 , ... , r 8 • • 

\iVe rewrite ( 4.6) in the form 

m 

L bnR~: = 0 (h = 0, 1, ... , k) (4.7) 
n=l 
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,vhere 

b,, = L a1 u;: 
jEl3,, 

Bn is the set of j in {1. .... s} with rJ =Rn. 
The first m equations (4.7). those with 0 s h s 111 - 1. form a system of 

lin0ar equations whose determinant is the Vanclermonde detenuinant det( R{) ( i = 
1. .... m: j = 0. 1. .... m - 1) which is not zero. \Ye conclude that b1 = · · · = b,,, = 
0, that is. 

La Ju]= 0 (11 = 1. .... m). 
jEB,, 

\iv~e may reduce the number of blocks B11 to d by uniting blocks. and Theorem 1.5 
(i) follmvs. 

(ii) Choose a 1 ..... a,, from cfo,tinct cosets of (JF;t. If A1.: vanishes on a 
subspace of dimension d. and if u1 ••... 11 8 arc chosen as in (1.8). thell no BJ can 
have fewer than three clements. Thus 3d s s as required. • 

5. Small fractional parts of additive forms 
\Ve assemble some lemmata needed for the µroof of Th<:orem 1.8. \Ve assume. as 
we may. that r is sufficiently small and N > C8 ( s. k. f): and write T/ = f 2 . L = 
[Na,ik-f+TJ]. and 

SJ (m) = L e(m>.Jxk) 
.r= 1 

where e(0) = e21rie. Implied constants depend at most on 8. k and E. 

Lemma 5.1. 8uppo::;e that for some >. 1 •...• As with s > K. K = 2A-- 1 . k 2 3. the 
inequality 

(5.1) 

ha.s no solution with 
0 < max(IY1I .... , IYsl) SN. (5.2) 

Then after relabelling >. 1 •... , A.s. there i.s a set B of natural numbers. BC [I. L]. 
and there are positive numbers B 1 2 ... 2 B.s such that, for rn E B. 

B, < IS\(m)I s 2Bi (i = 1. .... s). (5.3) 

.l\Ioreover. 

(5.4) 

Proof. This may be shown by a slight variant of the argument on p. 184 of [2]. • 
Lemma 5.2. Suppose thM for some j, 1 s j s n and some m. s m s L we 
have 

(5.5) 
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Then there i!:-i a natural mm1bf'r q1 and an integer v1 with 

(5.6) 

(5.7) 

nnd there i!:-i a 11at11ral n11mhff rJ and an integer bi with 

(5.8) 

(5.9) 

Proof. For the existence of q.1 and l'J. see the case J,.f = 1 of [1]. Theorem 1. \-Ve 
now apply [3]. Lemma 8.6. notiug that (5.,5). (5.6) together yield 

QJ S (N/B7)'-Nri :S; Ni,/K S N 1- 11 • 

Jn.)..,qJ - l'JI s; N-k+l-,:/K < 1v1-k-,,. 

B . > vk-1+2r,B~(A--11 > (h-1)11. 1\ 1r, 
J - 1 J - qJ ~~ . 

Thus the conditions (8.68), (8.69) in [:1] are satisfied. and the existence of rJ and 
b.; follows. • 
Lemma 5.3. Suppo!:-ie that 0 is real and that there exist R distinct integer pairs 
x. z satisfying 

10:r - zl < (, 

0 < lxl < X 

(5.10) 

( 5.11) 

where R 2:: 24(X > 0. Thf'n all integf'r pairs ;-r;. z satisfying (5.10), (5.11) have 
the same ratio z / x. 

Proof. This is a lemma of Birch and Davenport [5]: see also [3], Lemma 5.2. • 
Lemma 5.4. Under the hypotheses of Lernma 5.1, the set B has cardinality 

(5.12) 

Proof. From ( 5 .4), 

since a-s.k s; s / K. Thus Lemma .5.2 is applicable for j = 1 and each rn in B. We 
write q1 = q1(m).v1 = v1 (m) for the integers satisfying (5.6), (.5.7). The number 
R of distinct products mq1 (m) (m EB) for which m ~ /o.I, q(m) ~ Q satisfies 

(5.13) 
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for some choice of 1\1, 1 ~ 11.f ~ L and Q, 1 ~ Q ~ Nk+riB1k. This follows from 
a simple divisor argument. Let 

X = LNk+ri Blk' 

( = NT/Blk' 

In order to apply Lemma 5.3 with 0 = Ai we need to verify that R 2 24(X. Now 

(XR-i << LNk+3T/BI2klBl-i 

<< LNk+3T/(IBIN--~+T/)2k/slBl-i 

from (5.4). If 2k < s this is<< LN-k+f and so R 2: 24(X. Ifs~ 2k, we obtain 
instead the bound 

and again R 2 24(X. We conclude that there are integers s 2 1 and t such that 

Vi(m) _ ! 
mqi (m) s 

for all m in B. 
We observe that, since each mqi(m) is a multiple of s, 

Rs« 11.fQ, 

S « lvIQIBl-i NT/ 

« LNk+2riB1klBl-i 

from (5.13), (5.6). Moreover, for any m in B, 

from (5.7), so that 

from (5.14), (5.6). 

s 
IAis - ti= ( ) IAimq(m) - vi(m)I 

mq m 
S T/ -k 

« Jv/Q N Bi 

k 

11-Aiskll « l\~Q NTIB1k 

« (MQ/-i N(k+i)rilBl-k Blk 

« Lk-i Nk(k-i)+2krilBl-k Blk·2 

Now by hypothesis, either 
s > _y 

(5.14) 

( G.15) 
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or 

(5.16) 
If (5.15) holds, then 

LNk+217 B~klBl-l » N, 

which yields the first inequality of (5.12). If (5.16) holds, then 

which leads to the same conclusion and completes the proof of the first inequality 
in (,5.12). To get the second inequality, we insert the bound B1 IBI » Ns- 17 which 
follows from (5.4 ), to obtain 

IBI « LJ\Tk-l+2ry1Blh/s j\T-k+!n;/s; 

IBI « (LN- 1 ) "~k Nc 17 , 

where c = ( 2s + k) / ( s - k) < 3s . • 
Proof of Theorem 1.8. \Ve suppose that (5.1) has no solution satisfying (5.2) 
and obtain a contradiction. We select an integer h for which, in case k = 3 1 

( 2h(s-3)+4h s-h+5) h is odd,. 5 < h < s, and min h l) . ) h , -- - · ( + (s-3 +4 4 

attains its largest value over odd h in [5 1 s]. In case k > 3 we drop the restriction 
to odd h and require that 

. ((2h-2)(s-k)+4h-4 s 
lllln , 

h(s-k)+4h 4 

attains its largest value subject to K + 1 $ h $ s. 
\Ve select any rn in B. \Ve need to verify that 

If (5.17) does not hold, then 

J\T·~ ·r, ~Bi ... BslBI 

« B~-I B~-h+IIBI 

h + K + 1) 
K 

« IBIB~-1 j\T((I<-1)/ I< +r1)(s-h+l). 

\Ve now apply (5.12) to obtain 

j\Ts-r, « LJ\Tk-1+2r7 Bii-k-l j\T((K-1)/ I< +r,)(s-h+l) 

« LJ\Th-2+2r1+((I<-l)/ I< +17)(s-h+l) 
1 

L >> N(s-h+I<+I)/I<-sr,
1 

( 5.17) 
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contrary to the definition of L. This establishes (5.17) 
For j = 1. .... h. let rr b.i be the integers provided by Lemma 5.2. \Ye 

now apply Theorem 1.4. if k = 3. or Theorem 1.2. if k > 3. to obtain integers 
.1"1 ••.••. r1i. not all zero. 

such that 

For 
h IT Iv-l-11BJ(mr-1)1;1, = (B1 ... Bh)2Jv-/1-/111(111L-l)h/A· 

.1=1 » ( 1vs-17 IBI- I )2/,/ s tv~-/1-/117 ( T77 L -1 )'1 /k 

:~ l\·h-2h,11Bl-21, ;., ( mL -1 t /k. 

Using the bound (5.12). we arrive at the lower bound 

\Ye ha\'e to shO\v that the last expression is at least 

in case k = 3. and at least 
rn1? /(21,-2) N'' 

in ca.c;e k 2 4. so that we can apply Theorem 1.4 or Theorem 1.2. 
(i)k=3. 

since m :S I and 

(ii) k 2 4. 

since m :S L and 

Nl,--P.h ,1 ( LN-1 )-2h/(s-'.l) (m L -1 )1'/:l 177 -(li+l)/2 

2 x/1-'il/117( LN-1 )-2h /(s-:l) I -(h+l)/2 

> 1 

L 2h /(s-:l)+(h + 1) /2 < Nh+2h /(.s-:1)-f. 

L h 2 /(211-2)+211/(s-k) < Nh+2h/(s-k-)-E. 

This establishes the solvability of (5.19) subject to (5.18). 

(5.18) 

(5.19) 

( , '>O) .J,_ 
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We now obsf!rve that Yi = :rjrJ satisfies 

0 < max(IY1I, • • •, IYhl) :=::: N 

from (5.8), (5.18). Moreover, 

In view of (5.19), 

h 

ll..\iy} + · · · + AhY~II :=::: m- 1 L lxilklm..\jrJ - bil 
j=l 

L-1 < . 

This contradicts our initial hypothf!sis. vVe conclude that there is a solution of 
(5.1), (5.2). 

For the final remark of the theorem, we first take k = 3, s = 5 and thus 
h = 5. Then 

2h(s - 3) + 4h 

(h + l)(s- 3) + 4h 

40 
32 

5 
-
4 

s-h+5 s 
-----

4 4 

Next, takf! A:= 4, 9:::; s:::; 12 and h = 9. Then (s - h + 9)/8 = s/8, while the 
inequality 

is equivalent to 

(2h - 2)( s - 4) + 4h - 4 
h(s-4)+4h-4 

16s - 32 s 
--->-

9s - 4 - 8 

9s2 132s + 256 :::; o! 
which is easily verified; the left-hand side is increasing with s and negative for 
s = 12. • 
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