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CONCERNING THE ONVERGENCE OF NEWTON-LIKE 
METHODS UNDER WEAK HOLDER 
CONTINUITY CONDITIONS • lOANNIS K. ARGYROS 

Abstract: The concept of majorizing sequences is employed to provide a convergence analy­
sis for Newton-like methods in a Banach space. We use Holder and center-Holder continuity 
assumptions on the Frechet-derivative of the operators involved. This way we show that our 
convergence conditions are weaker; error bounds on the distances involved finer and the location 
of the solution more precise than in earlier results. 
Keywords: Newton-like method, Banach space, majorizing sequence, local-semilocal conver­
gence, Frechet-derivative, Holder continuity, radius of convergence. 

1. Introduction 

In this study, we are concerned with the problem of approximating a locally unique 
solution x* of equation 

F(x) 0, (1) 

where F is a Frechet-differentiable operator defined on a convex subset D of a 
Banach space X with values in a Banach space Y . 

A large number of problems in applied mathematics and also in engineering 
are solved by finding the solutions of certain equations. For example, dynamic sys­
tems are mathematically modeled by difference or differential equations, and their 
solutions usually represent the states of the systems. For the sake of simplicity, 
assume that a time-invariant system is driven by the equation x Q(x) (for some 
suitable operator Q ), where x is the state. Then the equilibrium states are deter­
mined by solving equation (1). Similar equations are used in the case of discrete 
systems. The unknowns of engineering equations can be functions (difference, dif­
ferential, and integral equations), vectors (systems of linear or nonlinear algebraic 
equations), or real or complex numbers (single algebraic equations with single un­
knowns). Except in special cases, the most commonly used solution methods are 

2001 Mathematics Subject Classification: 65B05, 65G99, 65Jl5, 47H17, 49M15, 
CR:1.5. 



8 Ioannis K. Argyros 

iterative - when starting from one or several initial approximations a sequence 
is constructed that converges to a solution of the equation. Iteration methods are 
also applied for solving optimization problems. In such cases, the iteration se­
quences converge to an optimal solution of the problem at hand. Since all of these 
methods have the same recursive structure, they can be introduced and discussed 
in a general framework. 

Newton-like methods 

(2) 

has been used extensively to generate a sequence approximating x* . For a survey 
on local and semilocal convergence theorems for (2) we refer the reader to [2]-[5}, 
[6], [10], [12J. Here A(x) E L(X, Y) the space of bounded linear operators from X 
into Y, and is an approximation to the Frechet-derivative F'(x) of operator F. 
Most results have used Lipschitz-type hypotheses. Here we use Holder and center 
Holder continuity conditions on F' and A instead of just Holder assumptions, 
to provide local and semilocal convergence theorems for (2). This way the upper 
bounds on the inverses are finer than before. As far as we know and at this level 
of generality the most important results by others are given in [6], [101, [12]. 

The advantages of such an approach when compared with the ones mentioned 
above are: 

(1) We cover a wider range of problems than [6], [10], [12]. since we use Holder 
instead of Lipschitz conditions; 

(2) our results compare favorably in the special case when our conditions are 
reduced to Lipschitz; 

(3) in the local case we provide a larger convergence radius. 

2. Semilocal Convergence Analysis of Newton's Method 

We need the following result on majorizing sequences. 

Theorem 1. Assume: there exist parameters K ;;,: 0, M ;;,: 0, L ;;,: 0, l ~ 0, 
µ;;,: 0, 11;;,: 0, >-1, .,\2, A3 E [0, 1], o E [0,2) such that: 

and 

where 

l + L (-11-) >.a ::;;; 1, 
1-q 

q 

(4) 

(5) 
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Then, iteration { tn} (n ~ 0) given by 

is non-decreasing, bounded above by 

t** = _11_ 
1-q' 

and converges to some t* such that 

0 :::;;; t* :::;;; t**. 

Moreover, the following error bounds hold for all n ~ 0 

Proof. We must show: 

(7) 

(8) 

(9) 

K(tk+l - tkf<i + (1 + >.1)[Mtt2 µ.] + (f + Lttt 1 )0:::;;; o, (10) 

1 - f - Lttt 1 > 0, (11} 

and 

(12) 

Estimate (9} can then follow immediately from (10)-(12) and (6). For k = 0 
(10), (12) hold by (3). We also get 

(13) 

Let us assume (10}-(12) hold for all k :::;;; n + 1. We can have in turn 

which is smaller or equal to o by (3). We used: 
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and 
k 1 - qk+l 

... + q 1J = ---17. 
1-q 

Hence the first inequality in (10) holds for all k ~ 0. 
We must also show: 

tk ~ t** (k ~ 0). 

For k = 0, 1, 2 we get 

to= 0 ~ t**, t1 TJ ~ t** and t2 ~ TJ + qT/ (1 + q)TJ ~ t**. 

Assume (15) holds for all k ~ n + 1. It follows from (9) 

tk+2 ~ tk+l q(tk+l - tk) ~ tk + q(tk - tk-1) + q(tk+l - tk) 

~ · · · ~ t1 -f- q(t1 - to) -f- · · · -f- q(tk - tk-1) q(tk+l tk} 

l qk+2 
~ T/ -f- q17 + q21J -f- ... -f- qk+lT/ = ---TJ < = t**. 

1-q 1-q 

Moreover inequality (11) holds since 

utt,+t<L(i 11 q)"' +t,;1 by(3). 

(15) 

Furthermore, (12) also holds by (6), (11) and (12). The induction for (11)-(13) is 
completed. 

Iteration { tn} ( n ~ 0} is now non-decreasing and bounded above by t** 

and as such it converges to some t* satisfying (8). 
That completes the proof of Theorem 1. • 
In the Lipschitz case we provide the following result on majorizing sequences 

which seems to be weaker than the corresponding result in Theorem 1. 

Proposition 1. Let .A 1 = .A2 = ✓\3 1. Assume: there exist parameters K ~ 0, 
M ~ 0, L ~ 0, I! ~ 0, µ ~ 0, TJ ~ 0, o E [0, 1] such that: 

and 

hg = ( K + Lo + 2
4
~0) 1J ol! + 2µ ~ o, 

2LTJ 
I!+ 2 - o ~ l, 

L~K, 

i+2µ<l, 

then, iteration { tn} (n ~ 0) given by (6) is non-decreasing, bounded above 

t** 

(16) 

(17) 

(18} 

(19) 
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and converges to some t* such tha.t 

0 ~ t* ~ t**. 

Moreover tl1e following error bounds hold for all n ~ 0 

Proof. As in Theorem 1 but to show (14) it suffices 

and 
4M 

S::-­
"' 2-0· 

But (22) certainly hold by the choice of o. Instead of (21) we can show 

1- - --S::K [ (o)k+l] o2L 
2 2-o"' l 

or (since L ~ K) 

which is also true by the choice of o. 
That completes the proof of Proposition 1. 

(20) 

(21) 

(22) 

• 
Remark 1. The range for o in Proposition 1 can be extended to o E [O, 2), if 
(16) is replaced by 

(16)' 

as it can easily be seen from the proof. Replace (16) by (16}' and call the cor­
responding proposition, Proposition 1'. Clearly the hypotheses of Proposition 1' 
are weaker than Proposition 1. 

Remark 2. Note that conditions (3), (4) (or (16)-(19)) are of the Newton-Kan­
torovich-type hypotheses (see also (57)), which are always present in the study of 
Newton-like methods [5], [9}. 

We can show the main semilocal convergence theorem for Newton-like meth­
ods. 
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Theorem 2. Let F: D ~ X -+ Y be a. Frechet-differentia.ble opera.tor. Assume: 
(a) there exist a.n approximation A(x) E L(X, Y) of F'(x), a.n open convex 

subset D 0 of D, x 0 E Do, para.meters T/ ~ 0, K ~ 0, M ~ 0, L ~ 0, µ ~ 0, 
l ~ 0, ,\1 E [0, l}, A2 E [0, 1}, ,\3 E [0, 1} such tha.t: 

and 

A(xo)- 1 E L(Y, X), l!A(xo)- 1 F(xo)II ~ TJ, 

/IA(xo)- 1 [F'(x) - F'(y)}II ~ Kllx - Yll>. 1
, 

I/A(xo)- 1 [F'(x) - A(x)}II ~ M!lx - xoll>.2 + µ, 

(23) 

(24) 

(25) 

IIA(x0 )-
1 [A(x) - A(xo)]II ~ Ll\x xoll>.3 + f for a.11 x, y E Do; (26) 

(b) hypotheses of Theorem 1 or Proposition 1 or Proposition 11 hold; 
(c) 

U(xo, t*) {x EX I !Ix - xoll ~ t*} ~ Do. (27) 

Then, sequence {xn} (n ~ 0) generated by Newton's method (2) is well 
defined, remains in U(xo, t*) for a.11 n ~ 0 and converges to a. solution x* E 
U(x0 , t*) of equation F(x) = 0. 

Moreover the following error bounds hold for a.11 n ~ 0: 

(28) 

a.nd 
llxn - x*II ~ t* - tn. (29) 

Futhermore the solution x* is unique in U(x0 , t*) if 

1 
[ K (t*)I+>.i + M(t*)>.2 + µ] < 1 (30) 

1 - £ - L(t*)>•3 1 + .,\1 l 

or in U(xo, llo) if l1Q > t*, U(xo, llo) ~Do, and 

l [ K (R + t*)l+>.i + M(t*)>. 2 + µ] & 1. (31) 
1 - £ - L(t*)>.3 1 + A1 ~ 

Proof. By induction on n we must show (28). Since, 

(28) holds for n 0, and we have by (26) for x E U(x0 , t*) 

It follows from the Banch Lemma on invertible operators [9] A(x1 ) 1 exists and 
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Assume that for 0 ~ k ~ n + 1 

(33) 

Then, we get 

(34) 

and 

Xk+2 - Xk+I = - A(xk+I)- 1 F(xk+1) 

- A(xk+d- 1 [F(xk+d - A(xk)(Xk+l - xk) - F(xk)] 
- [A(xk+1)- 1 A(xo)]A(xo)- 1 

· {1 1 

[F'(xk+I + t(xk Xk+1)) - F'(xk)](xk+I - xk)dt 

+ (F'(xk) - A(xk))(xk+1 - xk) }· (35) 

Using (6) 1 (24)-(26), (32), (33) and (35) we obtain in turn 

llxk+2 - Xk+I II ~ IIA(xk+1) 1 A(xo)II 

· {1 1 
IIA(xo)- 1[F'(xk+I + t(xk - Xk+1)) - F'(xk)]lldt 

+ IIA(xo) 1[F'(xk) -A(xk)]II }uxk+l - Xkll 

1 
~-------,--:--

1 - f - Lllxk+l xoll,\3 

X { 1 :>., /lx•+l - x,!1 1+>, + (M/lx• - xoll'' + µ)llxk+l - x•II} 
1 

~ (1 - f Lttt1)(l + A1) {I<(tk+I tk)A1 

+ (Mt~ 2 + µ)(l + A1) }(tk+l - tk) tk+2 - tk+l, (36) 

which completes the induction. Hence we have: 

and 

llxk+2 - Xk+1II ~ tk+2 - tk+I, 

IIA(xo)-1[A(xk+1) - A(xo)JII ~ Lllxk+1 - xoll,\3 + f 
~ Lt;il + f ~ L(t*),\3 + f < 1, 

llxk+2 - xoll ~ tk+2 ~ t*. 

It follows Xk E U(xo, t*) for all k ;?: 0. Iteration {xn} (n ;?: 0) is Cauchy by 
(28) in a Banach space X and as such it converges to some x* E U(x0, t*) (since 
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U(x0 , t*) is a closed set). By letting k oo in (36) we obtain F(x*) = 0. 
Estimate (29) follows from (28) by using standard majorization techniques [9]. 

Finally to show uniqueness let y* E U(x0 , t*) be a solution of F(x) = 0. 
Using the approximation 

(24)-(26) we get as in (36) for Xk+ 2 replaced by y* 

lly* - Xk+1II ::;;; IIA(xk) 1 A(xo)II 

· {11 

IIA(xo)- 1 [F'(xk + t(y* - xk)) - F'(xk)!ldt 

+ IIA(xo)- 1[F'(xk) -A(xk)ll}lly* - Xkll 

::;;; 
1 

_I!~ Lt~3 { 1 :Ai IIY* - xkll
1

+A
1 + (Ml!xk - xollA2 + µ)lly* - xkll} 

& 
1 

{ K (t*) 1
+Al + (M(t*),\2 + µ)} IIY* - Xkll- (38) 

~ 1 - L(t*)A3 - I! 1 + A1 

By (30) and (38) 
(39) 

By letting k - oo in (39) we obtain lim Xk y*. But we already showed 
k-+oo 

1im Xk = x*. Hence, we deduce x* = y*. The second case of uniqueness uses 
k-+oo 

(31) instead of (30). 
That completes the proof of Theorem 2. • 
In order for us to compare Theorem 2 with a relevant one already in the 

literature [12] we state: 

Theorem 3. Assume: 
(a) hypotheses (a.) of Theorem 2 hold for ,..\ 1 = A2 = A3 
(b) 

{ L+M} I!+µ < 1, u = max 1, K , K-/=O, 

2uK11 
h = (1 - I! - µ )2 ::;;; 1 

and set 

s* 
(1-£- µ)(1-vl-h) 

uK 
** l-µ+J(l-µ)2 -2K11 

s =---------· K ' 

l· 
' 

(40) 

(41) 

(42) 

(43) 
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(c) 
(44) 

Then, sequence {xn} (n ~ 0) generated by Newton's method (2) is well 
defined, remains in U(x 1 ,x* - 77) for all n ~ 1 and converges to a solution x* E 
U(x1, s* 77) of equation F(x) = 0. 

The solution x* is unique in 

U = { U(xo: s**) n D0 if 2K17 < (1 - µ) 2 

U(xo, s**) n Do if 2K17 = (1 - µ) 2 
. 

Moreover the following error bounds hold for all n ~ 0 

where, 

and 

llxn+l - Xnll ~ Sn+l - Sn 

llxn - x*II ~ s* - Sn, 

f(sn) 
So = 0, Sn+l = Sn (n ~ 0), 

g(sn) 

() 1 2 (. ) f s 2a Ks - 1 - f - µ s + TJ 

g(s) 1 - f - Ls. 

(45) 

(46) 

(47) 

(48) 

(49) 

(50) 

We now show that the error bounds obtained in Theorem 2 are more precise 
than the corresponding ones in Theorem 3. 

Theorem 4. Under the hypotheses of Theorem 2 (for >.1 = >.2 = ,,\3 = 1), 3 the 
following error bounds hold: 

and 

tn+l ~ Sn+l (n ~ 1) 

tn+ 1 - tn ~ Sn+ 1 - Sn ( n ~ 1) 

t* - tn ~ r* Sn ( n ~ 0) 

t* ~ s*. 

Moreover strict inequality holds in (51) and (52) if K < M + L. 

(51) 

(52) 

(53) 

(54) 

Proof. We use mathematical induction on the integer i to first show ( 46) and 
(47). For n = 0 in (6) and (44) we obtain 

~ 772 + (MO+ µ)17 %n2 + (M · 0 + µ)17 
t2 - 1] = ----'------- ~ -------

1 - f - L17 1 - f - L17 

%112 + M(17- 0)0 + µ(17-0) - g(0)(17- 0) + f(O) 
~~-----------------

9(17) 
& %si - (1 - µ - f)s1 + 1J - (a - M - L)so(s1 so) 
...._ g(s1) 

& J(s1) 
---:: g(s2) s2-s1, 
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and 

Assume: 

Using (6), (46) and (54) we obtain in turn 

ti+2 - ti+l 

f (ti+l - ti)2 + (Mti + µ)(ti+l - ti) 

1-£- Lti+I 

%(si+I - si)2 + (Msi + µ)(si+I - si) 
~ ( g Si+I) 

_ %(sH1 - si)2 + M(si+I - si)si + µ(si+I - si) - g(si)(si+l - Si)+ J(si) 

g(si+I) 

_ ~s;+1 - (1- µ - £)si+1 + 1J - (a - M - L)si(sH1 - si) 

g(si+l) 

which show (47) and (48) for all (n ~ 1). 
Let j ~ 0 we can get 

ti+j - ti ~ (ti+j - ti+j-1) + (ti+j-1 - ti+j-2) + · · · + (ti+l - ti) 

~ (si+j - Si+j-1) + (si+j-1 - Si+j-2) + · · · + (si+l - Si) 

~ Si+j - Si. 

By letting j .- oo in (55) we obtain (52). 

(55) 

(56) 

Finally (52) implies (53) (since t 1 = s1 = 0). It can easily be seen from (6) 
and (47) that strict inequality holds in (51) and (52) if K < M + L. 

That completes the proof of Theorem 4. • 
Remark 3. Due to (50) our Theorem 2 provides at least as precise information 
on the location of the solution x* than Theorem 3. Note also that t* E [77, t**], 
and under the hypotheses of Theorems 2 and 3 t* E [77, s*J where s* is given by 
(42). 

Remark 4. Let us compare condition (3) with condition (41). For simplicity let us 
consider only Newton's method. We set A(x) = F'-(x) and choose M = µ = £ = 0, 
K = L, .A1 = .A2 = ,\3 = 1 to obtain: 

(57) 

which is the famous Newton-Kantorovich hypothesis for the convergence of New­
ton's method [9}. However in general L ~ K. Hence, our condition becomes 

(58) 
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Note that 
h ~ 1 ==> h1 ~ 1 

but not vice versa ( unless if K = L). 

(59) 

Condition (57) is widely used in the literature and for a long time whereas 
(58) should be used instead. In the following example we show If, can be arbitrarily 
large. 

In the three examples that follow we use the choices of operators and pa­
rameters given in Remark 4. 

Example 1. Let X Y = R, x 0 = 0 and define function F on R by 

(60) 

where Ci, i = 0, 1, 2, 3 are given parameters. Using (60)' it can easily be seen that 
for cs large and c2 sufficiently small, f may be arbitrarily large. That is (58) 
may be satisfied but not (57). In the next example we show that (58) holds where 
(57) is violated. 

Example 2. Let X = Y = R, D [v'2-1, v'2+ 1}, x0 v'2 and define function 
Fon D by . 

1 (23/2 ) F(x) = 6x3 
- -

6
- + .23 . 

Using (61) we obtain 

17 .23, K = 2.4142136, 

h = 1.1105383 > 1 and 

L = 1.914213562, 

h1 .995538247 < 1. 

(61) 

That is there is no guarantee that Newton's method {xn} (n ~ 0) starting at x0 

converges to a solution x* of equation F(x) = 0, since (57) is violated. However 
since (58) holds our Theorem 2 shows convergence of Newton's method to x* = 
1.614507018 since (58) holds. 

Example 3. Let X = Y = R, D = [a, 2 - a}, a E [o, ½), x0 = 1 and define 
function F on D by 

F(x) = x3 
- a. 

Using (23), (24) and (26) we obtain 

1 
11 = 3(1 - a), K = 2(2 - a), L = 3 - a. 

Then (57) becomes 

h = ~(1- a)(2 - a)> 1 for all a E [o, ~). 
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However (16) for 6 = 1 gives 

1 
3(1 - a)[(3 a)+ 2(2 - a)] :::; 1 

for all 

[
5-v'I3 1) 

a E 3 '2 . 

Remark 5. The results obtained here can be used to solve equations of the form 

(62) 

Define 
Xn+l Xn -A(xn)# F(xn) (n ~ 0) (xo ED), (63) 

where, A(xn)# denotes an outer inverse of A(xn), i.e., 

(64) 

As in [10] using the Banach-type Lemma on outer inverses [10, p. 240] instead of 
the Banch Lemma on invertible operators and setting 

(65) 

exactly as in [10] and Theorem 2 we show the conclusions of Theorem 2 hold. Note 
that A(x0 )- 1 must be replaced by A#(x0 ) in (23)-(26). 

3. Local Analysis of Newton-like Methods 

We can show the following local result for Newton-like methods: 

Theorem 5. Let F: D ~ X --;. Y be a Frechet-differentiable operator. Assume: 
(a) there exist an approximation A(x) E L(X, Y) of F'(x), a simple solution 

x* E D of equation F(x) = 0, a bounded inverse A(x*) and parameters K, L, 
M, µ, f ~ 0, ..\4, ,,\5, .,\6 E [0, lj such that: 

and 

for all x, y ED; 

IIA(x*)- 1 [F'(x) - F'(y)]II :::; Kllx - YIIA4
, 

IIA(x*)- 1 [F'(x) - A(x)JII :::; Mllx - x"'IIAs + µ, 

IIA(x*)- 1 [A(x) -A(x*)]II :::; Lllx - x"'IIA6 + i 

(66) 

(67) 

(68) 
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(b) equation 

K ' ->. ->. -
--T"4 + Lr 6 + Mr 5 + µ + l - 1 0 
1 + .,\4 

(69) 

has a minimal positive zero ro which also satisfies: 

(70) 

and 
U(x*, ro) ~ D. (71) 

Then, sequence {xn} (n ~ 0) generated by Newton's method (2) is well 
defined, rem a.ins in U ( x*, ro) for all n ~ 0, and converges to x* provided that 
x0 E U(x*, r 0 ). Moreover tl1e following error bounds hold for all n ~ 0: 

Proof. Let x E U(x*,r0 ). Using (67) and (69) we get 

x*!I. 

(72) 

It follows from (73) and the Banach Lemma on invertible operators A(x)- 1 exists 
and 

IIA(x)- 1 A(x*)II ~ (1 - £ - Lllx - x*ll>.6
)-

1 

~ (1-£-Lr~6
)-

1
. (74) 

By hypothesis x0 E U(x*, r 0 ). Assume Xk E U(x*, r0 ). Using (2), (65)-(67) we 
get in turn 

llxk+l - x*II 
=IIA(xk)-1 [A(xk)(x* - xk) + F(xk) - F(x*)]II 

~IIA(xk)-1 A(x*)II { IIA(x*)-1 11 

[F'(xk + t(x* - xk)) - F'(xk)]lldt 

+ IJA(x*)- 1 [F'(xk) -A(xk)lll }llx* - xkll 

~ 1 - Lllxk ~ x•n>.e - l [ 1 :.,\4 llxk - x*IIA4 + Mllx* - xkll>.s + µ] llxk - x*II 

1 [ K >.4 M >.s -] II * II ( ) < - A6 1 .,\ To + To + µ Xk - X I 75 
1- .f- Lr0 + 4 
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which shows Xk E U(x*, r 0 ) (n;;:: 0). Moreover by the choice of r 0 and (75) 

Hence, we deduce lim Xk = x* . 
k-+oo 

That completes the proof of Theorem 5. 

(76) 

• 
Remark 6. As noted in [1]-[7], [8), [10) and [13] the local results obtained here 
can be used for projection methods such as Arnoldi's, the generalized minimum 
residual method (GMRES), the generalized conjugate residual method (GCR), for 
combined Newton/finite-difference projection methods and in connection with the 
mesh independence principle in order to develop the cheapest mesh refinement 
strategies. 

From now on for simplicity we refer only to Newton's method. That is we 
set A(x) F'(x), (x E D). 

Remark 7. The local results obtained here can also be used to solve equations of 
the form F(x) = 0, where F' satisfies the autonomous differential equation [5], 
[13]: 

F'(x) = T(F(x)), (77) 

where, T: Y ~ X is a known continuous operator. Since F'(x*) = T(F(x*)) = 
T(O), we can apply the results obtained here without actually knowing the solution 
x* of equation (1). 

We complete this section with a numerical example. 

Example 4. Let X Y = R, D = U(0, 1) and define function Fon D by 

F(x) = ex -1. (78) 

Then it can easily be seen that we can set T( x) = x + 1 in (77). Since F' ( x*) = 1, 
we get IIF'(x) - F'(y)II ~ ellx -yll. Hence we set K e. Moreover since x* = 0 
we obtain in turn 

F'(x) - F'(x*) 
x2 xn 

ex - 1 x + 2! + ... + n! + ... 

= ( 1 + ;, + • .. + x:/ + · •-) (x - x*) 

and for x E U(0, 1), 

IIF'(x) - F'(x*)II ~ (e - l)llx - x*IJ. 

That is, L = e -1. We obtain for .,\ 1 = .,\2 = .,\3 = 1, 

ro = .254028662 
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Rheinholdt in [11] used 

2 
r1 = -=-

3K 

In this case we get 

r1 = .245252961. 

That is our convergence radius ro is larger than the corresponding one r 1 due to 
Rheinholdt [11). This observation is very important in computational mathemat­
ics, since it allows a wider choice of initial guesses x0 (see also Remark 6). 
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