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Abstract. In this paper, we describe the structures of the left B°-modules
The(B) and Nje(B) for i > 0, where B is a certain finite dimensional self-
injective Nakayama algebra, B¢ is the enveloping algebra of B, 7pe is the
Auslander-Reiten translation in the category mod (B¢) of finitely generated
left B°-modules and Npe: mod (B) — mod (B°) is the Nakayama functor.
Moreover, we compute the Tge-period and the NVge-period of B.
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81. Introduction

Let A be a finite dimensional self-injective algebra over a field K, and let A°
be the opposite algebra of A. We denote the category of finitely generated left
A-modules by mod (A) and the Auslander-Reiten translation in mod (A) by
74. The Nakayama functor Ny: mod (A) — mod (A) is defined by the compo-
sition D( )Y, where ( ) is the contravariant functor Hom( , A): mod (A) —
mod (A°) and D is the duality Homg( , K): mod (A°) — mod (A). In this
paper, we deal with 74 and A4 in the case where A is the enveloping algebra
B¢ := B ®p B° of a certain self-injective Nakayama algebra B.

Let K be a field, s a positive integer and I" the cyclic quiver with s vertices
e1,es,...,es and s arrows aj,as, ..., as such that a; starts at e; and ends at
€i+1. S0 a; = e;jiaie; holds for all 1 < ¢ < s in the path algebra KT, where
we regard the subscripts ¢ of e; modulo s. Denote the sum of all arrows of
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by X: X =a; +as+---+as € K['. If K is an algebraically closed
field, then it is known that a self-injective Nakayama algebra over K which is
basic, indecomposable and nonisomorphic to K is of the form B := KT'/(XF)
where k > 2 (see [EH]). And, in [EH] this algebra is denoted by B¥. In [P2],
Pogorzaty computes the 7ge-period of the left B®-module B by means of the
Galois covering of B¢. In this paper, we determine the structure of the left
Bémodules Ni. (B) as well as the 75.(B) for i > 0 by using the structure of
syzygy module Q%. (B) given in [EH, F], and hence we compute the 7ge-period
and the Nge-period of B.

In Section 2, as preliminaries, we describe the definitions and some proper-
ties of 74 and N4 for any finite dimensional self-injective algebra A. Moreover,
for any finite dimensional algebra C, any algebra automorphism «: C' — C
and M € mod (C*¢), we give the definition of the left C°-module 1M,. In
Section 3, we consider the dual module D(e;B ®x Bej) (1 <1,j < s) for the
indecomposable projective right B®-module e;B @k Be; (Proposition 3.3). In
Section 4, we give a minimal injective B®-copresentation of 7. (1 Bgn) for some
algebra automorphism 3: B — B and any integer n with n > 0, and hence we
describe the structures of 75.(B) and N (B) (i > 0) (Theorem). Moreover,
we compute the Tge-period and the Nge-period of B (Corollary 4.6). Finally,
as Appendix, we give an alternative proof of Theorem in Section 4 by means
of the Nakayama automorphism v of B€.

For general facts on algebras we refer to [ARS]. Throughout this paper, we
will denote ®x by ®.

82. Preliminaries

Let A be any finite dimensional self-injective algebra over a field K. We denote
the contravariant functor Homy( , A): mod (A) — mod (A°) by ( )V and the
duality Homg( , K): mod (A°) — mod (A) by D. Since A is a self-injective
algebra, ( )V: mod (A) — mod (A4°) is a duality. So the Nakayama functor
N4 :=D( )V: mod(A) — mod (A) is an equivalence of the categories.

Take any M € mod (A) and fix a minimal projective A-presentation P; EiY

Py 19 M = 0 of M. We define a left A-module Q4 (M) := Ker fo and we put
Q%Y (M) := M and Q4 (M) := Q4 (QfA_l(M)) for each ¢ > 1. Then we have the
exact sequence

0 — Q2(M) -l o
Also, we define a A°-module Tr 4 (M) := Coker f,’, which is called the transpose

of M. Then we obtain the following exact sequence of left A°-modules:

I Py £

0— MY pY Tra(M) — 0,
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Vv
where P/ LR Py — Try(M) — 0 is a minimal projective A°-presentation of
Tra(M). Furthermore, we define a left A-module 74 (M) := DTr4 (M), which
is called the Auslander-Reiten translation. Then we get the following exact
sequence of left A-modules:

Na(fr)
LA LI

0 — ra(M) —— Na(P1) Na(Py) 2290, wryary — 0,

where 0 — 74(M) — Na(Py) Nafo N4(Pp) is a minimal injective A-copres-
entation. Here, since N4 is an equivalence, we easily obtain isomorphisms
TA(M) ~ Q3N 4(M) ~ NaQ%4 (M) of left A-modules.

For each M € mod (A), we put 73(M) := M and 74 (M) := 74 (T"*l(M))
for i > 1. A left A-module N is 74-periodic if 7}{'(N) ~ N for some positive
integer m. Then the T4-period of N is the smallest positive integer n with
7%(N) ~ N. Similarly, for each M € mod (4), we define N§(M) := M and
N(M) == Ng (N{HM)) for i > 1. A left A-module N said to be Na-
periodic if NJ'(N) ~ N for some positive integer m. Then we call the smallest
positive integer n with N (N) ~ N the Ny-period of N.

Let C be any finite dimensional algebra over a field K, a: C' — C an algebra
automorphism, and M a left C'°-module, equivalently C-bimodule. Then we
will define the left C°-module 1 M,, as follows: ; M, has the underlying K-
space M, and the action of C' on M from the left is the usual one. The action
« of C' on M from the right is defined as m * b = ma(b) for m € 1M, and
b € C. Moreover, for each C®-homomorphism f: M — N, we define a C*¢-
homomorphism 1 fo,: 1My — 1Ng by 1fa(m) = f(m) for each m € 1 M,,. Then,
by setting F,,(X) := 1X, for each object X in mod (C¢) and F,(f) := 1 f, for
each morphism f in mod (C), we have the functor Fy,: mod (C¢) — mod (C*).
It is easy to check that F,-1Fy = FoFy-1 = lyeq(ce) holds. So F, is an
isomorphism of the categories. In particular, if ¢»: P — M is a projective
cover in mod (C¢), then F,(v)) = 194: 1Py — 1M, is also a projective cover
in mod (C°).

83. A self-injective Nakayama algebra and its enveloping algebra

Let K be a field, s a positive integer and I' the cyclic quiver with s vertices
el,...,es and s arrows aq,...,as. Denote the sum of all arrows in the path
algebra KT' by X: X = a; + --- + a,. Then XJe; = eiHXj = Qitj—1-""Qj,
the path of length j for j > 1, where we regard the subscripts ¢ of e; modulo
s.

We denote the algebra KT'/(X*) by B, where k is a positive integer with
k > 2. Note that the set {Xjei 11<i<s,0<j<k— 1} is a K-basis of B, so
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dimg B = ks. In this section, we consider the dual module D(e;B® Be;) (1 <
i,j < s) of the indecomposable projective right B¢-module e; B ® Be;.

First we consider the dual modules D(Be,,) and D(e,,B) for each m (1 <
m < s). Clearly the set {X7e,, |0 < j < k — 1} gives a K-basis of Be,, and
the set {e, X7 |0 < j < k—1} gives a K-basis of e,, B. We take the dual basis
{(X7e,)* |0 < j < k—1} of D(Bey,), that is, each (X7e,,)* € D(Ben) (0 <
j < k—1) satisfies that ((X7e;,)*)(X%,,) = 1if ¢ = j, 0 if ¢ # j. Similarly,
we take the dual basis {(e;, X7)*|0 < j < k — 1} of D(e,,,B).

Lemma 3.1. Let j and m, n be integers with 0 < j < k—1 and 1 < m,n < s.
Then, for (X7e,)* € D(Bey,), we have

(Xjem)*X: 0 . Zf]:();
(X7 lem)* if1<j<k—1,
0 ifnZm+j (mod s),

(XTem) en = {

(X7en)* ifn=m+j (mod s).

Moreover, for (e, X7)* € D(enB), we obtain

" (e XPYH) 1< i<k —1,
0 ifnZzm+j (mod s),

en(emX?)" = {(eij)* ifn=m+j (mod s).

Proof. We will show that the first equation holds. For 0 < ¢ < k—2, we obtain
((em)” X) (X9ep) = (em)” (X9 ey,) = 0. Also, we have ((€,,)" X) (X" eyy)
= (em)" (X"en) = (em)"(0) = 0. So we get ((em)*X) (X%y,) = 0 for all
q (0 < g < k—1), which implies (€,,)*X = 0. If 1 < j < k— 1, then we
have ((X7en)*X) (X7 ten) = (XPem)*(Xen) = 1. Moreover, for 0 < ¢ <
k—1 with ¢ # j — 1, we have ((X7e,)*X) (X%,) = (X ep)* (X7 ey) = 0.
Therefore we obtain (X7e,,)* X = (X7 te,,)*.

Next, we will verify that the second equation holds. First we deal with
the case n Z m + j(mods). Then, for 0 < p < k —1 with m = n —
p (mod s), we have €, = €, and p # j. So we obtain ((X7ep,)*e,) (XPem) =
(Xem)* (enXPem) = (X7 em)*(XPep—pem) = (X7en)*(XPep,) = 0. Moreover,
for 0 < p < k—1 with m # n — p(mods), we have e, # ey—p. So we
obtain ((X7em)*en) (XPem) = (XJen)* (enXPerm) = (X epm)* (XPep—pem) =
(X7e,)*(0) = 0. Hence we get ((X7en)*e,) (XPep) = 0 for all p (0 <
p < k — 1), that is, (X’e;,)*e, = 0. Next we deal with the case n = m +
j (mod s). Then we have e, = €5,1;. So, it follows that ((X7e,,)*e,) (X ey,) =
(X7em)* (ems+j X em) = (X7 em)* (X ey) = 1. Furthermore, for 0 <p <k —1
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with p # j and p = j(mods), we clearly have e, = epyy,. Thus we ob-
tain ((X7em)*en) (XPem) = (Xlem)*(eprmXPen) = (Xiem)*(XPem) = 0.
Also, for 0 < p < k — 1 with p # j(mods), we get e, # e,—p. So we
obtain ((X7ey)*en) (XPem) = (XVem) (enXPem) = (Xiem)* (XPen—pem) =
(X7e,)*(0) = 0. Therefore we have (X7e,,)*e, = (X en)*.

The rest of the lemma is shown in a similar way above. O

Since B is a self-injective algebra, we get D(Be,,) ~ ;B as right B-modules
for some 1 < t < s and D(e,, B) ~ Be, as left B-modules for some 1 < r < s.
In fact, we have the following lemma.

Lemma 3.2. Let m be an integer with 1 < m < s. Then the following
homomorphism of K-spaces is the isomorphism of right B-modules:

®: D(Bep) — emir-1B;  (XVem)  — epmip 1 X771 (0<j<k—1).

Also, the following homomorphism of K-spaces is the isomorphism of left B-
modules:

U : D(eyB) — Bepm_gi1;  (emX) — XF 77 e, 1 (0<j<k—1).

Proof. Clearly ® is an isomorphism of K-spaces. We prove that ¢ is a
homomorphism of right B-modules. Since B is generated by e; (1 < i <
s) and X, it suffices to verify that ® ((X7e,)*X) = @ ((X?en)*) X and
P ((emX)*en) = ® ((emX7)*) e, hold for 0 < j < k—1and 1 < n < s.
We will show that the first equation holds. If j = 0, then by Lemma 3.1 the
left hand side equals ®(0) = 0 and the right hand side equals e, _,_1 X* 1 X =
emk-1X¥ = 0. If1 < j < k —1, then by Lemma 3.1 the left hand
side equals ® ((Xj_lem)*) = em_rp_1X"7 and the right hand side equals
emik—1 X" T1X = epir_1X¥ 7. Next we will show the second equation
holds. If n # m + j (mods), then by Lemma 3.1 the left hand side equals
®(0) = 0. On the other hand, since e,, # €44, by Lemma 3.1 the right hand
side equals (em+k,1Xk_j_1) en = Xk_j_lem+jen =0. If n=m+ j(mods),
by Lemma 3.1 the left hand side equals ® ((X7ep)*) = emip1 X771 =
Xk*jflemﬂ. On the other hand, since e, = €,,4;, by Lemma 3.1 the right
hand side equals (em+k_1Xk_j_1) ey = Xk_j_lem+jen = Xk_j_lemﬂ.
Similarly, it is shown by Lemma 3.1 that ¥ is an isomorphism of left B-
modules. O

It is known that the set {e,, ® e |1 < m,n < s} is a complete set
of the primitive orthogonal idempotents of B¢ (see [H]). Therefore Be,, ®
enB (~ Bf(e,, ®e;)) is an indecomposable projective left B¢-module and
emB® Bey, (~ (e, ® e;) B€) is an indecomposable projective right B¢-module
for each 1 < m,n < s. Since B is a basic self-injective algebra, B¢ is also a
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basic self-injective algebra (cf. [P1]). Hence D(e,,B ® Be,,) ~ Be; ® e, B for
some 1 < t,r < s. In fact, we have the following lemma.

Proposition 3.3. Let m, n be integers with 1 < m,n < s. Then, we have the
following isomorphism of left B¢-modules:

D(emB o2y Ben) — Bep 1 @ enyr1B;
(emX'® XVep) — X7 le 11 @enpp 1 X7 (0<i, 5 <k—1).

Proof. By [M, Chapter V, Proposition 4.3], we get the isomorphism F': D(e,, B)
®D(Be,) — D(e,, B ® Be,) of K-vector spaces given by F(f ® g)(z ® y) =
f(z)g(y) for f € D(eyB), g € D(Bey), x € e, B and y € Be,,. We will show
that F' is an isomorphism of left B¢-modules. For a ® b° € B¢ (a,b € B), f €
D(enB), g € D(Bey), x € €, B and y € Bey,, we get F ((a®b°)(f ®g)) (x ®
y) = F((af)@(gb))(xz@y) = ((af)(x)) ((gb)(y)) = f(xa)g(by) = F(f@g)(za®
by) = F(f®g)(z@y)(a®b°)) = ((a@b°)F(f ®g)) (r @y). This implies
that F ((a®0°)(f®g)) = (a ®@ b°)F(f ® g) holds for all a ® b° € B¢ and
f®g e D(e,B) ® D(Bey,).

Now, it is easy to check that F' is an isomorphism of K-spaces given
by F((enX)* @ (X7en)*) = (emX' ® XJe,)* for each 0 < i,j < k — 1.
So F~': D(e;,B ® Be,) — D(epn,B) ® D(Be,) is an isomorphism of K-
spaces given by F~! ((emXi ® Xjen)*) = (emX9)* @ (X’ey,)*. Furthermore,
by Lemma 3.2, we easily obtain the isomorphism G: D(e,,B) ® D(Be,) —
Bem g1 ® enip_1B of left B-modules given by G((e,X")* ®@ (X7e,)*) =
X k_i_lem_k_l,_l ® enth—1X k=j—1, Consequently, we get the isomorphism

GF™': D(eB ® Be,) — Bep_i1 @ engk_1B;

(emXi ® Xjen)* — ini*lem_kﬂ ® en_Hg_le*jfl
0<i,j<k—1)

of left B¢-modules. OJ

§4. The modules 75.(B) and N, (B)

In this section, we describe the structures of the left B®-modules 75.(B) and
Le(B) for i > 0, and we compute the Tge-period and the Npe-period of the
K-algebra B = KT'/(X*) (k > 2).

We define the projective left B®-modules

S S
Py = @Bei ® e B, P = @BeiJrl ® e;B.
i—1 i=1
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Then we obtain the following exact sequence of B®-modules ([EH, F]):

K ¢ bis

(41) O—)lBﬁ,k Pl PO B—>O,
where left B®-homomorphisms ¢ and x are given by
¢(€i+1 ®€z‘) = €it+1 (X® 1—-1 ®X)€i7
k—1
k(ei) = e; ZXJ @ XF 71 e for1<i< s,
j=0

and 7 is the multiplication, and P; LA Py 5 B — 0 is a minimal projective
Bef-presentation of B. We define an algebra automorphism G: B — B by
e — ei—1, a; — a;—1 (1 <1< s). Here, we note that the order of 5 equals s.
Let n be any integer with n > 0. First, we give a minimal projective
B¢-presentation of 1 Bgn. We define projective left B°-modules

S S
Qo = @Bei ® eipnB, Q1= @Bei—i—l ® eitnB.
i=1 i=1

Lemma 4.1. We have the following exact sequence of left B¢-modules:

P 0

(4-2) 0— 1Bﬂn7k LN Q1 Qo 1Bﬁn — 0,

where the left B¢-homomorphisms 0, ¥ and p are given by
0(ei @ €iyn) = €i,  Y(€it1 ®e€itn) = €41 (X @1 —1® X) €i4n

and

k—1
ple;) = e; <Z X'® Xk_l_1> €ivn—k for1<i<s.
1=0

Moreover, Q1 LA Qo LA 1Bgn — 0 is the minimal projective B-presentation
Of 1B/3n .

Proof. Applying the functor Fin to the exact sequence (4.1) we have the fol-
lowing exact sequence:

0 — 1Bgn—» i 1(P1)pn 20, 1(Po)gn 7, 1Bgn — 0,

where 1(P)gn e 1(FPo)gn e 1Bgn — 0 is the minimal projective B®-

presentation of 1 Bgn.
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Let go: 1(Py)gn — Qo and g1: 1(Py)gn — Q1 be B°-homomorphisms given
by the followings respectively:

go(ej®ej) =ej@ejin, g1(ejr1®ej) =ejr1®@ejpn for1<j<s.

Then it is easy to see that gy and g; are isomorphisms of left B®-modules.
Also, by setting ¢ := 1mgn o go_l, 1 1= go 0 1¢pn © 91_1 and p 1= g1 © 1Kgn, We
get the commutative diagram

0 —1 Bgur —22 (P g O (P)ge T (B 0

H o ] H

0 —1 Byt Lo AN Qo _0 . 1 Bgn—s 0
of left B®-modules. Furthermore, for each j (1 < j < s) we get

0(ej ®ejin) =17pn (&5 ® €5) = e,

Y (€j+1 @ €jin) = (go © 10pn) (€j+1 @ ;)
:go(ej+1(X®1—1®X)ej)
= €j+1 (X®1—1®X)€j+n,

and

Hence (4.2) is exact and @ 4, Qo LA 1Bgn — 0 is the minimal projective
B¢-presentation of 1 Bgn. So the lemma is proved. O

Now, consider the right B¢-module (Be,,®e, B)Y:= Hompge(Be,,®e, B, B®)
for 1 < m,n < s. We identify B® with B ® B as left B®-modules via the
isomorphism B¢ — B® B; x ®y° — z ®y of left B®-modules. Then we easily
obtain the following.

Lemma 4.2. Let m and n be integers such that 1 < m,n < s. Then the
map © : (Bep, ® e, B)Y — e, B ® Be, given by O(u) = ule, @ e,) (u €
(Bem @ e,B)Y) is an isomorphism of right B¢-modules.
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Proof. By [ARS, Chapter I, Proposition 4.9], © is an isomorphism of K-vector
spaces. Then it is easy to see that © is an isomorphism of right B®-modules.
O

Next we will give a minimal projective (B¢)°-presentation of Trpge(;Bgn).
We define the projective right B®-modules

Ry=@eiB® Beirn,  Ri=EDei1B® Beign.

i=1 i=1

Lemma 4.3. We have the following exact sequences of right B®-modules:

(4.3) 0— (1Bﬁn)v u Ry X Ry TI'Be(]_BBn) — 0,
where the B¢-homomorphisms n and x are given by

n(f)=f(1) forfe (Bgn)",

X(ej @ e€jtn) =€j11X @ejpn —e; @ Xejin1 forl<j<s.

Moreover, Ry % Ry — Trpe(1Bgn) — 0 is the minimal projective (B°)°-
presentation of Trpe(1Bgn).

Proof. Applying the duality ( ) = Hompge( , B®) to (4.2), we have the exact
sequence

9\/

0 — (1Bgn)" Q —— QY Trpe(1Bgn) — 0

\%
of right B®modules, where QY LN QY — Trpe(1Bgn) — 0 is the minimal
projective (B¢)°-presentation of Trpe(;Bgn). By Lemma 4.2, we have the
isomorphisms

S
ho: Q) — P (Bei ® ei1nB)” — Ry,

=1
hi: Q¥ = @ (Bei_H & GH_nB)V = R;.
i=1

of right Bmodules. Here, note that (hy'(e; ® €i4n)) (€j®€jin) = €;@eipy if
j=1,0ifj#i,and hi(u) = >0 u(€mi1 @emn) for u € QY. Furthermore,
these isomorphisms yield the commutative diagram

9\/

\%
0 E— (1Bﬁn>\/ QE)/ 1,/1 QY TI‘Be(lBﬂn> — O

H 2o fm H

00— (1B5n)v i RO X Rl TI'Be(lB/gn) — 0




146 TAKAHIKO FURUYA

of right B¢-modules, where we set y := hy oY o hal and 7 := hg 0 0Y. Also,
for each f € (1Bgn)Y, we obtain

S

N(f) =ho(fo0) =D (fob)(em®emin) = > flem) = f(1)
m=1

m=1

and, for each 1 < j < s, we get
X(ej @ €jin) = ha (hy" (€ @ €jin) 0 ¥)

- Z (h51 (ej ® €jtn) © ¢) (em+1 @ €min)

m=1

S
=> ' (6 ® €j4n) (emp1 (X @1 =18 X) emyn)
m=1

S
= Z hgl (ej ® €j4n) (Xem @ emtn — €m+1 @ emint1X)
m=1
=ejnX ®ejpn — € @ Xejin.

So it is verified that (4.3) is exact and Ry = R, — Trpe(1Bgn) — 0 is the
minimal projective (B€)°-presentation of Trpe(1Bgn). Hence, the lemma is
proved. O

Next, we will give the minimal injective B®-copresentation of 7ge(1Bgn) 1=
DTrpe(1Bgn). We define projective left B¢-modules

S S
Ly = GB Be; @ ey pi2-1)B, Ly = @ Beit1 ® ej1niok—1)B-
i—1 i=1

Lemma 4.4. We have the following exact sequence of left B€-modules:

g

(44) 00— TBE(IBﬁ”) Ly Lo NBe(lBﬁn) — 0,

where the left B€-homomorphism o is given by

o(€i+1 ® €ipnyak-1)) = €it1 (X ®1—1®@ X)€ypiak-1) forl<i<s.
Furthermore, 0 — Tpe(1Bgn) — Ly 2 Ly is the minimal injective B¢-copres-
entation of Tge(1Bgn).

Proof. Applying the duality D = Homg( , K) to the exact sequence (4.3), we
have the exact sequence

D(n)

D(X) D(RO) N NBE(IBﬂn) —>0

0 — 7p<(1Bgn) —— D(R1)
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of left B¢-modules, where 0 — 7g¢(1Bgn) — D(Ry) g D(Ryp) is the minimal

injective B°-copresentation of 7pe(1Bgn). Moreover, by Proposition 3.3, we
obtain the isomorphisms

S
g0: D(Ro) = @D D (eiB ® Bein) — Lo,
i=1

S
g1: D(R1) = @D D (ei41B @ Beiyn) — Ly
=1

of left B®-modules. Here, we note that

—1(,. A — (e . X+ 1 xk1p *
9 (el+1®€z+n+2(k—1))— Cit+k ® Citntk—1

holds for 1 < ¢ < s. Using these isomorphisms, we obtain the commutative
diagram

D D
0— TBe(lBﬁn) - = D(Rl) —(&)—) D(Ro) ——(n—)—> NBe(lBﬂn) — 0

| | ] |

0— TBe(lBIBn) — Iy -7, Lo LN NBe(lBﬂn) —s 0

of left B®-modules, where we set o := gg o D(x) o gfl and p:= D(n) o gal.
Since for 1 <i,l < sand 0 < p,g < k—1 we get

(D(X) 0 g1 ") (€i+1 ® €ipnia-1))) (EXP @ Xeppy)
D(x)o (eix X"t ® Xk_l@i—l—n-i—k—l)*) (e XP ® X% 1y)

((ez-i-ka '® Xkt Citn+k— 1> ° X) (e XP @ X4 y)
<6z+ka '@ XM einin 1) (e 1 XPT @ Xe1py — e XP @ X1 11)

1 ifp=k—-2,g=k—1landl=i+k—1 (mods),
=4 -1 ifp=k—1,g=k—2andl=i+k (mod s),

0 otherwise,

it follows that

(D(x) o gfl) (eiy1® 6i+n+2(k—1))
= <6i+k71Xk72 ® Xk71€i+n+k71) - <€i+ka71 ® Xk72€i+n+k) .
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Therefore, by Proposition 3.3, for 1 < i < s we have

o (€¢+1 ® €i+n+2(k:—1))

= 40 <(€i+k—1Xk_2 ® Xk_l@i-i—n—i—k—l)* - (€i+ka_1 ® Xk_2€i+n+k)*)
= Xei @ €ipniak-1) — €it1 ® Cipnt2k—1X

=eit1 (X ®1-1®X)eiiniop-1)

Hence (4.4) is an exact sequence of left B®-modules and 0 — 7pe(1Bgn) —

L1 % L is the minimal injective B°-copresentation of 7ge(1Bgn). Therefore,
the lemma is proved. O

The following lemma is easily shown by Lemmas 4.1, 4.4.

Lemma 4.5. Let n be any integer with n > 0. Then, we obtain the following
exact sequence of left B¢-modules:

L

0— 1B13n+k:72 L1 Lo 1Bﬁn+2(k71) e 0,
where ¢ is given by
k—1
ue;) =e; ZX] @ XF I e inine for1<i<s.
j=0

Furthermore, 0 — 1 Bgntk—2 5 L1 5 Ly is the minimal injective BE-copres-
entation of 1 Bgnik—2. Hence we obtain the isomorphisms of left B-modules

TBe(lBgn) ~ 1B/6n+k—2 and NBe<1Bgn) ~ 1B6n+2(k—1)-

Now, we easily have the following structures of 75.(B) and N%.(B) for
i > 0 by induction on n.

Theorem. We have the isomorphisms of left B¢-modules
’TEE (B) ~ 1Bﬁi(k72) and Née (B) >~ 1Bﬁ2i(k71)
for alli > 0.

Corollary 4.6. The left B¢-module B is Tge-periodic and Npge-periodic, and
the Tge-period is
1 if k=2,

ifk>3

and the Npge-period is
lem (2(k — 1), 5)
2(k —1)
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Proof. If k = 2, then obviously the tge-period of B is 1. Also, if k£ > 3, then
since the order of 3 is s, the order of 8*~2 equals s/ ged(k — 2, s) = lem(k —
2,5)/(k —2). Similarly the order of 32(*~1) equals lem(2(k — 1), s)/(2(k — 1)).
This completes the proof. O

Remark. The 7pe-period of B is given in [P2, Theorem 2].

Corollary 4.7. Let s and k be integers with s > 1 and k > 2. Then the
Tpe-period of B is 1 if and only if k = 2 (mod s), and the Nge-period of B is
1 if and only if 2(k — 1) = 0 (mod s).

Appendix

In this Appendix, we will give an alternative proof of Theorem in Section 4.
Throughout this Appendix, we keep the notation in Sections 3 and 4.

First we will investigate the Nakayama automorphism of the enveloping
algebra B¢ := B® B° of B = KT'/(X*) (k > 2). We identify B¢ with B ® B
as left B®-modules via the isomorphism B¢ — B® B; x ® 1y° — x ® y of left
B¢-modules. Define the algebra automorphism v : B¢ — B¢ by g1=% @ gk-1 .
B¢ — B°.

For any integer m and n with 1 < m,n < s, by Proposition 3.3, we have
the isomorphism

Bey ® ey B — D(em+k—lB ® Ben—k+1);
Xiey @ en X — (empp 1 X7 @ X 1e, 11)*

of left B®-modules. By means of these isomorphisms, we obtain the isomor-
phisms ¥ : B¢ — D(B€) of left B®-modules. Then we have the following:

Lemma A.1. The map ¥: B¢ — 1 D(B¢), is the isomorphism of B*-bimodules.
So v is the Nakayama automorphism of B€.

Proof. 1t suffices to show that W: B¢ — ; D(B€), is the isomorphism of right
B¢-modules. Since {e,®eg, Xe,®eg, e,®(e,X)°|1 < p,q < s} generates B as
an algebra and W is the isomorphism of left B-modules, it suffices to check that
the following equations hold: W(e,®e,) = V(e,@ey)v(e,@eq), V(Xep,®eq) =
U(epr1 ® eq)v(Xep @ eg), Viep @ egX) = W(ep ® eq-1)v(ep ® (eX)°) for
p,q(1<p,q<s).

We prove that the first equation holds. Take any e, X" ® X'e, € B¢ (1 <
m,n < 5;0 < r,t < k—1). Note that ¥(e,®e,) = (eprr—1 X" 1@X " Le, f11)*
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holds. By direct calculation, we have the equation

(T(ep @ eq)rlep @ ef)) (emX™ @ X'ey)
B {1 iftm=p+k—1(mods),n=q¢q—k+1(mods)andr=t=%k —1,

0 otherwise.

So we get W(e, ® eq)v(e, @ €g) = (eppn—1 X"t ® X*eg_p1)*. This equals
U(e, ® eq). So the desired equation is proved.

Next we prove the second equation holds. Note that W¥(e,11 ® e4) =
(eprk X" 1 ® X* e, pi1)* holds. Take any e, X" ® X'e, € B¢ (1 < m,n <
$;0 < r,t < k—1). Then, by direct calculation, we have

(T(ept1 @ eq)v(Xep @ ef)) (emX @ X'ey)
1 fm=p+k—1(mods), n=q—k+1(mods),
r=k—2andt=Fk—1,

0 otherwise.

Hence we have W(e, 1 ®eq)v(Xep,®ey) = (eprr X 2@ X e, 1), Clearly
this equals U(Xe, ® e4). So the desired equation is proved.

Similarly, it is shown that the third equation holds. So we get the isomor-
phism ¥ : B¢ — 1D(B¢), of left B¢-modules. Hence, by [Y, Theorem 2.4.1],
v is the Nakayama automorphism of B€. O

There exists the isomorphism 7 = {yx|X € mod (B¢)} of the functors
between D(B¢) ®pe — and Npge, where vx : D(B¢) @pe X — Npe(X) is
given by yx(f ® 2)(¢) = (f o ¢)(z) for f € D(B°), € X and ¢ € XV.
Moreover by Lemma A.1 the functor D(B€)® ge — is isomorphic to the functor
»( ), where the functor ,( ): mod (B¢) — mod (B€) is given as follows: For
any M € mod (B¢), ,M has the underlying K-vector space M, and the left
operation * of B¢ is given by = * m = v(z)m for x € B¢ and m € ,M.
And, for any M, N € mod(B°) and any f € Hompe(M,N), the left B
homomorphism , f: ,M — ,N is given by , f(m) = f(m) for m € ,M. Hence
Npe is isomorphic to ,( ) (see [G, Section 2.1], [Y, Section 2.4]). Then we
have the following:

Lemma A.2. Let n be any integer. Then we have an isomorphism , (1 Bgn) ~
1Bgnia(e-1) of left B®-modules. Hence Npe(1Bgn) =~ 1Bgnt2k-1) as left Be-
modules.

Proof. Let € : ,(1Bgn) — 1Bgnt2-1) be the map given by {(z) = B ()
for « € ,(1Bgn). Then it is easy to check that & is an isomorphism of left
Bf-modules. O
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It is shown in [EH] that Q% (B) ~ 1 Bg-u as left B®-modules for each i > 0.
From this fact and Lemma A.2, we have an alternative proof of Theorem:

Alternative proof of Theorem. By Lemma A.2, we easily obtain the isomor-
phism N%.(B) ~ 1Bgeie-1) of left B®-modules for each i > 0. Further-
more, we get the isomorphism 75.(B) ~ (NpeQ%)(B) ~ Nj5Q%(B) ~
Npe(1Bg-in) ~ 1Biti-2) of left B-modules. ]
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