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Abstract

We prove the Landau–Ginzburg/Calabi–Yau correspondence
between the Gromov–Witten theory of each elliptic orbifold curve
and its Fan–Jarvis–Ruan–Witten theory counterpart via modular-
ity. We show that the correlation functions in these two enumera-
tive theories are different representations of the same set of quasi-
modular forms, expanded around different points on the upper-
half plane. We relate these two representations by the Cayley
transform.

1. Introduction

Landau–Ginzburg/Calabi–Yau (LG/CY for short) correspondence is
a duality originating from physics [Wit93] between the Landau–
Ginzburg (LG) model and the non-linear σ-model defined from the same
pair of data (W,G). The pairs (W,G) considered in this paper satisfy
the following three conditions:

• The polynomial W is the so-called superpotential of the LG-model.
It is a weighted homogeneous polynomial over Cn

(1.1) W : Cn → C .

The weight of the i-th variable on Cn will be denoted by qi .
• The polynomial W satisfies the Calabi–Yau condition (or CY con-

dition) that

(1.2)

n∑
i=1

qi = 1 .

• The group G is a subgroup of the group of diagonal symmetries
given by

Aut(W )

:=
{

(λ1, . . . , λn) ∈ (C∗)n
∣∣∣W (λ1 x1, . . . , λn xn) = W (x1, . . . , xn)

}
.
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The group G is required to contain the so-called exponential grad-
ing element

(1.3) JW =
(
exp(2π

√
−1q1), · · · , exp(2π

√
−1qn)

)
.

We remark that the central charge of W is n− 2, i.e.,

ĉW :=
n∑
i=1

(1− 2qi) = n− 2 .

The CY condition (1.2) implies that the hypersurface XW defined by
{W = 0} is a (n − 2)-dimensional CY variety in a weighted projective
space. Since G acts on Cn by homothety, it induces an action on XW ,
with JW ∈ G acting trivially. Thus, we get the following CY orbifold
which is a global quotient

(1.4) X(W,G) := XW / (G/〈JW 〉) .

GW theory and FJRW theory. The CY side of the LG/CY corre-
spondence is the Gromov–Witten (GW) theory of the orbifold X(W,G)

which studies the intersection theory of the moduli spaces of stable maps
from orbifold curves to the target X(W,G). While the LG side is the
Fan–Jarvis–Ruan–Witten (FJRW) theory of the pair (W,G) [FJR07,
FJR13]. It is an enumerative theory which virtually counts the solu-
tions to the Witten equation [Wit93] for the pair (W,G) and is the
mathematical construction of the LG A-model of (W,G). The details of
the GW theory and FJRW theory of the targets studied in this paper
will be given in Section 2.

For the pair (W,G), both GW theory and FJRW theory come with a
graded vector space equipped with a non-degenerate pairing, which we
denote by (

HGW, ηGW
)
,
(
HFJRW, ηFJRW

)
.

Here HGW is the Chen–Ruan cohomology [CR04] of X(W,G), and HFJRW

is the FJRW state space [FJR13] of (W,G). Let Mg,k be the Deligne–
Mumford moduli space of k-pointed stable curves of genus g and ψj ∈
H2(Mg,k,Q) be the j-th ψ-class. Let also β be an effective curve
class in the underlying coarse moduli of X(W,G), {αj} be elements in

HGW and {γj} be elements in HFJRW. Then one can define the an-

cestor GW invariant 〈α1ψ
`1
1 , · · · , αkψ

`k
k 〉

GW
g,k,β and the FJRW invariant

〈γ1ψ
`1
1 , · · · , γkψ

`k
k 〉

FJRW
g,k as integrals over Mg,k. See (2.2) and (2.13) for

the precise definitions.
We parametrize a Kähler class P ∈ HGW by t and set q = et. The Di-

visor Axiom in GW theory allows us to define a GW correlation function
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as a formal q-series〈〈
α1ψ

`1
1 , · · · , αkψ

`k
k

〉〉GW

g,k
(q)(1.5)

:=
∑
β

〈
α1ψ

`1
1 , · · · , αkψ

`k
k

〉X
g,k,β

q
∫
β P .

Similarly, we parametrize a degree 2 element φ ∈ HFJRW by u and define
an FJRW correlation function〈〈

γ1ψ
`1
1 , · · · , γkψ

`k
k

〉〉FJRW

g,k
(u)(1.6)

:=
∑
n≥0

un

n!

〈
γ1ψ

`1
1 , · · · , γkψ

`k
k , φ, · · · , φ

〉
g,k+n

.

The LG/CY correspondence [Wit93, FJR13] says that the two enu-
merative theories should be equivalent under an appropriate transforma-
tion. See [CR10, CR11, KS11, PS16, CIR14, PLS14] for progresses
on the correspondence for various pairs (W,G) at genus zero and higher
genus.

Under certain circumstances, one can use modular forms as a tool
to establish the correspondence between the GW correlation function
in (1.5) and the FJRW correlation function in (1.6). In this paper, we
address this idea for CY orbifolds of dimension one.

LG/CY correspondence for elliptic orbifold curves. Any one-
dimensional CY orbifold must be of the form

(1.7) Xa1 := P1
a1,··· ,am ,

m∑
i=1

1

ai
= 1 , a1 ≥ a2 ≥ · · · ≥ am > 1 .

Its underlying space is the projective space P1 and it has m orbifold
points. Each orbifold point is decorated by some ai ∈ Z≥2 if the isotropy
group is the cyclic group µai . These CY orbifolds are called elliptic orb-

ifold curves and there are four such orbifolds in total: P1
2,2,2,2,P1

3,3,3,P1
4,4,2

and P1
6,3,2. Each of them can be realized as a quotient of certain elliptic

curve Er

(1.8) Xr = Er/µr, r = a1 = 2, 3, 4, 6 .

The relation to the elliptic curves is what underlies the (quasi-) mod-
ularity of the GW theory which will be reviewed below. These elliptic
orbifold curves are among the simplest CY varieties and can serve as
some toy models in testing ideas and conjectures related to both geo-
metric and arithmetic aspects of mirror symmetry.

The goal of this work is to prove the LG/CY correspondence for the
pairs (W,G) for which X(W,G) is an elliptic orbifold curve using modular
forms. We shall choose the pairs (W,G) as shown in Tab. 1 below.
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Here for the pillowcase orbifold P1
2,2,2,2, G1 is generated by (

√
−1,
√
−1)

and (1,−1) ∈ Aut(x4
1 + x4

2). In general, the data (W,G) realizing an
elliptic orbifold curve is not unique, see [KS11, MS16, Bas16] for more
choices.

Table 1. Data of (W,G) for the LG and CY models

r = a1 elliptic orbifold Xr (W,G)

r = 3, 4, 6 P1
a1,a2,a3 (xa11 + xa22 + xa33 ,Aut(W ))

r = 2 P1
2,2,2,2

(
x4

1 + x4
2 + x2

3, G1 ×Aut(x2
3)
)

The LG/CY correspondence for the elliptic orbifold curves P1
a1,a2,a3 is

already studied in [KS11, MR11, MS16] using techniques from mir-
ror symmetry, Saito’s theory of primitive forms [Sai83], and Givental’s
higher genus formula [Giv01b]. The correspondence is realized by an-
alytic continuation and quantization formulas [MR11]. However, these
techniques do not generalize to the pillowcase orbifold since the mirror
singularity would have a non-trivial group action and the corresponding
theory of primitive forms has not been developed yet.

LG/CY correspondence via Cayley transform. While the previ-
ous works [KS11, MR11, MS16] rely heavily on the global and ana-
lytic structure of the mirror B-model correlation functions, the present
work uses the proof of quasi-modularity for the GW correlation func-
tions in [SZ14], and a thorough study on the expansions of these quasi-
modular forms around elliptic points on the upper-half plane. Our proof
of the LG/CY correspondence for all elliptic orbifold curves, including
the pillowcase orbifold P1

2,2,2,2, works with the A-model directly.
The crucial ingredient in our approach is the Cayley transformation

C : M̂(Γ) ⊆ CωH → CωD and its variant Chol : M̃(Γ) → OD. They are
induced by the Cayley transform C : H→ D from the upper-half plane
to the disk: based at an interior point τ∗ on the upper-half plane, it is
given by

(1.9) C(τ) =
τ − τ∗

τ
τ∗−τ̄∗ −

τ̄∗
τ∗−τ̄∗

.

Here O and Cω denote the ring of holomorphic and real analytic func-

tions, and M̂(Γ), M̃(Γ) stand for the ring of almost-holomorphic mod-
ular forms and quasi-modular forms [KZ95] for a modular group Γ <
SL2(Z), respectively.

Our main result is the following theorem on the LG/CY correspon-
dence for elliptic orbifold curves at the level of correlation functions in
all genus.
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Theorem 1.1 (Theorem 4.1 below). Let (W,G) be a pair in Tab. 1.
Then there exists a degree and pairing preserving isomorphism between
the graded vector spaces

(1.10) G :
(
HGW, ηGW

)
→
(
HFJRW, ηFJRW

)
and a Cayley transformation Chol, based at an elliptic point τ∗ ∈ H,
such that for any {αj} ⊆ HGW,

Chol

(〈〈
α1ψ

`1
1 , · · · , αkψ

`k
k

〉〉GW

g,k
(q)

)
(1.11)

=
〈〈

G (α1)ψ`11 , · · · ,G (αk)ψ
`k
k

〉〉FJRW

g,k
(u) .

The explicit map G depends on the specific model and will be given
in Section 4. We now explain the main idea of the proof in a few steps.

• According to [KS11], the WDVV equations and g-reduction tech-
nique work for both the GW theories of elliptic orbifold curves
and their FJRW companions. These techniques allow us to write
both GW and FJRW correlation functions as polynomials in some
genus zero correlation functions, which we call building blocks.
• In [SZ14], the authors proved that the GW correlation functions of

any elliptic orbifold curve are q-expansions of some quasi-modular
forms for certain modular group (described in Tab. 2 below). The
proof is based on the observation that the WDVV equations for
the GW building blocks coincide with the Ramanujan identities for
the corresponding quasi-modular forms, as well as the boundary
conditions.
• We study the local expansions of the quasi-modular forms which

arise as the GW building blocks around some elliptic points on
the upper-half plane. These expansions are called elliptic expan-
sions and the elliptic points are singled out according to the spe-
cific modular group. We relate these elliptic expansions to the
q-expansions near the infinity cusp by the Cayley transformation.
• The elliptic expansions for these quasi-modular forms satisfy equa-

tions similar to the Ramanujan identities, also the first few terms
of these elliptic expansions can be computed straightforwardly. We
identify them with the WDVV equations and boundary conditions
satisfied by the building blocks in the corresponding FJRW the-
ory. This then leads to the matching between the building blocks
in the GW and FJRW theories via the Cayley transformation.
• Theorem 1.1 is then established since the Cayley transformation

turns out to be compatible with the reconstruction process for
both GW and FJRW correlation functions in all genus.

Outline of the paper. In Section 2, we review briefly quasi-modularity
in the GW theories of elliptic orbifold curves and the basics of FJRW
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theory. Following the method given in [KS11], we use WDVV equations
and the boundary conditions to get explicit formulas for the prepoten-
tials of the FJRW theories in terms of the building blocks.

Section 3 discusses the elliptic expansions of quasi-modular forms.
We first study the elliptic expansions in general, then specialize to the
quasi-modular forms that are involved in Tab. 2 with the help of the
elliptic curve families therein. The computations on the periods and
monodromies, especially the precise constants involved on which the lo-
cal expansions depend on very sensitively, are relegated to Appendix B.

Section 4 is devoted to comparing the WDVV equations and bound-
ary conditions for the two enumerative theories and establishing the
LG/CY correspondence using the results obtained in Section 2 and 3.
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2. WDVV equations in GW theory and FJRW theory

2.1. Quasi-modularity in GW theories of elliptic orbifolds. We
first recall the basics of GW theories of elliptic orbifold curves following
the exposition part in [SZ14].

Let H∗CR(X,C) be the Chen–Ruan cohomology of an elliptic orbifold
curve X. It is equipped with the pairing η(·, ·) and the Chen–Ruan
product • . Moreover,

(2.1) H∗CR(X,C) =

 m⊕
i=1

ai−1⊕
j=1

C∆j
i

⊕C1
⊕

CP .
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Here ∆i represents the Poincaré dual of the fundamental class of the

i-th orbifold point, with its degree shifted by 2/ai; ∆j
i is ordinary cup

product of j-copies of ∆i; 1 is the Poincaré dual of the fundamental
class; P is the Poincaré dual of the point class.

Let M
X

g,k,β be the moduli space of orbifold stable maps f from a genus-
g k-pointed orbifold curve C to X, with degree β := f∗[C] ∈ H2(X,Z).

It has a virtual fundamental class which we denote by
[
M

X

g,k,β

]vir
. Let

π be the forgetful morphism to Mg,k and {evj}kj=1 be the evaluation
morphisms to the inertial orbifold. Then the ancestor orbifold GW
invariant of X (called GW correlator) is defined to be the integral of
the following GW class [CR02, AGV08],

(2.2)
〈
α1ψ

`1
1 , · · · , αkψ

`k
k

〉X
g,k,β

:=

∫
[
M

X
g,k,β

]vir
k∏
j=1

ev∗j (αj)
k∏
j=1

π∗
(
ψ
`j
j

)
,

where αj ∈ H∗CR(X,C), j = 1, 2, · · · k. We define the ancestor GW
correlation function as〈〈

α1ψ
`1
1 , · · · , αkψ

`k
k

〉〉X
g,k

(2.3)

:=
∑
n≥0

1

n!

∑
β

〈
α1ψ

`1
1 , · · · , αkψ

`k
k , tP, · · · , tP

〉X
g,k+n,β

.

It is identical to the formula in (1.5) due to the Divisor Axiom. The
GW invariants give rise to various structures on H∗CR(X,C). Among
them the quantum multiplication •q is defined by

(2.4) α1 •q α2 =
∑
µ,ν

〈〈
α1, α2, µ

〉〉X
0,3
η(µ,ν)ν .

Here both µ, ν range over a basis of H∗CR(X,C) and η(·,·) is the inverse
of the pairing η(·, ·). At the large volume limit t = −∞ (or equivalently
q = 0), the quantum multiplication •q becomes the Chen–Ruan product,
i.e., •q=0 = • .

WDVV equations and quasi-modularity. For elliptic orbifolds, the
q-series in (1.5) are proved to be quasi-modular forms [MR11, ST11,
SZ14]. The method in [MR11] uses mirror symmetry and Givental’s
formalism. It works for all the three cases except for the pillowcase
orbifold P1

2,2,2,2. The method in [SZ14], reviewed below, does not rely
on mirror symmetry and applies to all cases.

Let us now recall the WDVV equations. Let S be a set of indices
and A,B be a partition of S, that is, S = A ∪ B with A ∩ B = ∅.
Denote the cardinality of S by |S|. There is a forgetful morphism
p : M0,|S|+4 → M0,4 which forgets the first |S|-markings of a stable
curve and then contracts all the unstable components. We index the
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remaining four points by i, j, k and `. One can pull back the homologi-
cally identical boundary classes from M0,4 to M0,|S|+4 and then get the
identical boundary classes shown schematically as follows

(2.5)

⇐⇒ S
S

�
�

�
�

S
S

i

k

j

`

QQ
��

...A

{ }
B��

QQ

...S
S

�
�

�
�

S
S

i

j

k

`

A

{ }
Bµ ν µ νQQ

��

... ��
QQ

...

Integrating the GW classes over these identical boundary classes gives
a system of equations among the correlators and correlation functions.
These equations, called WDVV equations in GW theory, reflect the
associativity of the quantum multiplication. More explicitly, one has∑

A∪B=S
βA+βB=β

µ,ν

〈
αi, αj , αA, µ

〉
0,|A|+3,βA

η(µ,ν)
〈
ν, αB, αk, α`

〉
0,|B|+3,βB

(2.6)

=
∑

A∪B=S
βA+βB=β

µ,ν

〈
αi, αk, αA, µ

〉
0,|A|+3,βA

η(µ,ν)
〈
ν, αB, αj , α`

〉
0,|B|+3,βB

.

Here the notation αA means a list αa, a ∈ A and the others are similar.
It is shown in [SZ14] that the system of WDVV equations for the

building blocks for the elliptic orbifold curve Xr is equivalent to the
system of Ramanujan identities (∂τ := 1

2πi
∂
∂τ ):

(2.7)



∂τAN =
1

2r
AN (EN +

2CrN −ArN
Ar−2
N

) ,

∂τBN =
1

2r
BN (EN −A2

N ) ,

∂τCN =
1

2r
CN (EN +A2

N ) ,

∂τEN =
1

2r
(E2

N −A4
N ) .

Here (N, r) = (1∗, 6), (2, 4), (3, 3), (4, 2) and AN , BN , CN , EN are some
specific quasi-modular forms for the modular group Γ0(N) < SL2(Z).
See [Mai09, Mai11, Zho13] for details on these quasi-modular forms.
The boundary conditions also match.

As a consequence of the existence and uniqueness of solutions to an
ODE system, the building block correlation functions are quasi-modular
forms. More precisely, the quasi-modularity for the GW theories of these
elliptic orbifold curves has the pattern [SZ14] indicated in Tab. 2 below.
The elliptic curve families shown in the table have the origin from the
mirror singularities [MR11, KS11, ST11]. See also the recent works
[CHKL14, LZ15, CHL15] for a geometric construction of these curve
families using Floer theory and SYZ mirror symmetry.
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Table 2. Quasi-modularity in GW theories of elliptic
orbifold curves

elliptic orbifold Xr = X(W,G) P1
2,2,2,2 P1

3,3,3 P1
4,4,2 P1

6,3,2

group action Zr r = 2 3 4 6

modular group Γ(r) for correlations Γ(2) Γ(3) Γ(4) Γ(6)

elliptic curve family D4 E6 E7 E8

modular group Γ0(N) for curves Γ0(4) Γ0(3) Γ0(2) Γ0(1∗)

Moreover, using WDVV equations further and tautological relations
in higher genus (including Getzler’s relation and the g-reduction tech-
nique), all the non-vanishing correlation functions in (1.5) can be ex-
pressed as polynomials of the building block correlation functions and,
hence, are quasi-modular forms. This will be further explained in Sec-
tion 4.

2.2. Review on FJRW theory. In this section, we first review the
basic ingredients of FJRW theory [FJR07, FJR13]. Then we discuss
the WDVV equations and boundary conditions for the FJRW theories
of the pairs in Tab. 1.

The main ingredient in the FJRW theory for a pair (W,G) is a Co-
homological Field Theory (CohFT in short, in the sense of [KM94]) on
an FJRW state space H(W,G). Explicitly,

(2.8) H(W,G) :=
⊕
h∈G

Hh with Hh := (HNh(Fix(h),W∞h ;C))G .

Here Fix(h) ⊆ Cn is the fixed locus of the element h ∈ G and is a space
of complex dimension Nh, W∞h := (ReW |Fix(h))

−1(−∞,M � 0), where
ReW |Fix(h) is the real part of W |Fix(h).

If Fix(h) 6= 0, the elements in Hh will be called broad. If Fix(h) =
0 ∈ Cn, then Nh = 0, and Hh = H0({0}, ∅;C) ∼= C. Its elements are
called narrow. In this case, there is a canonical choice

(2.9) φh = 1 ∈ H0({0}, ∅;C) .

The state space H(W,G) is a graded vector space. For each h ∈ G, there

exist unique {Θ(i)
h ∈ [0, 1) ∩Q}ni=1, such that

(2.10) h =
(

exp(2π
√
−1Θ

(1)
h ), · · · , exp(2π

√
−1Θ

(n)
h )
)
.

For a homogeneous element γ ∈ Hh, its degree is defined by

(2.11) degW γ :=
Nh

2
+

n∑
i=1

(Θ
(i)
h − qi) .
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FJRW invariants. The CohFT for an FJRW theory consists of multi-
linear maps

(2.12) Λ
(W,G)
g,k : (HW,G)⊗k → H∗(Mg,k,C) .

The construction of {Λ(W,G)
g,k }g,k is highly non-trivial. It involves solving

the Witten equation as well as constructing a virtual fundamental cycle
analytic over the moduli space of solutions [FJR07]. See also [CLL15]
for an algebro-geometric construction for the narrow elements via the
cosection technique.

Let {γj} ⊆ H(W,G), and ψj ∈ H∗(Mg,k,C) be the j-th ψ-class, the
following integral defines a genus-g k-point FJRW invariant (or FJRW
correlator),

(2.13)
〈
γ1ψ

`1
1 , · · · , γkψ

`k
k

〉(W,G)

g,k
:=

∫
Mg,k

Λ
(W,G)
g,k (γ1, · · · , γk)

k∏
j=1

ψ
`j
j .

The invariant is called primary if `j = 0 for all 1 ≤ j ≤ k. The class

Λ
(W,G)
g,k (γ1, · · · , γk) has a degree which depends on the central charge

ĉW , the genus g, and {degW φj}. The correlator in (2.13) is nonzero
only if the following condition (called Degree Axiom) holds

(2.14) ĉW (g − 1) +
k∑
j=1

degW γj +
k∑
j=1

`j = 3(g − 1) + k .

Let γj ∈ Hhj , j = 1, 2 · · · k, if the correlator in (2.13) is nonzero, then
the following Selection Rule holds

(2.15) qi(2g − 2 + k)−
k∑
j=1

Θ
(i)
hj
∈ Z , i = 1, 2 · · ·n .

We refer the readers to [FJR13] for a complete list of axioms that these
FJRW invariants satisfy. As a consequence, the FJRW invariants induce
various structures on the state space H(W,G), including:

(1) A Frobenius algebra (H(W,G), •), where the multiplication • is de-

fined from the pairing ηFJRW(·, ·) on H(W,G) and the genus zero
3-point invariants through the following formula

(2.16) ηFJRW(γ1, γ2 • γ3) =
〈
γ1, γ2, γ3

〉(W,G)

0,3
.

(2) A formal Frobenius manifold structure on H(W,G). Fixing a basis

{φj} of H(W,G), the prepotential FFJRW
0,(W,G) is assembled from all

genus zero primary FJRW invariants

(2.17) FFJRW
0,(W,G) =

∑
k≥3

1

k!

〈
u0, · · · ,u0

〉(W,G)

0,k
, u0 =

∑
j

ujφj .
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(3) Let u =
(
u0,u1, · · ·

)
, where

(2.18) ua =
∑
j

uj,a φj z
a .

The total ancestor potential AFJRW
(W,G) is the generating series assem-

bled from the FJRW invariants of all genera:
(2.19)

AFJRW
(W,G) = exp

∑
g≥0

~1−g
∑

k:2g−2+k>0

1

k!

〈
u(ψ), · · · ,u(ψ)

〉(W,G)

0,k

 .

For simplicity, we shall occasionally drop the super- and sub-scripts
like (g, k) and (W,G) when they are clear from the surrounding texts.

Quantum product and derivatives. For an element φ ∈ H(W,G) with
degW φ = 1, we parametrize it by u and introduce the following formal
power series (primary correlation function, see (1.6))

(2.20)
〈〈
γ1, · · · , γk

〉〉
g,k

=
∑
n≥0

un

n!

〈
γ1, · · · , γk, φ, · · · , φ

〉
g,k+n

.

Its derivative is again a formal power series

d

du

〈〈
γ1, · · · , γk

〉〉
g,k

(2.21)

=
∑
n≥1

un−1

(n− 1)!

〈
γ1, · · · , γk, φ, · · · , φ

〉
g,k+1+n−1

=
〈〈
γ1, · · · , γk, φ

〉〉
g,k+1

.

Let η(·,·) be the inverse of the paring ηFJRW(·, ·). One can consider a
product •u defined by

(2.22) γ1 •u γ2 =
∑
γ,ξ

〈〈
γ1, γ2, γ

〉〉
0,3
η(γ,ξ)ξ .

Clearly this quantum product •u is a deformation of the multiplication
• in (2.16) as •u=0 = • .

2.3. WDVV equations in FJRW theories. Now we discuss the
WDVV equations in the FJRW theories for the pairs in Tab. 1. We
restrict ourselves to the cases when the elliptic orbifold curve is P1

3,3,3 or

P1
2,2,2,2. The other two cases are similar to the P1

3,3,3 case. The following
definition will be useful later.

Definition 2.1. Given a homogeneous basis {γj} of H(W,G), an ele-
ment γ ∈ H(W,G) is called primitive if it cannot be written as γ = γk •γ`
with degW γk,degW γ` > 0. A primary correlator 〈· · · 〉0,k (or a primary
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correlation function 〈〈· · · 〉〉0,k) is called basic if at least k− 2 insertions
are primitive.

Cubic case. We first consider the r = 3 case in Tab. 1 with

(2.23)
(
W = x3

1 + x3
2 + x3

3, G = Aut(W ) ∼= µ3 × µ3 × µ3

)
.

Let ω = exp(2π
√
−1/3). By the definition given in (2.8), it is easy to

see that each of the following elements in Aut(W ) generates an one-
dimensional subspace Hhi of H(W,G):

h0 = (ω, ω, ω) ,
h1 = (ω2, ω, ω) ,
h2 = (ω, ω2, ω) ,
h3 = (ω, ω, ω2) ,
h7 = (ω2, ω2, ω2) ,
h6 = (ω, ω2, ω2) ,
h5 = (ω2, ω, ω2) ,
h4 = (ω2, ω2, ω) .

We now pick φi = 1 ∈ H0(Fix(hi)) and fix a basis {φi}7i=0. The non-
degenerate pairing is given by

ηFJRW(φi, φj) = δi+j , 7 .

The non-trivial relations are φi • φj = φi+j+1 , {i, j, k} = {1, 2, 3} ,
φi • φj • φk = φ7 , {i, j, k} = {1, 2, 3} ,
φ := φ7 = φk • φ7−k , 0 ≤ k ≤ 7 .

Here as before we parametrize φ by u, and also parametrize φi by ui,
i = 0, · · · 6.

Remark 2.2. In this case, by mapping φi to xi, i = 1, 2, 3, one gets
a ring isomorphism [KS11] from the state space to the Jacobi algebra
of W(

H(W,Aut(W )), •
) ∼= Jac(W ) := C[x1, x2, x3]

/(
∂W

∂x1
,
∂W

∂x2
,
∂W

∂x3

)
.

Since degW φ = 1, according to (2.20) one can define the following
basic correlation functions:

(2.24)



f1(u) :=
〈〈
φ1, φ2, φ3

〉〉
,

f2(u) :=
〈〈
φ1, φ1, φ1

〉〉
,

f3(u) :=
〈〈
φ1, φ1, φ6, φ6

〉〉
,

f4(u) :=
〈〈
φ1, φ2, φ4, φ4

〉〉
,

f5(u) :=
〈〈
φ1, φ1, φ4, φ5

〉〉
,

f6(u) :=
〈〈
φ1, φ2, φ5, φ6

〉〉
.
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We remark that the correlation functions are invariant under the action
of the symmetric group S3 on the ordered pairs (φ1, φ6), (φ2, φ5), (φ3, φ4).

Proposition 2.3. The prepotential of the FJRW theory for the pair
(W,G) in (2.23) is given by

(2.25)

FFJRW
0,(W,G)

=
1

2
u2

0u+
1

3
u0(u1u6 + u2u5 + u3u4)

+(u1u2u3) f1 +
1

6
(u3

1 + u3
2 + u3

3) f2

+(u1u2u5u6 + u1u3u4u6 + u2u3u4u5)
3f3 + f2

2

6

+
1

2
(u2

1u4u5 + u2
2u4u6 + u2

3u5u6)
f2

1

3

+
1

2
(u1u2u

2
4 + u1u3u

2
5 + u2u3u

2
6)
f1f2

3
+

1

4
(u2

1u
2
6 + u2

2u
2
5 + u2

3u
2
4) f3

+
1

2
(u1u4u5u

2
6 + u2u4u

2
5u6 + u3u

2
4u5u6)

f2
1 f2

9

+
1

4
(u1u

2
4u

2
5 + u2u

2
4u

2
6 + u3u

2
5u

2
6)
f1f

2
2

9

+
1

6
(u1u6(u3

4 + u3
5) + u2u5(u3

4 + u3
6) + u3u4(u3

5 + u3
6))

f3
1

9

+
1

24
(u1u

4
6 + u2u

4
5 + u3u

4
4)
f3

2

9

+
1

8
(u2

4u
2
5u

2
6)

2f4
1 + f1f

3
2

27
+

1

36
(u3

4u
3
5 + u3

4u
3
6 + u3

5u
3
6)
f3

1 f2

9

+
1

24
(u4u5u

4
6 + u4u

4
5u6 + u4

4u5u6)
f2

1 f
2
2

9

+
1

720
(u6

4 + u6
5 + u6

6)
2f3

1 f2 − f4
2

9
.

Here f1, f2, f3 are the correlation functions given in (2.24).

Proof. We study the WDVV equations for these correlation functions
basing on the identity illustrated in (2.5). For example, we can choose
(i, j, k, `) = (2, 1, 3, 6) and S = {1}. Omitting the diagrams which have
no contribution, we obtain

= ++SS
��

��
SS

φ2

φ1

φ1

µ ν
φ3

φ6

SS
��

��
SS

φ2

φ1

φ3

µ ν
φ1

φ6

SS
��

��
SS

φ2

φ3

φ1 φ6

φ1

φ1

φ6

SS
��

��
SS

φ2

φ1

φ3 φ4

φ3

φ1

φ6

We may insert the φ-classes such that their indices belong to S and
then sum over the corresponding equations in the way according to the



304 Y. SHEN & J. ZHOU

right hand side of (2.20). Then we get the following equation among
the correlation functions:〈〈

φ1, φ2, φ1, φ3 •u φ6

〉〉
+
〈〈
φ1, φ2 •u φ1, φ3, φ6

〉〉
=
〈〈
φ1, φ2, φ3, φ1 •u φ6

〉〉
+
〈〈
φ1, φ2 •u φ3, φ1, φ6

〉〉
.

Recall that φ6 •u φ3 = 0, φk •u φ7−k = φ, 0 ≤ k ≤ 7, we then have

φ2 •u φ1 =
〈〈
φ2, φ1, φ3

〉〉
φ4 = f1(u)φ4 ,

φ2 •u φ3 =
〈〈
φ2, φ3, φ1

〉〉
φ6 = f1(u)φ6 .

Combining with (2.21), this equation becomes

(2.26) 0 + f1(u)f6(u) = f ′1(u) + f1(u)f3(u) .

Here f ′1(u) is the derivative of f1(u). Similarly, we can derive the fol-
lowing collection of WDVV equations (the graphical explanations are
presented in Appendix A):

(2.27)



f1f4 = f2f5, (i, j, k, `) = (1, 2, 1, 2), S = {4},
f1f5 = f ′2 + f2f6, (i, j, k, `) = (1, 2, 1, 5), S = {1},
2f1f6 = f1f3 + f2f4, (i, j, k, `) = (1, 2, 1, 3), S = {6},
f1f
′
5 = 2f5f

′
1, (i, j, k, `) = (1, 2, 5, 7), S = {1, 1},

f1f
′
3 = 2f6f

′
1, (i, j, k, `) = (2, 3, 4, 7), S = {1, 1}.

The boundary conditions can be calculated using the Selection Rule
(2.15) and the Grothendieck–Riemann–Roch formula. As computed in
[KS11], one has
(2.28)

f2(0) = f3(0) = f4(0) = f6(0) = 0, f1(0) = 1, f ′2(0) = f5(0) =
1

3
.

Using the boundary conditions (2.28), we can solve for f4(u), f5(u) and
f6(u) from (2.27):

(2.29) f4 =
f1f2

3
, f5 =

f2
1

3
, f6 =

3f3 + f2
2

6
.

Eliminating the quantity f6, we can rewrite the rest of the equations as

(2.30)



f ′2 =
1

6
f2

(
− 3f3 +

2f3
1 − f3

2

f2

)
,

f ′1 =
1

6
f1

(
− 3f3 + f2

2

)
,

(−3f3)′ =
1

6

(
(−3f3)2 − (f2

2 )2
)
.
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Following the procedure given in [KS11], we obtain the rest of the
correlation functions by analyzing the WDVV equations among all the
genus zero primary correlators. q.e.d.

It is clear from the above formula (2.25) for the prepotential that the
dependence in u are in polynomials of f1, f2, f3. Note also that the
above expression assembles the same form as the one for the orbifold
GW theory of P1

3,3,3 given in [ST11, SZ14]. This observation is one of
the motivations for finding the exact matching between the two theo-
ries.

Pillowcase. According to [FJR13, Theorem 4.1.8 (8)], the FJRW the-
ory of the pair (W,G) shown in the r = 2 case in Tab. 1 is essentially
equivalent to the FJRW theory of
(2.31)(
W1 = x4

1 + x4
2, G1 =

〈
J = (

√
−1,
√
−1), σ = (1,−1)

〉 ∼= µ4 × µ2

)
.

A basis of H(W1,G1) is induced from the following set of elements in G1:

h0 = J, h1 = Jσ, h2 = J2,

h3 = J3σ, h4 = 1, h5 = J3 .

Each element hi gives an one-dimensional subspace Hhi , which is
spanned by {

φi = 1 ∈ H0(Fix(hi)), i 6= 4 ,

φ4 = xydxdy ∈ H2(Fix(hi)) .

Note that φ4 is the only broad element and will occasionally be denoted
by R below. According to the degree formula in (2.11), we have

degW (φ0) = 0; degW (φ5) = 1;

degW (φi) =
1

2
, i 6= 0, 5 .

The non-vanishing part of the non-degenerate pairing is given by

ηFJRW(φ0, φ) = ηFJRW(φ1, φ3)

= ηFJRW(φ2, φ2)

= ηFJRW(R,R) = 1 .

Here φ := φ5 is the only degree one element and as before we parametrize
it by u, we also use the coordinates ui for φi, i = 0, 1, 2, 3, 4.

The reconstruction of the genus zero primary potential and the bound-
ary conditions are thoroughly discussed in [Fra14]. The nonzero pri-
mary correlation functions in genus zero must be a linear combination
of the following functions (see [Fra14, Page 17])



306 Y. SHEN & J. ZHOU

(2.32)



g1 :=
〈〈
φ1, φ1, φ2, φ2

〉〉
= 1

4 + O(u2) ,

g2 :=
〈〈
φ2, φ2, φ2, φ2

〉〉
= u

16 + O(u3) ,

g3 :=
〈〈
φ1, φ3, φ2, φ2

〉〉
= u

16 + O(u3) ,

g4 :=
〈〈
φ1, φ1, φ1, φ1

〉〉
= u

8 + O(u3) ,

g5 :=
〈〈
φ1, φ1, φ1, φ3

〉〉
= 0 + O(u3) ,

g6 :=
〈〈
φ1, φ1, φ3, φ3

〉〉
= 0 + O(u2) ,

f1 :=
〈〈
R,R, φ1, φ1

〉〉
= −1

4 + O(u2) ,

f2 :=
〈〈
R,R, φ2, φ2

〉〉
= − u

16 + O(u3) ,

f3 :=
〈〈
R,R, φ1, φ3

〉〉
= u

16 + O(u3) ,

f4 :=
〈〈
R,R,R,R

〉〉
= u

16 + O(u3) .

For the correlation functions with broad elements, we obtain the follow-
ing WDVV equations (see the graphical explanations in Appendix A)

(2.33)


f ′1 + 2f1f2 = 0, (i, j, k, `) = (2, 2, 1, 1), S = {4, 4},
f ′2 + 2f2f3 + f ′3 = 0, (i, j, k, `) = (1, 3, 2, 2), S = {4, 4},
f ′3 + f2

3 = f2
1 , (i, j, k, `) = (1, 3, 1, 3), S = {4, 4}.

The prepotential is essentially determined from these three correlation
functions.

Proposition 2.4. The prepotential of the FJRW theory in this case
is given by

FFJRW
0,(W,G)

=
1

2
u2

0u+ u0

(
u1u3 +

1

2
u2

2 +
1

2
u2

4

)
+f1(u)

1

2!2!
(u2

1 + u2
3)(u2

4 − u2
2)

+f2(u)

(
1

4!
(−u4

1 + u4
2 − u4

3 + u4
4) +

1

2!2!
(u2

1u
2
3 + u2

2u
2
4)

)
+f3(u)

(
1

4!
(u4

1 + 2u4
2 + u4

3 + 2u4
4) +

1

2!2!
u2

1u3 +
1

2!
u1u3(u2

2 + u2
4)

)
.

Proof. For f4 and the g-type correlation functions, we also have the
corresponding WDVV equations. The explicit equations with the cor-
responding choices for (i, j, k, `) and S are given as follows
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f ′4 + 2f4f2 + f ′2 = 2f2
2 , (i, j, k, `) = (2, 2, 4, 4), S = {4, 4},

f ′4 + 2f4f3 + f ′3 = 2f2
3 + 2f2

1 , (i, j, k, `) = (1, 3, 4, 4), S = {4, 4},
g′1 + 2g2g1 = 4g1g3, (i, j, k, `) = (2, 2, 1, 1), S = {2, 2},
g′2 + 2g3g2 + g′3 = 2g2

1 + 2g2
3, (i, j, k, `) = (1, 3, 2, 2), S = {2, 2},

g′3 + g2
3 = g2

1, (i, j, k, `) = (1, 3, 1, 3), S = {2, 2},
g′4 + 2g3g4 + 2g1g5 = 2g2

1, (i, j, k, `) = (2, 2, 1, 1), S = {1, 1},
g′1 + 2g5g1 + 2g5g3 + g′5 = 2g1g3, (i, j, k, `) = (1, 3, 2, 2), S = {1, 1},
2g′6 = g2

4 − g2
6, (i, j, k, `) = (1, 3, 1, 3), S = {1, 3},

g′5 + 2g5g6 = g5g6 + g5g4, (i, j, k, `) = (1, 3, 1, 3), S = {1, 1},
g′6 + 2g1g5 + 2g3g6 = 2g2

3, (i, j, k, `) = (2, 2, 3, 3), S = {1, 1},
g′5 + g1(g4 + g6) + 2g3g5 = 2g1g3, (i, j, k, `) = (2, 2, 3, 3), S = {1, 3}.

Comparing these equations to (2.33) and using the boundary condi-
tions in (2.32), we get

(2.34)



g1 = −f1 ,
g2 = f2 + 2f3 ,
g3 = f3 ,
g4 = −f2 + f3 ,
g5 = 0 ,
g6 = f2 + f3 ,
f4 = f2 + 2f3 .

Now the result follows by straightforward computations. q.e.d.

3. Local expansions of quasi-modular and
almost-holomorphic modular forms

This section is devoted to the discussion on local expansions of modu-
lar forms and of their variants, namely, quasi-modular forms and almost-
holomorphic modular forms. The results will be used in Section 4 to
establish the LG/CY correspondence.

3.1. Cayley transformation and definition of local expansion.
Before working out the details for the expansions near a point in the
interior of the upper-half plane, we first review some standard material
about modular forms following [Zag08], see also the textbooks [Sch74,
Ran77]. Throughout this work by a modular form we mean a modular
form with possibly non-trivial multiplier system.

The local expansion of a modular form φ of weight k ∈ Z near the
infinity cusp τ = i∞ is obtained by its Fourier development. In a
neighborhood of an interior point τ∗ ∈ H, the natural local coordinate
for the expansion is the local uniformizing parameter based at the point
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τ∗. It is defined by

H → D ,

τ 7→ S(τ ; τ∗) =
τ − τ∗
τ − τ̄∗

,(3.1)

which maps the upper-half plane H to the unit disk D. The most natural
way [Zag08] to expand the modular form φ is to consider

(3.2) (τ(S)− τ̄∗)kφ(τ(S)) = (τ∗ − τ̄∗)k(1− S)−kφ(τ(S))

as a series in the local uniformizing parameter S. Zagier [Zag08] also
gives a nice formula for the series whose coefficients are determined by
the derivatives of φ(τ) evaluated at τ∗. Furthermore, the coefficients can
be computed recursively by making use of the ring structure [KZ95]
of quasi-modular forms and are often “algebraic numbers containing
interesting arithmetic information”.

The above definition for modular forms can be generalized to almost-

holomorphic modular forms in M̂(Γ) directly (but not to quasi-modular

forms in M̃(Γ)) for a modular group Γ < SL2(Z) which are studied
in [KZ95] and will be reviewed in Section 3.2 below. According to
the structure theorem in [KZ95], we think of an almost-holomorphic
modular form φ as a real analytic function in the coordinates (τ, τ̄).

For accuracy, we introduce the following definition.

Definition 3.1 (Local expansion of an almost-holomorphic modular

form). Suppose φ(τ, τ̄) ∈ M̂(Γ) is an almost-holomorphic modular form
of weight k ∈ Z. Consider the Cayley transform with the normalization
given by

(3.3) C : τ 7→ s(τ ; τ∗) =
τ − τ∗

τ
τ∗−τ̄∗ −

τ̄∗
τ∗−τ̄∗

,

corresponding to a transform γs ∈ SL2(C). The local expansion of φ
near τ∗ is defined to be the Laurent series of the function, which we call
the Cayley transformation of φ,

(3.4) C (φ) : (s, s̄) 7→ (jγs(τ(s)))k φ(τ(s, s̄), τ̄(s, s̄)) .

The prefactor jγ(τ) is the j-automorphy factor defined by

(3.5) j : SL2(C)×H→ C , (γ =

(
a b
c d

)
, τ) 7→ jγ(τ) = (cτ + d) .

Henceforward for simplicity we shall denote jγs(τ(s)) by js, as a func-
tion of s it is

js = (1− s

τ∗ − τ̄∗
)−1 .

Here in order to avoid the complexification of having to deal with the
factor det(γ) in the usual definition of the j-automorphy factor, we have
normalized the entries in the Cayley transform C so that the resulting
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transform γs gives an element in SL2(C). Later this normalization will
be naturally obtained by using monodromy calculation of the differential
equations satisfied by the modular forms appearing in Tab. 2.

Before we proceed, a few useful remarks are in order. One could
interpret the prefactor js(τ(s))k in (3.4) as the “Jacobian” of the Cayley
transform C. It takes case of the analyticity of the change of coordinate
and, hence, should be combined with the analyticity of the almost-
holomorphic modular form φ(τ, τ̄). Indeed, we invoke the description
of an almost-holomorphic modular form φ of modular weight k for the

modular group Γ as a real analytic section φ(τ, τ̄)(dτ)
k
2 of the line bundle

K
k
2 over the modular curve Γ\H∗, where K is the canonical bundle of

the modular curve. The “transition function” arising from the change of
coordinate, which is also the “Jacobian”, is exactly the prefactor. That
is,

φ(τ, τ̄)(dτ)
k
2 = C (φ)(s, s̄)(ds)

k
2 ,

with

C (φ)(s, s̄) = (js(τ(s)))kφ(τ(s, s̄), τ̄(s, s̄)) .

The power k in the prefactor indicates the representation which de-

fines the homogeneous line bundle K
k
2 . The description as a section

is not valid for a quasi-modular form, whose local expansion will be
considered later via the structure theorem [KZ95] between the ring of
quasi-modular forms and the ring of almost-holomorphic modular forms.

3.2. Invariance of Ramanujan identities. As an immediate conse-
quence of Definition 3.1, we now show that the Ramanujan identities
satisfied by the generators of the ring of almost-holomorphic modular
forms are invariant under the Cayley transformation.

For later use we now recall the fundamental structure theorem in
[KZ95] between the rings of quasi-modular forms M̃(Γ) and almost-

holomorphic modular forms M̂(Γ) for a modular group Γ < SL2(Z).

The latter has the structure given by M̂(Γ) ∼= M̃(Γ)⊗C[Y (τ, τ̄)], where

(3.6) Y (τ, τ̄) :=
1

Imτ
.

One can regard an almost-holomorphic modular form as a polynomial
in the non-holomorphic quantity Y (with coefficients being holomorphic
quantities). Taking the degree zero term of an almost-holomorphic mod-
ular form gives a quasi-modular form. On the contrary, if one starts with
a quasi-modular form, one can complete it to an almost-holomorphic
modular form by adding polynomials in Y . The former map is called
the constant term map and the latter modular completion. These two
maps give the isomorphism between the two rings.

Moreover, if one starts with the generators of the ring of quasi-
modular forms, then since the ring is closed under the derivative ∂τ :=
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1
2πi

∂
∂τ , one gets different equations among these generators called Ra-

manujan identities. Now one replaces the generators by their modular
completions, and the derivative ∂τ by the raising operator

(3.7) ∂̂τ := ∂τ +
k

12

−3

π
Y (τ, τ̄),

when acting on a quasi-modular form of weight k. This operator is the
natural covariant derivative, corresponding to the Chern connection, on

sections of K
k
2 with respect to the trivialization (dτ)

k
2 . It turns out that

one gets the same system of equations, now satisfied by the generators
of the ring of almost-holomorphic modular forms.

The above results will be used frequently throughout this work, hence,
we summarize them in the following diagram

∂τ y M̃(Γ)
modular completion

--
M̂(Γ) x ∂̂τ

constant term map
mm

Figure 1. Structure theorem between the rings of quasi-
modular forms and almost-holomorphic modular forms.

We now study the differential equations among the generators in the

ring C (M̂(Γ)). Recall the j-automorphy factor js defined in (3.5). We

define the raising operator ∂̂s such that for an almost-holomorphic mod-
ular form φ of weight k

(3.8) ∂̂sC (φ) = C (∂̂τφ) .

By construction, the right hand side is jk+2
s ∂̂τφ. Straightforward cal-

culation shows that on the Cayley transformation C (φ) of an almost-
holomorphic modular form φ of weight k, one has
(3.9)

∂̂s = ∂s+
k

12
(j2
s

−3

π Imτ
−12js∂τ js) = ∂s+

k

12

−3

π
(j2
s

1

Imτ
−2
√
−1js

∂

∂τ
js) .

Similar to (3.7), this operator is the covariant derivative on the same

line bundle K
k
2 , but with respect to the trivialization (ds)

k
2 . Note that

due to the fact that γs is not an element in SL2(R), the quantity (j2
s

1
Imτ−

2
√
−1js

∂
∂τ js) is not equal to 1/Im s. In fact, the above extra term one

adds to ∂s is a multiple of
(3.10)

C (Y )(s, s̄) := (j2
s

1

Imτ
− 2
√
−1js

∂

∂τ
js) = 2

√
−1

s̄
K2

1 + ss̄
K2

, K = τ̄∗ − τ∗ .

Now by construction, we have the following proposition.
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Proposition 3.2 (Invariance of Ramanujan identities for almost-holo-
morphic modular forms). Consider the differential relations

(3.11) ∂̂τφa = Pa(φ1, · · · ) , a = 1, 2, · · · ,

where {φa , a = 1, 2 · · · } give the generators for the ring of almost-
holomorphic modular forms and Pa are polynomials giving the Ramanu-
jan identities. Then these differential relations are satisfied, under
the Cayley transformation, by the local expansions C (φa) of φa , a =
1, 2, · · · . That is, one has

(3.12) ∂̂s C (φa) = Pa(C (φ1), · · · ) , a = 1, 2, · · · .

This is of course nothing but a manifestation of the different descrip-
tions of almost-holomorphic modular forms as functions on H or on D
(with a rescaled radius due to the normalization of the Cayley trans-
form we have taken). The denominator in the quantity C (Y ) should be
regarded as the remnant of the hyperbolic metric [Shi87].

3.2.1. Holomorphic limit. We shall need the notion of holomorphic
limit for later discussions. This notion makes sense for all real analytic
functions. See [BCOV94, Kap99, GS04] and the more recent work
[Zho13] for details on this. In particular, for an almost-holomorphic
modular form expanded near the infinity cusp, the holomorphic limit

is given by the constant term map from M̂(Γ) to M̃(Γ) in the expan-
sion of the almost-holomorphic modular form in terms of the formal
variable 1/Imτ . This map can be thought of induced by the so-called
holomorphic limit τ̄ → i∞. Around a point τ∗ in the interior of the
upper-half plane H, one can also consider the holomorphic limit of the
Cayley transformation C (φ) of an almost-holomorphic modular form

φ ∈ M̂(Γ), denoted by

(3.13) hlimτ̄→τ̄∗ C (φ) .

The holomorphic limit at the point τ∗ is induced by setting τ̄ 7→ τ̄∗,
which is equivalent to the limit s̄→ 0 according to (3.3).

By definition, the notion of holomorphic limit also depends on the
base point τ∗ and holomorphic limits of the same real analytic func-
tion at different points are in general not related by analytic continu-
ation. The quantity of particular importance in this work is the non-
holomorphic function Y = 1/Imτ . One has

(3.14) hlimτ̄→i∞
1

Imτ
= 0 , hlimτ̄→τ̄∗

1

Imτ
=

2
√
−1

τ − τ̄∗
.

It is easy to see that

hlimτ̄→i∞C (Y )(s, s̄) = hlims̄→KC (Y )(s, s̄) = 2
√
−1(

1
K

1 + s
K

)
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and
hlimτ̄→τ̄∗C (Y )(s, s̄) = hlims̄→0C (Y )(s, s̄) = 0 .

Recall that the Ramanujan identities for the generators of the ring
of quasi-modular forms (expanded around the infinity cup) can be ob-
tained by applying the constant map on the differential equations for the
generators of the ring of almost-holomorphic modular forms, as shown
in Fig. 1. Computationally this follows from the structure theorem be-
tween these two rings and the fact that ∂τY = cY 2 for some constant
c and, hence, vanishes in the holomorphic limit. More precisely, near
the infinity cusp, the notions of almost-holomorphic modular forms and
quasi-modular forms are such that the modular completion of a quasi-
modular form f of weight k is given by an almost-holomorphic modular
form as a polynomial in Y [KZ95]:

(3.15) φ(τ, τ̄) = f(τ) +

[ k
2

]∑
m=1

fm(τ)Y m .

Note that h = C (Y )− j2
sY is a purely holomorphic quantity, we then

define quasi-modular forms around τ∗ to be the holomorphic limit at
τ∗ of the Cayley transformations of almost-holomorphic modular forms.
Then we have a similar structure theorem that an almost-holomorphic
modular form is the sum of its holomorphic limit and polynomials in
C (Y ) − h. That is, the non-holomorphic part of C (φ) is a polynomial
(coefficients are holomorphic functions) in C (Y ) − h or equivalently a
polynomial in C (Y ). The quantity h measures the deviation between
the two notions of holomorphic limits and, hence, of quasi-modular
forms. It is easy to see that the notion of quasi-modular form does
not depend on the normalization for the Cayley transform since that
of the holomorphic limit does not. In fact, from (3.10) and the above
definition of the holomorphic limit such that hlimτ̄→τ̄∗C (Y ) = 0, we
can see that taking the holomorphic limit of the Cayley transforma-
tion C (φ) = jksφ of the left hand side in (3.15) amounts to replacing
j2
sY = C (Y ) + h by h = 2

√
−1js∂τ js in the expansion of jksφ on the

right hand side. This is nothing but formally (that is, as if τ 7→ s lies in
SL2(Z)) applying the transformation law to the quasi-modular form f .

Again the same computation as in the infinity cusp case says that
one would get a system of differential equations satisfied by these holo-
morphic limits, with the ordinary derivative ∂s. That is, although the
notion of holomorphic limit varies when the base point moves, differ-
ent holomorphic limits do obey the same differential equation system.
Hence, we obtain the following proposition.

Proposition 3.3 (Invariance of Ramanujan identities for quasi-mod-
ular forms). Consider the differential relations

(3.16) ∂τfa = Pa(f1, · · · ) , a = 1, 2, · · · ,
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where {fa , a = 1, 2 · · · } give the generators for the ring of quasi-modular
forms and Pa are polynomials giving the Ramanujan identities. Denote
the modular completion of fa to be φa. Then these differential relations
are satisfied, under the Cayley transformation, by the holomorphic limits
hlimC (φa) of the quantities C (φa), with the derivative replaced by ∂s.
That is, one has

(3.17) ∂s(hlim C (φa)) = Pa(hlim C (φ1) , · · · ) , a = 1, 2, · · · .
Henceforward, we shall denote hlim C (φ) by Chol(f) if the quantity

φ is the modular completion at the infinity cusp of the quasi-modular
form f . If f is a holomorphic modular form, then by construction
Chol(f) = C (f).

Example 3.4 (Full modular group case). Consider the case Γ =
SL2(Z), then the ring of modular forms M(Γ), quasi-modular forms

M̃(Γ) and almost-holomorphic modular forms M̂(Γ) are given by

M(Γ) = C[E4, E6] , M̃(Γ) = C[E4, E6][E2] , M̂(Γ) = C[E4, E6][Ê2] ,

where

Ê2(τ, τ̄) = E2(τ) +
−3

π

1

Imτ
.

Around an interior point τ∗, we again choose the Cayley transform to be
the map in (3.3). Now the equivalent descriptions of the ring of modu-
lar forms and almost-holomorphic modular forms around this point are
obtained via the Cayley transformation as

C (M(Γ)) = C[j4
sE4(τ(s)), j6

sE6(τ(s))] ,

C (M̂(Γ)) = C[j4
sE4(τ(s)), j6

sE6(τ(s))][j2
s Ê2(τ(s, s̄), τ̄(s, s̄))] .

However, the ring generated by the holomorphic limits of the generators

of the ring M̂(Γ) is

Chol(M̃(Γ)) = C[j4
sE4(τ(s)), j6

sE6(τ(s))][Chol(E2)] ,

where

Chol(E2) = hlims̄→0

(
j2
s Ê2(τ(s, s̄), τ̄(s, s̄))

)
= j2

sE2(τ(s, s̄)) + j2
s

−3

π

2
√
−1

τ(s)− τ̄∗
.

The differential equations take the same form as the classical Ramanujan
identities among the Eisenstein series E2(τ), E4(τ), E6(τ).

The results in Proposition 3.2 and Proposition 3.3 can be summa-
rized into the commutative diagram in Fig. 2 below. Here as before the
notations O, Cω mean the ring of holomorphic and real analytic func-
tions, respectively. In particular, the Cayley transformation preserves
the differential ring structure. Again this is a manifestation of the gauge

invariance of the Chern connection on the Hermitian line bundle K
k
2 .
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∂τ y M̃(Γ) ⊆ OH

modular completion
..

Chol

��

M̂(Γ) ⊆ CωH x ∂̂τ
constant term map
nn

C

��

∂s y Chol(M̃(Γ)) ⊆ OD

modular completion
..
C (M̂(Γ)) ⊆ CωD x ∂̂s

holomorphic limit
nn

Figure 2. Invariance of Ramanujan identities.

The whole discussion above applies to a general modular group Γ <
SL2(Z). In this work, we shall only consider the quasi-modular forms
for Γ0(N), N = 2, 3, 4 which appear in Tab. 2 above.

In principle, knowing: (a). around which point τ∗ one should study
the local expansions; (b). the Ramanujan identities; and (c). some
boundary conditions which can usually be calculated straightforwardly,
are enough for the purpose of proving the LG/CY correspondence in
Section 4. However, in the following section we shall give a detailed
study on the computations of the local expansions by taking advantage
of the fact that the generators of the ring of modular forms are closely
related to period integrals of certain elliptic curve families and, hence,
satisfy simple differential equations. We hope this will be inspiring in
understanding the general picture of the global properties of correla-
tion functions in the enumerative theories since in most of the examples
studied in the literature on LG/CY correspondence, it is usually un-
known what the underlying modularity should be and what one can use
are differential equations similar to what we have here. In the course
we shall also explain the following important issues:

• To identity the base point τ∗ needed for the purpose of matching
the enumerative theories in consideration. This point is to be
singled out as a singularity of the Picard–Fuchs equation around
which the monodromy action is diagonal in a particular basis of
solutions. This singularity is called an orbifold singularity.
• To motivate the definition of the normalized local uniformization

variable (3.3) from the perspective of monodromy consideration of
the Picard–Fuchs equation and also of the Weil–Petersson geome-
try on the moduli space.
• To obtain close-form expressions for the Cayley transformations of

the quasi-modular forms in terms of hypergeometric series. These
results offers an alternative way to match [KS11] the prepotentials
of the FJRW theories with those of the simple elliptic singularities
[NY98].
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3.3. Gauss hypergeometric equations for modular forms. We
shall study the analytic continuations and elliptic expansions of the
modular forms in consideration, with the help of the elliptic curve fam-
ilies described in Tab. 2. The modular forms are closely related to the
periods of these elliptic curve families which satisfy differential equations
known as the Picard–Fuchs equations. These elliptic curve families can
be thought of as computational devices or auxiliary objects in the sense
that the facts about modular forms that we are going to discuss are
independent of the specific elliptic curve family that we have chosen.

For simplicity, we take theP1
3,3,3 case for example. Similar discussions

apply to the elliptic orbifold curves P1
4,4,2,P1

6,3,2. The pillowcase orbifold

P1
2,2,2,2 will be related to the P1

4,4,2 case since according to the computa-

tions in [SZ14] the correlators involved in the enumerative theory that
we are interested in are actually quasi-modular forms for Γ0(2).

The elliptic curve family in this case is given by the Hesse pencil

(3.18) x3
1 + x3

2 + x3
3 − 3α−

1
3x1x2x3 = 0 , j(α) =

27(1 + 8α)3

α(1− α)3

defined on the modular curve Γ0(3)\H∗ which is parametrized by the
Hauptmodul α. Hereafter we shall fix a particular normalization of α
following [Mai09] given by

(3.19) α(τ) =
(3η3(3τ)

η(τ) )3

(3η3(3τ)
η(τ) )3 + (η(τ)3

η(3τ))3
.

The base of the family is an orbifold whose coarse moduli is P1, with
three orbifold points of indices ∞,∞, 3.

For the modular curve Γ0(3)\H∗, the cusps are [τ ] = [i∞], [0], the
orbifold point is [τ ] = [ST−1(ζ3)] = −κζ3, where S, T are the generators
for the full modular group SL2(Z) and

(3.20) κ :=
i√
3
, ζ3 = exp(

2πi

3
) .

They correspond to singularities α = 0, 1,∞ of the elliptic curve family,
respectively. The generators for the ring of modular forms can be nicely
constructed from the triple A3, B3, C3 in [BB91, BBG94, Mai09]. To
make the paper self-contained, we recall these quantities

(3.21)

A3(τ) = θ2(2τ)θ2(6τ) + θ3(2τ)θ3(6τ) ,

B3(τ) =
3η(3τ)3

η(τ)
,

C3(τ) =
η(τ)3

η(3τ)
.

Here we have chosen the convention in [Zag08] for the θ–constants.
They satisfy the relation
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(3.22) A3(τ)3 = B3(τ)3 + C3(τ)3 .

We also choose the following quantity as a generator for the ring of
quasi-modular forms,

(3.23) E3(τ) :=
3E2(3τ) + E2(τ)

3
.

This generator E3 can be completed to an almost-holomorphic modular
form

(3.24) Ê3(τ, τ̄) = E3(τ) +
1

2

−3

π

1

Imτ
.

These are the modular forms whose global properties on the moduli
space and whose local expansions in different regions in the moduli
space that we want to study in this work.

Note that the equivalence class of the elliptic point [τ ] has many
representatives which are related by transformations in Γ0(3), the rep-
resentative ST−1(ζ3) is singled out according to the normalization of
the Hauptmodul we have fixed. This can also be seen later by using
analytic continuation of periods, see Remark 3.6.

The explicit Ramanujan identities satisfied by the generators A3, B3,
C3, E3 are given in (2.7) by [Zho13] (which differs from the ones used
in [Mai09] due to the different choice for E3 and makes the equations
more systematic).

3.3.1. Local uniformizing parameter near the elliptic point ob-
tained from monodromy. The Picard–Fuchs operator for the Hesse
pencil is

(3.25) L = θ2
α − α(θα +

1

3
)(θα +

2

3
) , θα := α

∂

∂α
.

This is the Gauss hypergeometric differential operator with a = 1/3, b =
2/3, c = 1. The corresponding Picard–Fuchs equation has three singu-
larities located at α = 0, 1,∞.

The triple A3(τ), B3(τ), C3(τ) are related to the periods of this elliptic
curve family in the following way [BB91, BBG94, Mai09]
(3.26)

A3(τ) = F (α(τ)) , B3(τ) = (1−α(τ))
1
3F (α(τ)) , C3(τ) = α(τ)

1
3F (α(τ)) ,

where F (α) = 2F1(a, b; c;α) is a solution to the Picard–Fuchs equation
and α(τ) is given by (3.19). The quasi-modular form E3(τ) can be
related to the periods according to

(3.27) ∂τ logC3(τ) =
1

6
(E3(τ) +A3(τ)2) .

The Schwarz relation is also useful

(3.28) ∂τα(τ) = α(τ)(1− α(τ))F (α(τ))2 .

Similar results hold for the other modular groups Γ0(N), N = 2, 4. We
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refer the interested readers to [Mai09, Mai11, Zho13] for further de-
tails.

According to the discussion in Appendix B, consideration of mon-
odromy leads to the following natural local uniformizing parameter
(B.21) near the orbifold singularity α =∞

(3.29) τorb =
τ − τ∗

τ
τ∗−τ̄∗ −

τ̄∗
τ∗−τ̄∗

, τ∗ = − i√
3

exp(
2πi

3
) .

Here the normalization is fixed by requiring that the transformation τ 7→
τorb belongs to SL2(R) = Sp1(R). It comes from the intuition that the
action of the connection matrix on the correlation functions discussed
later should be induced by a change of polarization in the context of
Givental’s formalism [Giv01a]. This local coordinate is exactly the
normalized Cayley transform C(τ) given in (3.3).

Remark 3.5. Similarly, one can define a local coordinate around
any point τ∗ according to the first equation in (3.29). This coordinate
coincides with the flat coordinate in [BCOV94, GS04] by considering
deformations in the Kodaira–Spencer theory, and the Kähler normal
coordinate tmetric with respect to the Poincaré metric or equivalently
Weil–Petersson metric on the upper-half plane, as computed in [Zho13].
See also [Kap99] for a nice account of these discussions. In particular,
it is well defined around the infinity cusp τ∗ = i∞. The normalization
in this context is chosen such that to first order, the Kähler metric in
the Kähler normal coordinate is represented by the identity matrix. For
this reason, tmetric is sometimes called the flat coordinate.

Therefore, the flat coordinate/Kähler normal coordinate tmetric, the
normalized period τorb and the normalized Cayley transform C(τ) are all
the same. This explains why the enumerative expansion, which usually
appears in the expansion according to the flat coordinate/Kähler nor-
mal coordinate, naturally singles out the normalized local uniformizing
variable/Cayley transform.

Remark 3.6. According to the calculation in Appendix B, at the
orbifold point τorb = 0, we have τ = −κζ3. Hence, indeed, the elliptic
point is presented by τ = ST−1(ζ3). This is why in the coordinate
τ , the singular points, as Γ0(3)-equivalence classes, are represented by
τ = i∞, 0,−κζ3.

If one insists that the representative of the Γ0(3)-elliptic point is, say,
ζ3, then one needs to apply the Deck transformation: τ̃ = (ST−1)−1τ .
Hence, in the τ̃ coordinate the points α = 0, 1,∞ are not given by
τ̃ = i∞, 0, ST−1(ζ3) anymore, but by τ̃ = 1, i∞, ζ3. This normalization
is not as convenient as the previous one since in the physics motivation,
see e.g., [Wit93, SW94], the point α = 0 which represents the large
complex structure limit should be in the weak coupling region τ ∼ i∞.
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3.3.2. Local expansions around the elliptic point. The local ex-
pansion near the cusp [τ ] = [0] is of interest in some other context
[ASYZ14] and will not be discussed here. We now discuss the expan-
sion near the elliptic point.

We first consider the modular formA3(τ) which is represented through
the hypergeometric series π1(α) = 2F1(a, b; c;α) near α = 0. Here and
in the rest of the work, we shall use the convention in [EMOT81] for
the solutions π1, π2, · · · to the hypergeometric equation. The detailed
expressions for them are recalled in Appendix B.

According to Definition 3.1, the local expansion of near τ∗ = −κζ3 or
equivalently τorb = 0 is

C (A3)(τorb) = (
1

1 +K−1τorb
)π1(α(τorb)) , K = τ̄∗ − τ∗ .

Using the results on analytic continuation of periods in Appendix B, we
have

π1(α(τorb)) = π̃3(α(τorb)) + π̃4(α(τorb)) = π̃3(α(τorb))(1 +K−1τorb) .

It follows that

(3.30) C (A3)(τorb) = π̃3(α(τorb)) .

The quantity π̃3 is most conveniently written as a hypergeometric series,

up to the factor (−α)−
1
3 , in ψ := α−

1
3 . Therefore, for computational

purpose, we only need to find ψ(τorb). Rewriting the Picard–Fuchs
equation as

(3.31)
(
(θψ − 1)(θψ − 2)− ψ3θ2

ψ

)
π̃3, π̃4 = 0 , θψ = ψ

∂

∂ψ
,

we can see that the ratio of the two solutions to this differential equation,
namely the coordinate τorb, satisfies the Schwarzian

(3.32) {τorb, ψ} :=
∂3
ψτorb

∂ψτorb
− 3

2

(
∂2
ψτorb

∂ψτorb

)2

= 2Q(ψ) .

Here the Q-value Q(ψ) is the rational function

Q(ψ) =
ψ(8 + ψ3)

2(1− ψ3)2
.

Now using the property

(3.33) {ψ, τorb} = −(∂τorbψ)2{τorb, ψ} = −(∂τorbψ)2Q(ψ) ,

one gets a differential equation satisfied by ψ(τorb). With the obvi-
ous boundary conditions, one can solve for ψ(τorb). Plugging this into
π̃3(ψ(τorb)), one obtains the local expansion of C (A3). Similarly, one
can get the local expansion of the Hauptmodul α by using C (α)(τorb) =
(ψ(τorb))−3. In this way, we can obtain the local expansions of the

modular forms A3, C3 = α
1
3A3 near the elliptic point τ∗.
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Remark 3.7. If one works out the Schwarzian equations satisfied
by τ(α) and τorb(α), one can see that the Q-values are the same as
they should be so since by construction τ, τorb are related by a factional
linear transform and, hence, satisfy the same Schwarzian equation. The
Schwarzian equations imply the following identities

∂τα = α(1− α)π2
1 ,(3.34)

∂τorbψ = c0ψ(1− 27ψ−3)π̃2
3 .(3.35)

Here c0 = −81 could be fixed by using boundary conditions. Again it
is easy to see that these two equations are related by a factional linear
transform and are equivalent. Now instead of plugging the transcen-
dental series ψ(τorb) solved from (3.33) into the transcendental series
π̃3(ψ) solved from (3.31), we could obtain π̃3(ψ(τorb)) by using the se-
ries ψ(τorb) solved from (3.33) and then plugging it into (3.35).

Another way to obtain the series expansion of π̃3(τorb) is to derive
an equation satisfied by π̃3(ψ(τorb)). Straightforward calculation using
(3.25), (3.34) gives the following ODE satisfied by A3:

−8(A′3)3A′′′3 + 2A3A
′
3A
′′
3A
′′′
3

−(A′3)2(9A′′3A
′′
3 + 2A3A

′′′′
3 ) +A2

3(−A′′′3 A′′′3 +A′′3A
′′′′
3 ) = 0 .

Here ′ means the derivative ∂τ = 1
2πi

∂
∂τ . Since the equations (3.25),

(3.34) are invariant under the fractional linear transform τ 7→ τorb due
to the definition of local expansions and the invariance of Ramanujan
identities, the above equation for A3(τ) also gives an equation satisfied
by C (A3)(τorb).

We now consider the local expansions of quasi-modular forms, more
specifically the quasi-modular form E3, around the elliptic point. Recall
that the local expansions of C (A3),C (B3),C (C3) and Chol(E3) satisfy
an ODE system which takes the form in (2.7) according to the structure
theorem illustrated in Fig. 2, with the derivative ∂τ replaced by ∂τorb .
Hence, the local expansion Chol(E3) is determined from

(3.36) ∂τorbC (C3) =
1

6
C (C3)(Chol(E3) + C (A3)2) .

3.3.3. Change of normalization and rational local expansions.
Now we compute the explicit expansions C (A3),C (C3),Chol(E3) in the
flat coordinate (which is also the Kähler normal coordinate/local uni-
formizing variable/Cayley transform) τorb given in (B.20) in terms of
the normalized period

(3.37) τorb = K
γ−
γ+

π4

π3
, γ+ =

Γ(1
3)

Γ(2
3)2

, γ− =
Γ(−1

3)

Γ(1
3)2

, K = τ̄∗− τ∗ .
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The first few terms of the results (can be obtained by using Mathematica
for example) are

C (A3) = γ+π3 = γ+(−α)−
1
3 2F1(

1

3
,
1

3
;
2

3
;α−1)

= γ+(
γ+

Kγ−
τorb)

(
1 + O((

γ+

Kγ−
τorb)6)

)
,

C (C3) = α
1
3 C (A3) = γ+e

−πia
2F1(

1

3
,
1

3
;
2

3
;α−1)

= γ+e
−πia

(
1− 1

6
(
γ+

Kγ−
τorb)3 + O((

γ+

Kγ−
τorb)6)

)
,

Chol(E3) = 6 ∂τorb log C (C3)− C (A2
3)

= γ2
+(

γ+

Kγ−
τorb)5

(
1

10
+ O((

γ+

Kγ−
τorb)6)

)
.

Here we can also use (3.35) to simplify the last expression:

Chol(E3) = 6
∂α−1 log C (C3)

∂α−1τorb
− C (A2

3)

= −6(α−1 − 1)C (A2
3)∂α−1 log C (C3)− C (A2

3) .

The coefficients of the local expansions involve Gamma-values. Up to
the prefactors, these local expansions are actually series in the parameter
γ+
Kγ−

τorb with rational coefficients.

For the later purpose of matching the rational enumerative invariants
with the local expansions, it is natural to apply the following type of
change of variable

(3.38) τorb 7→Mτorb =
M

1
2 τorb

M−
1
2

,

inducing the transformation on the local expansion

(3.39) C (φ) 7→ (M−
1
2 )kC (φ) .

Hence, to cancel the prefactors in the local expansions we are led to

(3.40) τorb 7→ τ̃orb = Mrationalτorb , M
− 1

2
rational = (γ+e

−iπa)−1 .

That is,
(3.41)

τorb 7→ τ̃orb = Mrationalτorb = e−2πiaγ+γ−K
π4

π3
=

1

2πi
(−3)e−2πiaπ4

π3
.

This would also simultaneously give the following nice relation

γ+

Kγ−
τorb = −1

3
e2πia(2πiτ̃orb) .
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In the Ramanujan identities, the derivative becomes ∂τ̃orb := 1
2πi

∂
∂τ̃orb

.

In the new local coordinate τ̃orb, we get

C (A3) = α−
1
3 2F1(

1

3
,
1

3
;
2

3
;α−1)(3.42)

=
1

3
(2πiτ̃orb)

(
1 + O((2πiτ̃orb)6)

)
,

C (C3) = 2F1(
1

3
,
1

3
;
2

3
;α−1)

= 1 +
1

6 · 33
(2πiτ̃orb)3 + O((2πiτ̃orb)6) ,

Chol(E3) = (2πiτ̃orb)5

(
− 1

10 · 35
+ O((2πiτ̃orb)6)

)
.

3.3.4. Local expansions of quasi-modular forms for Γ0(2). The
natural auxiliary elliptic curve family attached to the pillowcase orbifold
in Tab. 2 is parametrized by the modular curve Γ0(4)\H∗. However,
since there is no elliptic point on this modular curve, the method dis-
cussed above using periods does not apply directly. Instead, according
to the results in [SZ14], we regard the correlation functions in the GW
theory of the pillowcase orbifold as quasi-modular forms for the modular
group Γ0(2). Then we can expand them around the elliptic point τ∗ on
the modular curve Γ0(2)\H∗.

In this case the Picard–Fuchs equation for the periods is the Gauss
hypergeometric equation with a = 1/4, b = 3/4, c = 1. The same com-
putations as in the P1

3,3,3 case give the following data for the elliptic

point on the modular curve Γ0(2)\H∗

(3.43) κ =
i√
2
, τ∗ = κe−πi

1
4 , K = τ̄∗ − τ∗ .

Similar calculation as in the Γ0(3) case yield expansions like

(3.44) C (C2) = γ+e
−πia

(
1 +

1

8
(
γ+

γ−
τorb)2 + O((τorb)4)

)
.

Again to get rational expansions, we use the new coordinate

(3.45) τ̄orb = Mrationalτorb = (γ+e
−πia)2τorb = γ+γ−e

−2πiaπ4

π3
.

In the new coordinate τ̃orb, we have the following expansions

C (A2) = (2πiτ̃orb)
1
2

(
2−

1
2 + O((2πiτ̃orb)4)

)
,(3.46)

C (C2) = 1 +
1

32
(2πiτ̃orb)2 + O((2πiτ̃orb)4) ,

Chol(E2) = (2πiτ̃orb)3

(
− 1

96
+ O((2πiτ̃orb)4)

)
.
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4. LG/CY correspondence via modularity

In this section, we use the results developed in earlier sections and in
[KS11, SZ14] to give a proof of the LG/CY correspondence between
the GW theories of elliptic orbifold curves and their FJRW counterparts.
We shall prove the following statement that the Cayley transformation
Chol on quasi-modular forms induces the correspondence between the
correlation functions in the GW and FJRW theories of a pair (W,G).

Theorem 4.1. Let (W,G) be a pair in Tab. 1. Then there exists
a degree and pairing preserving isomorphism between the graded vector
spaces

(4.1) G :
(
HGW, ηGW

)
→
(
HFJRW, ηFJRW

)
and a Cayley transformation Chol, based at an elliptic point τ∗ ∈ H,
such that for any {αj} ⊆ HGW,

Chol

(〈〈
α1ψ

`1
1 , · · · , αkψ

`k
k

〉〉GW

g,k
(q)

)
(4.2)

=
〈〈

G (α1)ψ`11 , · · · ,G (αk)ψ
`k
k

〉〉FJRW

g,k
(u) .

In this section, we shall give the details of the proof of Theorem 4.1
for the elliptic orbifold curves P1

3,3,3 and P1
2,2,2,2 listed in Tab. 1 and Tab.

2. The elliptic point is given by the one on the modular curve Γ0(3)\H∗
and Γ0(2)\H∗, respectively. The other two cases can be proved similarly.

In each case, we first construct a map G preserving the degree and
pairing of the state spaces. Then we check that the equality (4.2) holds
for the building block correlation functions, which are polynomials in the
generators that appear in the Ramanujan identities (2.7). After that we
check equality (4.2) holds for genus zero primary correlation functions,
and in all genera by using the fact that the Cayley transformation Chol

respects the WDVV equations and tautological relations which are used
for the reconstruction of all genera correlation functions.

Remark 4.2. We make a remark about the relation between The-
orem 4.1 and the earlier works [KS11, MR11, MS16]. We define
AFJRW

(W,G)(u) by replacing the correlator 〈· · · 〉 in (2.19) with correlation

functions 〈〈· · · 〉〉(u), and define AFJRW
(W,G)(u, ū) by replacing the correla-

tion functions with their modular completions. Similarly, we define
AGW

(W,G)(τ) and AGW
(W,G)(τ, τ̄) in the GW theory, with t = 2πiτ/r. The

above theorem then implies the commutative diagram in Fig. 3 below
(cf. [Zho14, Fig. 3]). The commutativity of the diagram that we have
shown using modular forms reflects the invariance of the underlying
Frobenius structures under the SL2(C)-action, as previously studied by
[Dur96].
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AGW
(W,G)(τ)

modular completion
..

Chol

��

AGW
(W,G)(τ, τ̄)

constant term map

mm

C

��
AFJRW

(W,G)(u)
modular completion

..
AFJRW

(W,G)(u, ū)
holomorphic limit

mm

Figure 3. LG/CY correspondence.

In the language of Givental’s formalism [Giv01a], the left vertical
arrow can be stated as the following quantization formula

(4.3) Chol

(
AGW

(W,G)(τ)
)

= Ĝ−1
(
AFJRW

(W,G)(u)
)
.

Here Ĝ−1 is the quantization operator from the Fock space with respect
to HGW to the Fock space with respect to HFJRW. We refer the inter-
ested readers to [Giv01a, CI15] for more details about the construction
of Fock spaces, quantization operator, and Givental’s formalism.

4.1. LG/CY correspondence for P1
3,3,3. Recall that in this case, we

have W = x3
1 + x3

2 + x3
3 and G = Aut(W ). Let λ = 1/

√
3, we construct

a morphism
G :

(
HGW, ηGW

)
→
(
HFJRW, ηFJRW

)
according to Tab. 3. It is easy to see that, indeed, the map G preserves
the degree and pairing.

Table 3. Isomorphism between state spaces for the
P1

3,3,3 case

• 1 ∆1 ∆2 ∆3 3∆2
3 3∆2

2 3∆2
1 P

G (•) 1 λφ1 λφ2 λφ3 λ−1φ4 λ−1φ5 λ−1φ6 φ

To simplify the notations, we denote〈〈
∆1,∆2,∆3

〉〉GW

0,3
= M1(τ) ,(4.4) 〈〈

∆1,∆1,∆1

〉〉GW

0,3
= M2(τ) ,〈〈

∆1,∆1,∆
2
1,∆

2
1

〉〉GW

0,4
= M3(τ) .
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We recall that in [SZ14], the WDVV equations satisfied by these func-
tions are shown to be equivalent to the Ramanujan identities (2.7) for
the modular group Γ0(3). By matching the boundary conditions, the
following equalities are obtained

(4.5) C3(τ) = 3M1(τ), A3(τ) = 3M2(τ), E3(τ) = −9M3(τ).

Now we have the following lemma (cf. [BT14, Bas14])

Lemma 4.3. The identity (4.2) holds for the basic correlation func-
tions in (4.4).

Proof. By Proposition 3.3, the differential equations (2.7) for the
quasi-modular forms M1(τ),M2(τ),M3(τ) are invariant under the Cay-
ley transformation Chol. Comparing these equations with the WDVV
equations in (2.30), and the corresponding boundary conditions (3.42)
with (2.28), we obtain

Chol

(〈〈
∆1,∆2,∆3

〉〉GW

0,3
(τ)

)
=
√

3
〈〈
λφ1, λφ2, λφ3

〉〉FJRW

0,3
(τ̃orb),

Chol

(〈〈
∆1,∆1,∆1

〉〉GW

0,3
(τ)

)
=
√

3
〈〈
λφ1, λφ1, λφ1

〉〉FJRW

0,3
(τ̃orb),

as well as

Chol

(〈〈
∆1,∆1, 3∆2

1, 3∆2
1

〉〉GW

0,4
(τ)

)
=
√

3
2
〈〈
λφ1, λφ1, λ

−1φ6, λ
−1φ6

〉〉FJRW

0,4
(τ̃orb) ,

where τ̃orb = MrationalC(τ) is given in (3.40). We now apply a further
change of normalization in (3.38) with M = 3, that is, we consider the
scaled Cayley transform C : τ 7→ u = 3MrationalC(τ). Then according
to (3.39), the resulting new Cayley transformation gives the following
desired identities

Chol

(〈〈
∆1,∆2,∆3

〉〉GW

0,3
(τ)

)
=
〈〈
λφ1, λφ2, λφ3

〉〉FJRW

0,3
(u),

Chol

(〈〈
∆1,∆1,∆1

〉〉GW

0,3
(τ)

)
=
〈〈
λφ1, λφ1, λφ1

〉〉FJRW

0,3
(u),

and also

Chol

(〈〈
∆1,∆1, 3∆2

1, 3∆2
1

〉〉GW

0,4
(τ)

)
=
〈〈
λφ1, λφ1, λ

−1φ6, λ
−1φ6

〉〉FJRW

0,4
(u) . q.e.d.

Proof of Theorem 4.1 for the P1
3,3,3 case. As described in [KS11],

both GW correlation functions and FJRW correlation functions in these
cases can be uniquely reconstructed from the pairing, the ring structure
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constants, and the correlation functions described in Lemma 4.3 (hence,
the name building blocks). Lemma 4.3 tells that the Cayley transfor-
mation Chol matches the building blocks in the two theories. Since the
reconstruction process of these two theories are the same, we only need
to check Chol is compatible with the process of reconstruction which only
involves addition, multiplication and differentiation. Then Theorem 4.1
follows from Proposition 3.3 that the Cayley transformation preserves
the differential ring structure.

We finish the proof by further checking the reconstruction process in
three steps.

Step 1. Primary correlation functions in genus g = 0. This follows
from Lemma 4.3 and comparing the FJRW prepotential in Proposition
2.3 with the formula for FGW

0,P1
3,3,3

in [SZ14].

Step 2. Primary correlation functions in genus g ≥ 1. On the FJRW
side, we look at the degree formula (2.14). Note ĉW = 1 and degW (φj) ≤
1. If g ≥ 1 and each `j = 0, then (2.14) holds only if g = 1 and all
degW (φj) = 1. Thus, on the FJRW side, any non-vanishing correlation
function must be a differential polynomial in〈〈

φ
〉〉FJRW

1,1
.

Similarly, on the GW side, we only need to consider differential polyno-
mials in 〈〈

P
〉〉GW

1,1
.

Because Chol is compatible with differentiation, we only need to check
(4.2) for these two correlation functions.

On the GW side, we integrate the GW class ΛGW
1,4 (∆2

1,∆
2
1,∆2,∆3)

over Getzler’s relation [Get97]

(4.6) 12δ2,2−4δ2,3−2δ2,4 +6δ3,4 + δ0,3 + δ0,4−2δβ = 0 ∈ H4(M1,4,Q) .

It follows from the Splitting Axiom and genus zero computation that
〈〈P〉〉GW

1,1 is a linear combination of some genus zero primary correlation

functions. The calculation in [SZ14] showed1〈〈
P
〉〉GW

1,1
=
−2E3 +A2

3

24
.

Similarly, we can calculate 〈〈φ〉〉FJRW
1,1 by integrating ΛFJRW

1,4 (φ1, φ2,

φ4, φ4) over the relation in (4.6). The Splitting Axiom and genus zero
computation in Proposition 2.3 allow us to obtain〈〈

φ
〉〉FJRW

1,1
=

6f3 + f2
2

72
.

1This corrects an error made in [SZ14] which differed from the correct result here
by a factor of 2.
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Then we can apply Lemma 4.3 to get

Chol

(〈〈
P
〉〉GW

1,1

)
= Chol

(
−2E3 +A2

3

24

)
=

6f3 + f2
2

72
=
〈〈
φ
〉〉FJRW

1,1
.

Step 3. Correlation functions with ψ-classes. To reconstruct these
correlation functions, we recall the g-reduction technique introduced
in [FSZ10]. According to Ionel [Ion02] and Faber–Pandharipande
[FP05], if M(ψ, κ) is a monomial of ψ-classes and κ-classes with
degM ≥ g for g ≥ 1 or degM ≥ 1 for g = 0, then M(ψ, κ) can be
presented by a linear combination of dual graphs on the boundary of
Mg,k. Now let us consider a correlation function (either GW or FJRW)〈〈

φ1ψ
`1
1 , · · · , φkψ

`k
k

〉〉
g,k
.

If

(4.7) deg

 k∏
j=1

ψ
`j
j

 :=
k∑
j=1

`j ≥
{

2g − 2, g ≥ 1 ,
1, g = 0 ,

then
∏k
j=1 ψ

`j
j is a monomial satisfying the condition for the g-reduction,

thus, we can apply this technique to reduce its degree. If (4.7) is not sat-
isfied, then the correlation function will vanish by the degree formulas.
Hence, by repeatedly using the Splitting Axiom, the vanishing condi-
tion, and the g-reduction, one can eventually rewrite the correlation
function as a product of genus zero and genus one primary correlation
functions. Now the result follows from the first two steps and the fact
that G is pairing-preserving and is compatible with the splitting. q.e.d.

4.2. LG/CY correspondence for P1
2,2,2,2. In this case, we have W =

x4
1 +x4

2 +x2
3 and G = G1×Aut(x2

3), where G1 = 〈(
√
−1,
√
−1), (1,−1)〉.

We first apply a change of basis within the FJRW state space. Let
φ0 = φ̃0, φ = φ̃, and

1√
2

(
φ1, φ3

)(e 3πi
4 e

5πi
4

e
5πi
4 e

3πi
4

)
= ±

(
φ̃1, φ̃3

)
,

1√
2

(
φ2, φ4

)(1 1
1 −1

)
= ±

(
φ̃2, φ̃4

)
.

It is easy to check that the non-vanishing parings in the new basis are
given by

ηFJRW(φ̃0, φ̃) = ηFJRW(φ̃i, φ̃i) = 1 , i = 1, 2, 3, 4 .

Denote the corresponding coordinates with respect to the basis {φ̃i}5i=0

by {vi}5i=0. In the new coordinate system, the prepotential FFJRW
0,(W,G)(u)
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in Proposition 2.4 becomes

FFJRW
0,(W,G)(v) = cubic terms + (−f1(v))v1v2v3v4

+(2f2(v) + f3(v))
1

4!

∑
i

v4
i + f3(v)

1

2!2!

∑
i<j

v2
i v

2
j .

Proof of Theorem 4.1 for the P1
2,2,2,2 case. We construct the linear

map G :
(
HGW, ηGW

)
→
(
HFJRW, ηFJRW

)
according to Tab. 4 below.

It is obvious that G preserves the pairing.

Table 4. Isomorphism between state spaces for the
P1

2,2,2,2 case

• 1
√

2∆1

√
2∆2

√
2∆3

√
2∆4 P

G (•) 1 φ̃1 φ̃2 φ̃3 φ̃4 φ̃

Recall that on the GW side, the genus zero primary potential is
[ST11, SZ14]

FGW
0,(W,G) = cubic terms +X(τ)t1t2t3t4

+
Y (τ)

4!
(

4∑
i=1

t4i ) +
Z(τ)

2!2!

∑
i<j

(t2i t
2
j ) ,

where the correlation functions X(τ), Y (τ), Z(τ) are the following quasi-
modular forms for Γ0(2) (see Section 3.3 for details of the generators
A2, C2, E2)

X(τ) =
1

8
C2

2 (τ) ,

Y (τ) = − 1

16
(3E2(τ) +A2

2(τ)) ,

Z(τ) =
1

16
(−E2(τ) +A2

2(τ)) .

The equations satisfied by Chol(X(τ)),Chol(Y (τ)),Chol(Z(τ)) can be de-
rived from (2.7) and Theorem 3.3, the boundary conditions from (3.46).
Now we compare them with the WDVV equations (2.33) for the FJRW
correlations functions, and the corresponding boundary conditions in
(2.32), we are led to

Chol

(
2X(τ)

)
= −f1(τ̃orb) ,

Chol

(
2Y (τ)

)
= 2f2(τ̃orb) + f3(τ̃orb) ,

Chol

(
2Z(τ)

)
= f3(τ̃orb) .

Hence, we obtain, under the Cayley transform τ 7→ τ̃orb = MrationalC(τ),



328 Y. SHEN & J. ZHOU

Chol

(〈〈√
2∆1,

√
2∆2,

√
2∆3,

√
2∆4

〉〉GW

0,4

)
= 2
〈〈
φ̃1, φ̃2, φ̃3, φ̃4

〉〉FJRW

0,4
(τ̃orb) ,

Chol

(〈〈√
2∆1,

√
2∆1,

√
2∆1,

√
2∆1

〉〉GW

0,4

)
= 2
〈〈
φ̃1, φ̃1, φ̃1, φ̃1

〉〉FJRW

0,4
(τ̃orb) ,

Chol

(〈〈√
2∆1,

√
2∆1,

√
2∆2,

√
2∆2

〉〉GW

0,4

)
= 2
〈〈
φ̃1, φ̃1, φ̃2, φ̃2

〉〉FJRW

0,4
(τ̃orb) .

Note that all of the quasi-modular forms involved in the genus zero
primary potential have weight 2. Similar to the P1

3,3,3 case, by scaling
the coordinate

(4.8) τ̃orb = MrationalC(τ) 7→ 2τ̃orb ,

the resulting new Cayley transform τ 7→ 2τ̃orb matches the correlation
functions exactly. That is, by equating vi with ti, i = 0, · · · 4, and v with
2τ̃orb, we have

(4.9) Chol(F
GW
0,(W,G)(τ)) = FFJRW

0,(W,G)(v) .

The rest of the proof follows from the same reasoning in the P1
3,3,3 case.

q.e.d.

A. WDVV equations in FJRW theories

The WDVV equations in (2.27) are explained graphically as
follows:

• f1f4 = f2f5; (i, j, k, `) = (1, 2, 1, 2), S = {4}.

=2

( )
+SS

��

��

SS
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φ1

φ1 φ6
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• f1f5 = f ′2 + f2f6; (i, j, k, `) = (1, 2, 1, 5), S = {1}.

= +SS

��

��

SS

φ1

φ1

φ1
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SS
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��

SS

φ1

φ1

φ1 φ6

φ2

φ1

φ5

SS

��

��

SS

φ1

φ2

φ3 φ4

φ1

φ1

φ5

• 2f1f6 = f3f1 + f2f4; (i, j, k, `) = (1, 2, 1, 3), S = {6}.
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• f1f
′
5 = 2f5f

′
1; (i, j, k, `) = (1, 2, 5, 7), S = {1, 1}.

= 2
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• f1f
′
3 = 2f6f

′
1; (i, j, k, `) = (2, 3, 4, 7), S = {1, 1}.
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The WDVV equations in (2.33) are explained graphically as
follows:

• f ′1 + 2f1f2 = 0, (i, j, k, `) = (2, 2, 1, 1), S = {4, 4}.
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• f ′2 + 2f2f3 + f ′3 = 0, (i, j, k, `) = (1, 3, 2, 2), S = {4, 4}.
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• f ′3 + f2
3 = f2

1 , (i, j, k, `) = (1, 3, 1, 3), S = {4, 4}.
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B. Analytic continuation of periods and connection matrices

In this appendix we discuss the analytic continuation of the periods
for the elliptic curve families mentioned in Section 3.3. Most of the
material presented here is classical (see e.g., [FS95] for the monodromy
calculations for the Hesse pencil) and are collected here for reference.

In the following we give the details for the Hesse pencil of elliptic
curves. In this case, the Picard–Fuchs operator is given by the Gauss
hypergeometric one in (3.25), with a = 1/3, b = 2/3, c = 1,

(B.1) L = θ2
α − α(θα +

1

3
)(θα +

2

3
) , θα := α

∂

∂α
.

The discussions for the other elliptic curve families are similar.
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Local basis of solutions near α = 0. The basis for the space of
periods that we take near the singularity α = 0 on the base of the
elliptic curve family or equivalently the cusp [τ ] = [i∞] on the modular
curve, with the Hauptmodul given in (3.19), is

π1 = 2F1(
1

3
,
2

3
, 1, α) ,

κπ2 = κ 2F1(
1

3
,
2

3
, 1, 1− α) .(B.2)

Here we have followed the convention in [EMOT81] for the ordering
of the solutions to hypergeometric differential equations. Our notations
πi, i = 1, 2 · · · correspond to the ones ui, i = 1, 2 · · · therein. The coef-
ficient

(B.3) κ =
1

−2πi

Γ(a)Γ(b)

Γ(a+ b)
=

i√
3

is fixed such that the local monodromy M local
∞ satisfying (π1, κπ2) 7→

(π1, κπ2)M local
∞ at [τ ] = [i∞] is

(B.4) M local
∞ =

(
1 1
0 1

)
= T ∈ SL2(Z) .

See [EMOT81, Page 110] for details about the analytic continuation
of κu2. This normalization also implies that the local coordinate near
the infinity cusp can be defined by

(B.5) τ∞ :=
κπ2

π1
.

It turns out that [BBG95]

(B.6) τ∞ = τ .

Throughout this appendix we use both notations interchangeably.

Local basis of solutions near α = 1. The suitable basis at [τ ] = [0]
on the modular curve or equivalently β := 1− α = 0 on the base of the
elliptic curve family is given by

π2 = 2F1(
1

3
,
2

3
, 1, β) ,

κπ1 =
i√
3

2F1(
1

3
,
2

3
, 1, 1− β) .(B.7)

The local monodromy M local
0 near α = 1 is

(B.8) M local
0 =

(
1 1
0 1

)
.

The local coordinate near this cusp is given by

(B.9) τ0 :=
κπ1

π2
.
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Local basis of solutions near α = ∞. Near the elliptic point [τ ] =
[−κζ3] on the modular curve or equivalently the orbifold point given
by α = ∞ on the base of the elliptic curve family, the local basis is
[EMOT81]

π3 = (−α)−
1
3 2F1(

1

3
,
1

3
,
2

3
, α−1) ,

π4 = (−α)−
2
3 2F1(

2

3
,
2

3
,
4

3
, α−1) .(B.10)

The local monodromy in this basis is diagonal and of finite order:

(B.11) M local
orb =

(
ζ3 0
0 ζ2

3

)
.

Connection matrices and analytic continuation. The connection
matrix P between the two local bases in (π2, κπ1) = (π1, κπ2)P is easily
seen to be

(B.12) P =

(
0 i√

3√
3
i 0

)
.

It relates the local coordinates τ∞ and τ0 in the following way

(B.13) τ0 =

(
0 i√

3√
3
i 0

)
· τ∞ = − 1

3τ0
.

This is nothing but the Fricke involution which was an essential ingredi-
ent in [ASYZ14] to study mirror symmetry of some non-compact CY
3-folds. It induces, see [Mai09], the action on the Hauptmodul α 7→ β.
The moduli interpretation of the modular curve says that it is the mod-
uli space of pairs (E,C), where C is a cyclic group of order three of the
group E[3] of 3-torsion points of the elliptic curve E. Fricke involution
is the map

(B.14) W3 : (E,C) 7→ (E/C,E[3]/C) .

The particular form of this connection matrix also answers the ques-
tion that why it is the Fricke involution instead of the S-transformation
which naturally relates the local expansions of the modular forms. One
could have chosen a different normalization of the periods so that τ∞
and τ0 are, indeed, related by S, but then either the new variable
q := exp(2πiτ) would not be such that j = 1/q + 744 + · · · or the
monodromy is not the expected transform T which indicates the singu-
lar type I1 of the degeneration of the elliptic curve at the singularity.

The monodromy at α = 1 in the original basis (π1, κπ2) is

(B.15) M0 = PM local
0 P−1 =

(
1 0
−3 1

)
= −ST 3S .

The connection matrix Q between (π3, π4) and (π1, π2) satisfies, see
[EMOT81, Page 107],
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π1 =
Γ(c)Γ(b− a)

Γ(c− a)Γ(b)
π3 +

Γ(c)Γ(a− b)
Γ(c− b)Γ(a)

π4 ,

π2 =
Γ(a+ b+ 1− c)Γ(b− a)

Γ(b+ 1− c)Γ(b)
e−πiaπ3

+
Γ(a+ b+ 1− c)Γ(a− b)

Γ(a+ 1− c)Γ(a)
e−πibπ4 .

Hence,

(B.16) Q−1 =

 Γ( 1
3

)

Γ( 2
3

)2
Γ( 1

3
)

Γ( 2
3

)2
e−iπ

1
3

Γ(− 1
3

)

Γ( 1
3

)2
Γ(− 1

3
)

Γ( 1
3

)2
e−iπ

2
3

 .

The monodromy near [τ ] = [−κζ3] in the original basis is

(B.17) Morb = QM local
orb Q−1 =

(
−2 −1
3 1

)
.

The consistency condition is checked to be satisfied:

(B.18) MorbM0M∞ = Id .

For ease of notation, we denote

π̃3 = γ+π3 , γ+ =
Γ(1

3)

Γ(2
3)2

,

π̃4 = γ−π4 , γ− =
Γ(−1

3)

Γ(1
3)2

.(B.19)

Similar to the local coordinates τ∞, τ0, one defines the local coordinate
near the orbifold point by

(B.20) τorb := K
π̃4

π̃3
.

The overall constant K is fixed by requiring that the connection matrix
relating τ∞ and τorb is given by a fractional linear transform in SL2(C):

(B.21) τ∞ =
κ(e−πiaũ3 + e−πibũ4)

(ũ3 + ũ4)
, τorb =

τ∞ − κe−πia

− 1
K τ∞ + κ

K e
−πib .

Therefore, we obtain

(B.22) K = κ(e−πib − e−πia) .

The expression for the connection matrix also tells that the elliptic fixed
point given by τorb = 0 has the τ -value

(B.23) τ∗ = κe−πia .

Note that the following identity holds due to the relation a+ b = 1

(B.24) −K = τ∗ − τ̄∗ .
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