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#### Abstract

We consider the zeros on the boundary $\partial \Omega$ of a Neumann eigenfunction $\varphi_{\lambda_{j}}$ of a real analytic plane domain $\Omega$. We prove that the number of its boundary zeros is $O\left(\lambda_{j}\right)$ where $-\Delta \varphi_{\lambda_{j}}=\lambda_{j}^{2} \varphi_{\lambda_{j}}$. We also prove that the number of boundary critical points of either a Neumann or Dirichlet eigenfunction is $O\left(\lambda_{j}\right)$. It follows that the number of nodal lines of $\varphi_{\lambda_{j}}$ (components of the nodal set) which touch the boundary is of order $\lambda_{j}$. This upper bound is of the same order of magnitude as the length of the total nodal line, but is the square root of the Courant bound on the number of nodal components in the interior. More generally, the results are proved for piecewise analytic domains.


## 1. Introduction

This article is concerned with the high energy asymptotics of nodal lines of Neumann (resp. Dirichlet) eigenfunctions $\varphi_{\lambda_{j}}$ on piecewise real analytic plane domains $\Omega \subset \mathbb{R}^{2}$ :

$$
\left\{\begin{array}{l}
-\Delta \varphi_{\lambda_{j}}=\lambda_{j}^{2} \varphi_{\lambda_{j}} \text { in } \Omega,  \tag{1.1}\\
\partial_{\nu} \varphi_{\lambda_{j}}=0\left(\text { resp. } \varphi_{\lambda_{j}}=0\right) \text { on } \partial \Omega,
\end{array}\right.
$$

Here, $\partial_{\nu}$ is the interior unit normal. We refer to $\lambda_{j}$ as the 'frequency' and note that the Laplace eigenvalue is $\lambda_{j}^{2}$ (unlike $[\mathbf{D F}, \mathbf{L}]$ and some other references). We denote by $\left\{\varphi_{\lambda_{j}}\right\}$ an orthonormal basis of eigenfunctions of the boundary value problem corresponding to the eigenvalues $\lambda_{0}^{2}<$ $\lambda_{1}^{2} \leq \lambda_{2}^{2} \cdots$ enumerated according to multiplicity. The nodal set

$$
\mathcal{N}_{\varphi_{\lambda_{j}}}=\left\{x \in \Omega: \varphi_{\lambda_{j}}(x)=0\right\}
$$

is a curve (possibly with self-intersections at the singular points) which intersects the boundary in the set $\mathcal{N}_{\varphi_{\lambda_{j}}} \cap \partial \Omega$ of boundary nodal points. The motivating problem of this article is the following: how many nodal

[^0]lines (i.e., components of the nodal set) touch the boundary? Since the boundary lies in the nodal set for Dirichlet boundary conditions, we remove it from the nodal set before counting components. Henceforth, the number of components of the nodal set in the Dirichlet case means the number of components of $\mathcal{N}_{\varphi_{\lambda_{j}}} \backslash \partial \Omega$.

In the following, and henceforth, $C_{\Omega}>0$ denotes a positive constant depending only on the domain $\Omega$.

Theorem 1. Let $\Omega$ be a piecewise analytic domain and let $n_{\partial \Omega}\left(\lambda_{j}\right)$ be the number of components of the nodal set of the $j$ th Neumann or Dirichlet eigenfunction which intersect $\partial \Omega$. Then there exists $C_{\Omega}$ such that $n_{\partial \Omega}\left(\lambda_{j}\right) \leq C_{\Omega} \lambda_{j}$.

For generic piecewise analytic plane domains, zero is a regular value of all the eigenfunctions $\varphi_{\lambda_{j}}$, i.e., $\nabla \varphi_{\lambda_{j}} \neq 0$ on $\mathcal{N}_{\varphi_{\lambda_{j}}}[\mathbf{U}]$; we then call the nodal set regular. Each regular nodal set decomposes into a disjoint union of connected components which are homeomorphic either to circles contained in the interior $\Omega^{o}$ of $\Omega$ or to intervals intersecting the boundary in two points. We term the former 'closed nodal loops' and the latter 'open nodal lines'. Thus, we are counting open nodal lines. Such open nodal lines might 'percolate' in the sense of $[\mathbf{Z e}]$ (i.e., become infinitely long in the scaling limit $\Omega \rightarrow \lambda_{j} \Omega$ ), or they might form $\lambda_{j}^{-1}$-'small' half-loops at the boundary.

For the Neumann problem, the boundary nodal points are the same as the zeros of the boundary values $\varphi_{\lambda_{j}} \mid \partial \Omega$ of the eigenfunctions. The number of boundary nodal points is thus twice the number of open nodal lines. Hence we can count open nodal lines by counting boundary nodal points. In the Neumann case, our result follows from:

Theorem 2. Suppose that $\Omega \subset \mathbb{R}^{2}$ is a piecewise real analytic plane domain. Then the number $n\left(\lambda_{j}\right)=\# \mathcal{N}_{\varphi_{\lambda_{j}}} \cap \partial \Omega$ of zeros of the boundary values $\left.\varphi_{\lambda_{j}}\right|_{\partial \Omega}$ of the $j$ th Neumann eigenfunction satisfies $n\left(\lambda_{j}\right) \leq C_{\Omega} \lambda_{j}$, for some $C_{\Omega}>0$.

This is a more precise version of Theorem 1 in cases such as integrable billiard domains (rectangles, discs, ellipses) where the entire nodal set is connected due to the large grid of self-intersection points of the nodal set. The analogous result in the Dirichlet case is stated in Corollary 4. Counting boundary nodal points of eigenfunctions has obvious similarities to measuring the length of the interior nodal line, and our results show that the order of magnitude is the same. We recall that S . T. Yau conjectured that in all dimensions, the hypersurface volume should satisfy $c \lambda_{j} \leq \mathcal{H}^{n-1}\left(\mathcal{N}_{\varphi_{\lambda_{j}}}\right) \leq C \lambda_{j}$ for some positive constants $c, C$ depending only on $(M, g)$ [ Y1, Y2]. The lower bound was proved in dimension two for smooth domains by Brüning-Gomes [BG] and both the upper and lower bounds were proved in all dimensions for analytic
$(M, g)$ by Donnelly-Fefferman [DF, DF2] (see also [L]; an extensive exposition is given in $[\mathbf{H L}]$ ). For general $C^{\infty}$ Riemannian manifolds ( $M, g$ ) in dimensions $\geq 3$ there are at present only exponential bounds [HHL, HS]. Our methods involve analytic continuation to the complex as in $[\mathbf{D F}, \mathbf{D F 2}, \mathbf{L}]$, and it is not clear how to extend them to $C^{\infty}$ domains.

In comparison to the order $O\left(\lambda_{j}\right)$ of the number of boundary nodal points, the total number of connected components of $\mathcal{N}_{\varphi_{\lambda_{j}}}$ has the upper bound $O\left(\lambda_{j}^{2}\right)$ by the Courant nodal domain theorem. Here, and henceforth, the notation $A(\lambda)=O(g(\lambda))$ means that there exists a constant $C_{\Omega}>0$ independent of $\lambda$ such that $A(\lambda) \leq C_{\Omega} g(\lambda)$. Only in very rare cases is it known whether this upper bound is achieved (in terms of order of magnitude). When the upper bound is achieved, the number of open nodal lines in dimension 2 is of one lower order in $\lambda_{j}$ than the number of closed nodal loops. This effect is known from numerical experiments of eigenfunctions and random waves [BGS, FGS]. The only rigorous result we know is the recent proof in [ NS ] that the average number of nodal components of a random spherical harmonic is of order of magnitude $\lambda_{j}^{2}$. In special cases, the number of connected components can be much smaller than the Courant bound, e.g., two or three for arbitrarily high eigenvalues [Lew].

Our methods also yield estimates on the number of critical points of $\varphi_{\lambda_{j}}$ which occur on the boundary. We denote the boundary critical set by

$$
\mathcal{C}_{\varphi_{\lambda_{j}}}=\left\{q \in \partial \Omega:\left(d \varphi_{\lambda_{j}}\right)(q)=0\right\} .
$$

In the case of Neumann eigenfunctions, $q \in \mathcal{C}_{\varphi_{\lambda_{j}}} \Longleftrightarrow d\left(\varphi_{\lambda_{j}} \mid \partial \Omega(q)\right)=0$ since the normal derivative automatically equals zero on the boundary, while in the Dirichlet case $q \in \mathcal{C}_{\varphi_{\lambda_{j}}} \Longleftrightarrow \partial_{\nu} \varphi_{\lambda_{j}}(q)=0$ since the boundary is a level set.

A direct parallel to Yau's conjecture for interior critical points of generic analytic metrics would be the Bézout bound $\# \mathcal{C}_{\varphi_{\lambda_{j}}} \leq C_{\Omega} \lambda_{j}^{n}$ in dimension $n$, and $\lambda_{j}^{n-1}$ for boundary critical points. However, this bound is unstable since the critical point sets do not even have to be discrete when the eigenfunctions have degenerate critical points, and the true count in the discrete case might reflect the size of the determinant of the Hessian at the critical point. Note that there is no non-trivial lower bound on the number of interior critical points [JN]. Related complications occur for boundary critical points. For instance, the radial eigenfunctions on the disc are constant on the boundary; thus, boundary critical point sets need not be isolated. We therefore need to add a non-degeneracy condition on the tangential derivative $\partial_{t}\left(\left.\varphi_{\lambda_{j}}\right|_{\partial \Omega}\right)$ to ensure that its zeros are isolated and can be counted by our methods.

We phrase the condition in terms of the Pompeiu problem and Schiffer conjecture, which asserts the disc is the only smooth plane domain possessing a Neumann eigenfunction which is constant on the boundary. In $[\mathrm{Ber}]$ it is proved that the disc is the only bounded simply connected plane domain possessing an infinite sequence of such Neumann eigenfunctions. We say that the Neumann problem for a bounded domain has the asymptotic Schiffer property if there exists $C>0$ such that, for all Neumann eigenfunctions $\varphi_{\lambda_{j}}$ with sufficiently large $\lambda_{j}$,

$$
\begin{equation*}
\frac{\left\|\partial_{t} \varphi_{\lambda_{j}}\right\|_{L^{2}(\partial \Omega)}}{\left\|\varphi_{\lambda_{j}}\right\|_{L^{2}(\partial \Omega)}} \geq e^{-C \lambda_{j}} . \tag{1.2}
\end{equation*}
$$

Here, $\partial_{t}$ is the unit tangential derivative, and the $L^{2}$ norms refer to the restrictions of the eigenfunction to $\partial \Omega$. It seems plausible that Berenstein's result might extend to this asymptotic Schiffer property, i.e., that the disc is the only example where (1.2) fails for an infinite sequence.

Theorem 3. Let $\Omega \subset \mathbb{R}^{2}$ be piecewise real analytic. Suppose that $\left.\varphi_{\lambda_{j}}\right|_{\partial \Omega}$ satisfies the asymptotic Schiffer condition (1.2) in the Neumann case. Then the number $n_{\text {crit }}\left(\lambda_{j}\right)=\# \mathcal{C}_{\varphi_{\lambda_{j}}}$ of critical points of a Neumann or Dirichlet eigenfunction $\varphi_{\lambda_{j}}$ which lie on $\partial \Omega$ satisfies $n_{\text {crit }}\left(\lambda_{j}\right) \leq$ $C_{\Omega} \lambda_{j}$ for some $C_{\Omega}>0$

This is apparently the first general result on the asymptotic number of critical points of eigenfunctions as $\lambda_{j} \rightarrow \infty$. Our results on boundary critical points give some positive evidence for the Bézout upper bound in the analytic case, and simple examples such as the disc show that there does not exist a non-trivial lower bound (see §2). In general, counting critical points is subtler than counting zeros or singular points (i.e., points where $\varphi_{\lambda_{j}}(x)=d \varphi_{\lambda_{j}}(x)=0$; see [HS, HHL]).

In the case of Dirichlet eigenfunctions, endpoints of open nodal lines are always boundary critical points, since they must be singular points of $\varphi_{\lambda_{j}}$. Hence, an upper bound for $n_{\text {crit }}\left(\lambda_{j}\right)$ also gives an upper bound for the number of open nodal lines.

Corollary 4. Suppose that $\Omega \subset \mathbb{R}^{2}$ is a piecewise real analytic plane domain. Let $n_{\partial \Omega}\left(\lambda_{j}\right)$ be the number of open nodal lines of the $j$ th Dirichlet eigenfunction, i.e., connected components of $\left\{\varphi_{\lambda_{j}}=0\right\} \subset \Omega^{o}$ whose closure intersects $\partial \Omega$. Then there exists $C_{\Omega}>0$ such that $n_{\partial \Omega}\left(\lambda_{j}\right) \leq$ $C_{\Omega} \lambda_{j}$.

The question may arise why we are concerned with piecewise analytic domains $\Omega^{2} \subset \mathbb{R}^{2}$. By this, we mean a compact domain with piecewise analytic boundary, i.e., $\partial \Omega$ is a union of a finite number of piecewise analytic curves which intersect only at their common endpoints (cf. [HZ]). Our interest in such domains is due to the fact that many important
types of domains in classical and quantum billiards, such as the Bunimovich stadium or Sinai billiard, are only piecewise analytic. Their nodal sets have been the subject of a number of numerical studies (e.g., [BGS, FGS]). More generally, it is of interest to study the nodal distributions of piecewise analytic Euclidean plane domains with ergodic billiards, which can never be fully analytic.

The results stated above are corollaries of one basic result concerning the complex zeros and critical points of analytic continuations of Cauchy data of eigenfunctions. When $\partial \Omega \in C^{\omega}$, the eigenfunctions can be holomorphically continued to an open tube domain in $\mathbb{C}^{2}$ projecting over an open neighborhood $W$ in $\mathbb{R}^{2}$ of $\Omega$ which is independent of the eigenvalue. We denote by $\Omega_{\mathbb{C}} \subset \mathbb{C}^{2}$ the points $\zeta=x+i \xi \in \mathbb{C}^{2}$ with $x \in$ $\Omega$. Then $\varphi_{\lambda_{j}}(x)$ extends to a holomorphic function $\varphi_{\lambda_{j}}^{\mathbb{C}}(\zeta)$ where $x \in W$ and where $|\xi| \leq \epsilon_{0}$ for some $\epsilon_{0}>0$. We mainly use the complexifications to obtain upper bounds on real zeros, so are not concerned with the maximal $\epsilon_{0}$, i.e., the 'radius of the Grauert tube' around $\partial \Omega$, and do not include the radius in our notation for the complexification.

Assuming $\partial \Omega$ real analytic, we define the (interior) complex nodal set by

$$
\mathcal{N}_{\varphi_{\lambda_{j}}}^{\mathbb{C}}=\left\{\zeta \in \Omega_{\mathbb{C}}: \varphi_{\lambda_{j}}^{\mathbb{C}}(\zeta)=0\right\},
$$

and the (interior) complex critical point set by

$$
\mathcal{C}_{\varphi_{\lambda_{j}}}^{\mathbb{C}}=\left\{\zeta \in \Omega_{\mathbb{C}}: d \varphi_{\lambda_{j}}^{\mathbb{C}}(\zeta)=0\right\} .
$$

We are mainly interested in the restriction of $\varphi_{\lambda_{j}}^{\mathbb{C}}$ to the complexification $(\partial \Omega)_{\mathbb{C}}$ of the boundary, i.e. the complex curve in $\mathbb{C}^{2}$ obtained as the image of the analytic continuation of a real analytic parameterization $Q: S^{1} \rightarrow \partial \Omega$. The map $Q$ admits a holomorphic extension to an annulus $A(\epsilon)$ (see (3.2)) around the parameterizing circle $S^{1}$ and its image $Q_{\mathbb{C}}(A(\epsilon)) \subset \mathbb{C}^{2}$ is an annulus in the complexification of the boundary; it is analogous to a Grauert tube around the real analytic boundary in the sense of $[\mathbf{G S 1}, \mathbf{L S 1}]$. We then define the boundary complex nodal set by

$$
\mathcal{N}_{\varphi_{\lambda_{j}}}^{\partial \Omega_{\mathbb{C}}}=\left\{\zeta \in \partial \Omega_{\mathbb{C}}: \varphi_{\lambda_{j}}^{\mathbb{C}}(\zeta)=0\right\},
$$

and the (boundary) complex critical point set by

$$
\mathcal{C}_{\varphi_{\lambda_{j}}}^{\partial \mathbb{C}^{\prime}}=\left\{\zeta \in \partial \Omega_{\mathbb{C}}: d \varphi_{\lambda_{j}}^{\mathbb{C}}(\zeta)=0\right\} .
$$

More generally, we may assume $\partial \Omega$ is piecewise real analytic and holomorphically extend eigenfunctions to the analytic continuations of the real analytic boundary arcs. The radii of these analytic continuations of course shrink to zero at the corners.

Theorem 5. Suppose that $\Omega \subset \mathbb{R}^{2}$ is a piecewise real analytic plane domain, and denote by $(\partial \Omega)_{\mathbb{C}}$ the union of the complexifications of its real analytic boundary components.

1) Let $n\left(\lambda_{j}, \partial \Omega_{\mathbb{C}}\right)=\# \mathcal{N}_{\varphi_{\lambda_{j}}}^{\partial \Omega_{\mathbb{C}}}$. Then there exists a constant $C_{\Omega}>0$ independent of the radius of $(\partial \Omega)_{\mathbb{C}}$ such that $n\left(\lambda_{j}, \partial \Omega_{\mathbb{C}}\right) \leq C_{\Omega} \lambda_{j}$.
2) Suppose that the Neumann eigenfunctions satisfy (1.2) and let $n_{\text {crit }}\left(\lambda_{j}, \partial \Omega_{\mathbb{C}}\right)=\# \mathcal{C}_{\varphi_{\lambda_{j}}}^{\partial \Omega_{\mathbb{C}}}$. Then there exists $C_{\Omega}>0$ independent of the radius of $(\partial \Omega)_{\mathbb{C}}$ such that $n_{c r i t}\left(\lambda_{j}, \partial \Omega_{\mathbb{C}}\right) \leq C_{\Omega} \lambda_{j}$.

The theorems on real nodal lines and critical points follow from the fact that real zeros and critical points are also complex zeros and critical points, hence

$$
\begin{equation*}
n\left(\lambda_{j}\right) \leq n\left(\lambda_{j}, \partial \Omega_{\mathbb{C}}\right) ; \quad n_{\mathrm{crit}}\left(\lambda_{j}\right) \leq n_{\mathrm{crit}}\left(\lambda_{j}, \partial \Omega_{\mathbb{C}}\right) \tag{1.3}
\end{equation*}
$$

All of the results are sharp, and are already obtained for certain sequences of eigenfunctions on a disc (see $\S 2$ ). If the condition (1.2) is not satisfied, the boundary value of $\varphi_{\lambda_{j}}$ must equal a constant $C_{j}$ modulo an error of the form $O\left(e^{-C \lambda_{j}}\right)$. It is plausible that this forces the boundary values to be constant, but it would take us too far afield in this article to investigate it.

Although our main interest is in counting open nodal lines, the method of proof of Theorem 5 generalizes from $\partial \Omega$ to a rather large class of real analytic curves $C \subset \Omega$, even when $\partial \Omega$ is not real analytic. Let us call a real analytic curve $C$ a good curve if there exists a constant $a>0$ so that for all $\lambda_{j}$ sufficiently large,

$$
\begin{equation*}
\frac{\left\|\varphi_{\lambda_{j}}\right\|_{L^{2}(\partial \Omega)}}{\left\|\varphi_{\lambda_{j}}\right\|_{L^{2}(C)}} \leq e^{a \lambda_{j}} \tag{1.4}
\end{equation*}
$$

Here, the $L^{2}$ norms refer to the restrictions of the eigenfunction to $C$ and to $\partial \Omega$. The following result deals with the case where $C \subset$ $\partial \Omega$ is an interior real-analytic curve. The real curve $C$ may then be holomorphically continued to a complex curve $C_{\mathbb{C}} \subset \mathbb{C}^{2}$ obtained by analytically continuing a real analytic parametrization of $C$.

Theorem 6. Suppose that $\Omega \subset \mathbb{R}^{2}$ is a $C^{\infty}$ plane domain, and let $C \subset \Omega$ be a good interior real analytic curve in the sense of (1.4). Let $n\left(\lambda_{j}, C\right)=\# \mathcal{N}_{\varphi_{\lambda_{j}}} \cap C$ be the number of intersection points of the nodal set of the $j$-th Neumann (or Dirichlet) eigenfunction with $C$. Then there exists $A_{C, \Omega}>0$ depending only on $C, \Omega$ such that $n\left(\lambda_{j}, C\right) \leq A_{C, \Omega} \lambda_{j}$.

Although the upper bounds are sharp for some domains, we do not present necessary or sufficient conditions on a domain so that the bounds on zeros or critical points are achieved by some sequence of eigenfunctions. It is plausible that the upper bounds are achieved on all piecewise analytic domains; we do not know any domain for which they are not achieved, but there are few domains where the bounds can be explicitly tested. The boundary (or rather its unit ball bundle) is naturally viewed as a kind of quantum 'cross section' of the wave group [HZ]. The
growth rate of the modulus and zeros of Cauchy data of complexified eigenfunctions depend on what kind of 'cross section' the boundary provides. We conjecture that for piecewise analytic domains with ergodic billiards, the number of complex zeros of $\varphi_{\lambda_{j}}^{\mathbb{C}} \mid \partial \Omega_{\mathbb{C}}$ is bounded below by $C_{\Omega} \lambda_{j}$, reflecting the fact that the boundary is then a representative cross section of the billiard flow. Further results in the ergodic case are given in [TZ].

Some of the methods and results of this paper should generalize to higher dimensions, while some are basically two-dimensional. Among those which should generalize are the upper bounds on the number of boundary zeros of Neumann eigenfunctions. In higher dimensions one should have similar bounds on the Hausdorff $m-2$ dimensional measure of the boundary nodal set. On the other hand, such bounds do not seem to have the same kind of applications to counting components of the nodal set.

We also note an interesting application due to I. Polterovich $[\mathbf{P o}]$ of Theorem 1 to an old conjecture of A. Pleijel regarding Courant's nodal domain theorem, which says that the number $n_{k}$ of nodal domains (components of $\Omega \backslash Z_{\varphi_{\lambda_{k}}}$ ) of the $k$ th eigenfunction satisfies $n_{k} \leq k$. Pleijel $[\mathbf{P}]$ improved this result for Dirichlet eigefunctions of plane domains: For any plane domain with Dirichlet boundary conditions, $\limsup _{k \rightarrow \infty} \frac{n_{k}}{k} \leq$ $\frac{4}{j_{1}^{2}} \simeq 0.691 \ldots$, where $j_{1}$ is the first zero of the $J_{0}$ Bessel function. He conjectured that the same result should be true for a free membrane, i.e., for Neumann boundary conditions. This was recently proved in the real analytic case by I. Polterovich $[\mathbf{P o}]$. His argument is roughly the following: Pleijel's original argument applies to all nodal domains which do not touch the boundary, since the eigenfunction is a Dirichlet eigenfunction in such a nodal domain. The argument does not apply to nodal domains which touch the boundary, but by Theorem 1 the number of such domains is negligible for the Pleijel bound.

The organization of this article is as follow: In $\S 3$, we use the layer potential representations of Cauchy data of eigenfunctions, or equivalently the representation in terms of the Calderon projector, to analytically continue eigenfunctions. We believe that this representation should be useful for more refined results in the complex domain, much as layer potential representations were useful in the real domain in $[\mathbf{H Z}]$. The analytic continuation of the layer potential representation has previously been studied by Vekua [V], Garabedian [G], and in the form we need by Millar [M1, M2, M3]. The analytic continuation is somewhat subtle due to the presence of logarithms in the layer potentials, and does not appear to be well-known; so we present complete details (which are sometimes sketchy in the original articles) in Appendix 8. In $\S 4$, we relate growth of complex zeros to growth of the log modulus of the complexified eigenfunctions. In $\S 5-\S 6$, we prove the main results.

The complexified layer potential representation is used to obtain an upper bound on the growth rate of the complexified eigenfunctions $\varphi_{\lambda_{j}}^{\mathbb{C}}$ in a fixed complex tube around the boundary as $\lambda_{j} \rightarrow \infty$. The estimate is simpler for interior curves ( $\$ 5$ ) since on the boundary the analytic continuation involves a Volterra operator that must be inverted. Almost the same method gives analogous results on critical points; for the sake of brevity, the argument is only sketched in $\S 7$. Finally, for the benefit of the reader, in Appendix 9 we collect all the special functions formulas for Bessel and Hankel functions that are used in $\S 3$ and $\S 5-\S 6$.

We would like to thank P. Ebenfelt, L. Ehrenpreis, C. Epstein, Q. Han, P. Koosis, and M. Zworski for informative discussions. We would also like to thank the referee for suggestions on improving the presentation.

## 2. Examples

We begin with examples illustrating the issues we face. Eigenfunctions are only computable in (quantum) completely integrable cases, and at present the only known examples are the unit disc, ellipses and rectangles. It is a classical conjecture of Birkhoff that ellipses are the only smooth Euclidean plane domains with integrable billiards, so one does not expect further explicitly computable examples. In addition, one can construct approximate eigenfunctions, or quasi-modes for many further domains [BB]; it is plausible, although it is not proved here, that our results extend to real analytic quasi-modes.
2.1. The unit disc $D$. The unit disc shows that there do not exist universal lower bounds on the number of boundary nodal points in terms of the frequency $\lambda_{j}$.

The standard orthonormal basis of real valued Neumann eigefunctions is given in polar coordinates by $\varphi_{m, n}(r, \theta)=C_{m, n} \sin m \theta J_{m}\left(j_{m, n}^{\prime} r\right)$, (resp. $\left.C_{m, n} \cos m \theta J_{m}\left(j_{m, n}^{\prime} r\right)\right)$ where $j_{m, n}^{\prime}$ is the $n$th critical point of the Bessel function $J_{m}$ and where $C_{m, n}$ is the normalizing constant. The $\Delta$-eigenvalue is $\lambda_{m, n}^{2}=\left(j_{m, n}^{\prime}\right)^{2}$. The parameter $m$ is referred to as the angular momentum. Dirichlet eigenfunctions have a similar form with $j_{m, n}^{\prime}$ replaced by the $n$th zero $j_{m, n}$ of $J_{m}$. Nodal loops correspond to zeros of the radial factor while open nodal lines correspond to zeros of the angular factor.

If we fix $m$ and let $\lambda_{m, n} \rightarrow \infty$ we obtain a sequence of eigenfunctions of bounded angular momentum but high energy. In the sin case (e.g.), the open nodal lines consist of the union of rays $C_{m}=\left\{\theta=\frac{2 \pi k}{m}, k=\right.$ $\left.0, \ldots, \frac{m-1}{m}\right\}$ through the $m$ th roots of unity. Hence, for each $m$ there exist sequences of eigenfunctions with $\lambda \rightarrow \infty$ but with $m$ open nodal lines; hence, there exists no lower bound on the number of nodal lines touching the boundary in terms of the energy. This example also shows
that there cannot exist a general unconditional result counting intersections of nodal lines with interior curves, since $\left.\varphi_{m, n}\right|_{C_{m}} \equiv 0$ and hence the 'number' of nodal points on the interior curve $C_{m}$ is infinite. In particular, $C_{m}$ is not 'good' in the sense of (1.4).

At the opposite extreme are the whispering gallery modes which concentrate along the boundary. These are eigenfunctions of maximal angular momentum (with given energy), and $\lambda_{m, m} \sim m$. As discussed in [BB], they are asymptotically given by the real and imaginary parts of $e^{i \lambda_{m} s} A i_{p}\left(\rho^{-1 / 3} \lambda_{m}^{2 / 3} y\right)$. Here, $A i_{p}(y):=A i\left(-t_{p}+y\right)$ where $A i$ is the Airy function and $\left\{-t_{p}\right\}$ are its negative zeros. Also, $s$ is arc-length along $\partial D, \rho$ is a normalizing constant and $y=1-r$. Whispering gallery modes saturate the upper bound on the number of open nodal lines.
2.2. An ellipse. A new feature in comparison to the disc is the existence of Gaussian beams along the minor axis, which is a stable elliptic bouncing ball orbit. The modes oscillate along the minor exis and have Gaussian decay in the tranvserve direction; thus, they are highly localized along the minor axis. Such bouncing ball modes do not exist in the disc and occur when $m$ is fixed and $n \rightarrow \infty$.

We express an ellipse in the form $x^{2}+\frac{y^{2}}{1-a^{2}}=1, \quad 0 \leq a<1$, with foci at $(x, y)=( \pm a, 0)$. We define elliptical coordinates $(\varphi, \rho)$ by $(x, y)=$ $(a \cos \varphi \cosh \rho, a \sin \varphi \sinh \rho)$. Here, $0 \leq \rho \leq \rho_{\max }=\cosh ^{-1} a^{-1}, \quad 0 \leq$ $\varphi \leq 2 \pi$. The lines $\rho=$ const are confocal ellipses and the lines $\varphi=$ const are confocal hyperbolae. The foci occur at $\varphi=0, \pi$ while the origin occurs at $\rho=0, \varphi=\frac{\pi}{2}$.

The eigenvalue problem separates into a pair of Mathieu equations,

$$
\left\{\begin{array}{l}
\partial_{\varphi}^{2} G_{m, n}-c^{2} \cos ^{2} \varphi G_{m, n}=-\lambda_{m, n}^{2} G_{m, n}  \tag{2.1}\\
\partial_{\rho}^{2} F-c^{2} \cosh ^{2} \rho F_{m, n}=\lambda_{m, n}^{2} F_{m, n}
\end{array}\right.
$$

where $c$ is a certain parameter. The eigenfunctions have the form $\Psi_{m, n}(\varphi, \rho)=C_{m, n} F_{m, n}(\rho) \cdot G_{m, n}(\varphi)$ where, $F_{m, n}(\rho)=C e_{m}\left(\rho, \frac{k_{n} c}{2}\right)$ and $G_{m, n}(\varphi)=c e_{m}\left(\varphi, \frac{k_{n} c}{2}\right)$ (and their sin analogues). Here, $c e_{m}, C e_{m}$ are special Mathieu functions (cf. [C] (3.10)-(3.2)). The Neumann or Dirichlet boundary conditions determine the eigenvalue parameters $k_{n} c$. The nodal lines are of course given by $\left\{G_{m, n}=0\right\} \cup\left\{F_{m, n}=0\right\}$. For more details and computer graphics of elliptic bouncing ball modes we refer to [ $\mathbf{C}]$; the original work was done by Keller-Rubinow.

The eigenfunctions which are the Gaussian beams are characterized as follows: Since the minor axis is

$$
I=\left\{(\rho, \varphi) \in\left[0, \rho_{\max }\right] \times[0,2 \pi] ; \varphi=\frac{\pi}{2}\right\} .
$$

one looks for eigenfunctions with mass concentrated along this interval. Consider the extremal energy levels that satisfy

$$
c^{2} \lambda_{m, n}^{-2}=1+O\left(\lambda_{m, n}^{-1}\right)
$$

One rewrites (2.1) in the form:

$$
\left\{\begin{array}{l}
-\lambda_{m, n}^{-2} \partial_{\varphi}^{2} G_{m, n}+\left(\lambda_{m, n}^{-2} c^{2} \cos ^{2} \varphi-1\right) G_{m, n}=0  \tag{2.2}\\
-\lambda_{m, n}^{-2} \partial_{\rho}^{2} F_{m, n}+\left(\lambda_{m, n}^{-2} c^{2} \cosh ^{2} \rho+1\right) F_{m, n}=0
\end{array}\right.
$$

Given the choice of energy level,

$$
\lambda_{m, n}^{-2} c^{2} \cos ^{2} \varphi-1=\cos ^{2} \varphi-1+O\left(\lambda_{m, n}^{-1}\right)=-\sin ^{2}(\varphi)+O\left(\lambda_{m, n}^{-1}\right)
$$

The potential $V_{1}(\varphi)=\cos ^{2} \varphi-1$ has a nondegenerate minimum at $\varphi=\frac{\pi}{2}$. So, the solutions $G=G_{m, n}$ to the first equation in (2.2) are asymptotic to ground state Hermite functions. More precisely,

$$
\begin{equation*}
G_{m, n}\left(\varphi ; \lambda_{m, n}\right)=c_{m, n}\left(\lambda_{m, n}\right) e^{-\lambda_{m, n} \cos ^{2} \varphi}\left(1+O\left(\lambda_{m, n}^{-1}\right)\right) . \tag{2.3}
\end{equation*}
$$

In the second equation in (2.2) the potential is $V_{2}(\rho)=\cosh ^{2} \rho+1+$ $O\left(\lambda_{m, n}^{-1}\right)>0$ for $\lambda_{m, n} \geq \lambda_{0}$ sufficiently large. In this case the solution has purely oscillatory asymptotics:

$$
\begin{align*}
& F_{m, n}\left(\rho ; \lambda_{m, n}\right)=e^{i \lambda_{m, n} \int_{0}^{\rho} \sqrt{\cosh ^{2} x+1} d x} a_{+}\left(\rho ; \lambda_{m, n}\right)  \tag{2.4}\\
&+e^{-i \lambda_{m, n}} \int_{0}^{\rho} \sqrt{\cosh ^{2} x+1} d x \\
& a_{-}\left(\rho ; \lambda_{m, n}\right)
\end{align*}
$$

where $a_{ \pm}\left(\rho ; \lambda_{m, n}\right) \sim \sum_{j=0}^{\infty} a_{ \pm, j}(\rho) \lambda_{m, n}^{-j}$ are determined by the Dirichlet or Neumann boundary conditions. Moreover, from the $L^{2}$-normalization condition $\int_{I}\left|\Psi_{m, n}\left(\rho, \frac{\pi}{2}\right)\right|^{2} d \rho=1$ it follows that $c_{m, n}\left(\lambda_{m, n}\right) \sim \lambda_{m, n}^{1 / 4}$.

From (2.3) and (2.4), the Gaussian beams are roughly asymptotic to superpositions of $e^{ \pm i k s} e^{-\lambda_{m, n} y^{2}}$ (cf. [BB]), where $s$ denotes arc-length along the bouncing ball orbit and $y$ denotes the Fermi normal coordinate. It follows that outside a tube of any given radius $\epsilon>0$, the Gaussian beam decays on the order $O\left(e^{-\lambda_{m, n} \epsilon^{2}}\right)$. Hence on any curve $C$ which is disjoint from the bouncing ball orbit, the restriction of the Gaussian beam to $C$ saturates the description of a 'good' analytic curve.

Remark. In the case of circles and ellipses, it is elementary to obtain the analytic continuations of the boundary values of Neumann eigenfunctions to the complexification of the boundary. One sees that the growth rate of the analytic continuations are determined by the angular momenta of the eigenfunctions, i.e., the eigenvalue of the boundary Laplacian, and not by the interior eigenvalue. This suggests that the growth rate of boundary values of eigenfunctions and of their analytic continuations should be estimated in terms of a 'boundary frequency function.'

## 3. Holomorphic extensions of eigenfunctions to Grauert tubes

It is classical that solutions of the Helmholtz equation on a Euclidean domain are real analytic in the interior and hence their restrictions to interior real analytic curves admit holomorphic extensions to the complexification of the curves. A classical presentation can be found in $[\mathbf{G}] \S 5.2$, and to some extent we try to conform to its notation; see also [MN, S, Mor, V]. Moreover, the Cauchy data along the boundary of eigenfunctions satisfying Dirichlet or Neumann boundary conditions admit analytic continuations into a uniform tube in the complexification of the boundary, independent of the eigenvalue. We now use integral representations for the analytic continuations to obtain upper bounds for the growth rate of the complexified Cauchy data of eigenfunctions in a fixed Grauert tube of interior curves or curves on the boundary as $\lambda_{j} \rightarrow \infty$.
3.1. Complexification of domains $\Omega$ and their boundaries $\partial \Omega$. When $(M, g)$ is a real analytic Riemannian manifold without boundary, then there exists a complexification $M_{\mathbb{C}}$ of $M$ as an (open) complex manifold, and Laplace eigenfunctions extend to a maximal tube in $M_{\mathbb{C}}$. This has been studied in [Bou, GS1, GS2, GLS, Z] using the analytic continuation of the geodesic flow and wave group. The notion of maximal tube depends on the construction of a special plurisubharmonic exhaustion function $\rho$ adapted to the metric $g$ in the sense that $i \partial \bar{\partial} \rho$ restricts to the totally real submanifold $M \subset M_{\mathbb{C}}$ as $g$. The function $\sqrt{\rho}(t)$ is the distance from $t$ to $\bar{t}$.

The analogous results for manifolds with boundary have not apparently been studied before. In this section, we study the complexification of the boundary and analytic continuations of the Cauchy data of eigenfunctions on the boundary (or on interior curves) for domains $\Omega \subset \mathbb{R}^{2}$ with the Euclidean metric. The complexification of the ambient space is of course $\mathbb{C}^{2}$ and its Grauert tube function is $|\Im t|$. The novel features concern the influence of the boundary on analytic extensions of eigenfunctions.

We adopt the following notation from Garabedian [G] and Millar [M1, M2]: We denote points in $\mathbb{R}^{2}$ and also in $\mathbb{C}^{2}$ by $(x, y)$. We further write $z=x+i y, z^{*}=x-i y$. Note that $z, z^{*}$ are independent holomorphic coordinates on $\mathbb{C}^{2}$ and are characteristic coordinates for the Laplacian, in that the Laplacian analytically extends to $\frac{\partial^{2}}{\partial z \partial z^{*}}$. When dealing with kernel functions of two variables, we use $(\xi, \eta)$ in the same way as $(x, y)$ for the second variable.

When the boundary is real analytic, the complexification $\partial \Omega$ is the image of the analytic continuation of a real analytic parameterization. To simplify notation, unless indicated otherwise, we will assume that the length of $\partial \Omega$ is $2 \pi$. We denote a real analytic parametrization by
arc-length by $Q: \mathbb{S}^{1} \rightarrow \partial \Omega \subset \mathbb{C}$, and also write the parametrization as a periodic function

$$
\begin{equation*}
q(t)=Q\left(e^{i t}\right):[0,2 \pi] \rightarrow \partial \Omega \tag{3.1}
\end{equation*}
$$

on $[0,2 \pi]$. We then put $q(s)=q_{1}(s)+i q_{2}(s), \bar{q}(s)=q_{1}(s)-i q_{2}(s)$.
We complexify $\partial \Omega$ by holomorphically extending the parametrization to $Q^{\mathbb{C}}$ on the annulus

$$
\begin{equation*}
A(\epsilon):=\left\{t \in \mathbb{C} ; e^{-\epsilon}<|t|<e^{\epsilon}\right\} \tag{3.2}
\end{equation*}
$$

for $\epsilon>0$ small enough. Note that the complex conjugate parameterization $\bar{Q}$ extends holomorphically to $A(\epsilon)$ as $Q_{\mathbb{C}}^{*}$. Throughout the paper, the subscript $\mathbb{C}$ or superscript ${ }^{\mathbb{C}}$ denotes the holomorphic continuation of a curve or function; when no confusion can arise, we sometimes omit the sub or superscript for notational simplicity. The $q(t)$ parametrization analytically continues to a periodic function $q^{\mathbb{C}}(t)$ on $[0,2 \pi]+i[-\epsilon, \epsilon]$.

Next, we put $r^{2}((x, y) ;(\xi, \eta))=(\xi-x)^{2}+(\eta-y)^{2}$. For $s \in \mathbb{R}$ and $t \in \mathbb{C}$, we have $q(s)=\xi(s)+i \eta(s), q(t)=x(t)+i y(t), q^{*}(t)=x(t)-i y(t)$ and we write $r^{2}(s, t)=r^{2}(q(s) ; q(t))$. Thus,

$$
\begin{equation*}
r^{2}(s, t)=(q(s)-q(t))\left(\bar{q}(s)-q^{*}(t)\right) . \tag{3.3}
\end{equation*}
$$

We denote by $\frac{d}{d n}$ the not-necessarily-unit normal derivative in the direction $i q^{\prime}(s)$. Thus, in terms of the notation $\frac{\partial}{\partial \nu}$ above, $\frac{d}{d n}=\left|q^{\prime}(s)\right| \frac{\partial}{\partial \nu}$. One has

$$
\begin{aligned}
\frac{d}{d s} \log r & =\frac{1}{2}\left[\frac{q^{\prime}(s)}{q(s)-q(t)}+\frac{\bar{q}^{\prime}(s)}{\overline{q(s)}-q^{*}(t)}\right] \\
\frac{\partial}{\partial n} \log r & =\frac{-i}{2}\left[\frac{q^{\prime}(s)}{q(s)-q(t)}-\frac{\bar{q}^{\prime}(s)}{\overline{q(s)}-q^{*}(t)}\right] .
\end{aligned}
$$

When we are using an arc-length parameterization, $\frac{d}{d n}=\frac{\partial}{\partial \nu}$.
To clarify the notation, we consider the case of $S^{1}=\partial \Omega$. Then, $q(s)=e^{i s}, t=\theta+i \xi, q(\theta+i \xi)=e^{i(\theta+i \xi)}, q^{*}=e^{-i(\theta+i \xi)}, \overline{q^{*}}=e^{i(\theta-i \xi)}$, and

$$
r^{2}(s, \theta+i \xi)=\left(e^{i(\theta+i \xi)}-e^{i s}\right)\left(e^{-i(\theta+i \xi)}-e^{-i s}\right)=4 \sin ^{2} \frac{(\theta-s+i \xi)}{2}
$$

Thus, $\log r^{2}=\log \left(4 \sin ^{2} \frac{(\theta-s+i \xi)}{2}\right)$. Clearly, $\frac{d}{d s}=\frac{d}{d \theta}$, so

$$
\begin{aligned}
\frac{d}{d s} \log r^{2} & =\left[\frac{i e^{i s}}{e^{i s}-e^{i(\theta+i \xi)}}+\frac{-i e^{-i s}}{e^{-i s}-e^{-i(\theta+i \xi)}}\right] \\
\frac{\partial}{\partial \nu} \log r & =\frac{-i}{2}\left[\frac{i e^{i s}}{e^{i s}-e^{i(\theta+i \xi)}}-\frac{-i e^{-i s}}{e^{-i s}-e^{-i(\theta+i \xi)}}\right]
\end{aligned}
$$

3.2. Complexification of analytic curves $C \subset \bar{\Omega}$. Theorem 5 concerns complexifications of real analytic curves $C \subset \Omega$, and we now introduce analogous notation for them. As in the case of $\partial \Omega$, we assume that the length of all curves $C$ is $2 \pi$. We use the notation $Q_{C}: \mathbb{S}^{1} \rightarrow \mathbb{R}^{2} \simeq \mathbb{C}$ for a real analytic parameterization of $C$. We then complexify $C$ by holomorphically extending the parametrization to $Q_{C}^{\mathbb{C}}$ on the annulus (3.2), and again $\bar{Q}_{C}$ extends holomorphically to $A(\epsilon)$ as $Q_{C}^{*}$. We also write $q_{C}(t)=Q_{C}\left(e^{i t}\right):[0,2 \pi] \rightarrow C$.
3.3. Layer potential representations on $\Omega$. We denote the Cauchy data of the eigenfunction on $\partial \Omega$ by

$$
\begin{equation*}
u_{\lambda_{j}}=\left.\varphi_{\lambda_{j}}\right|_{\partial \Omega} \text { (Neumann); } \quad u_{\lambda_{j}}=\left.\partial_{\nu} \varphi_{\lambda_{j}}\right|_{\partial \Omega} \text { (Dirichlet), } \tag{3.4}
\end{equation*}
$$

and write $u_{\lambda_{j}}^{\mathbb{C}}$ for its holomorphic extension to $\partial \Omega_{\mathbb{C}}$.
We will represent the analytic continuations of the Cauchy data in terms of layer potentials. Let $G\left(\lambda_{j}, x_{1}, x_{2}\right)$ be any 'Green's function' for the Helmholtz equation on $\Omega$, i.e., a solution of $\left(-\Delta-\lambda_{j}^{2}\right) G\left(\lambda_{j}, x_{1}, x_{2}\right)=$ $\delta_{x_{1}}\left(x_{2}\right)$ with $x_{1}, x_{2} \in \bar{\Omega}$. By Green's formula,
$\varphi_{\lambda_{j}}(x, y)$

$$
\begin{equation*}
=\int_{\partial \Omega}\left(\frac{\partial}{\partial_{\nu_{q}}} G\left(\lambda_{j}, q,(x, y)\right) \varphi_{\lambda_{j}}(q)-G\left(\lambda_{j}, q,(x, y)\right) \frac{\partial}{\partial_{\nu_{q}}} \varphi_{\lambda_{j}}(q)\right) d \sigma(q), \tag{3.5}
\end{equation*}
$$

where $(x, y) \in \mathbb{R}^{2}$, where $d \sigma$ is arc-length measure on $\partial \Omega$ and where $\partial_{\nu}$ is the normal derivative by the interior unit normal. Our aim is to analytically continue this formula.

In the case of Neumann eigenfunctions $\varphi_{\lambda}$ in $\Omega$,
$\varphi_{\lambda_{j}}(x, y)=\int_{\partial \Omega} \frac{\partial}{\partial \nu_{q}} G\left(\lambda_{j}, q,(x, y)\right) u_{\lambda_{j}}(q) d \sigma(q),(x, y) \in \Omega^{o}$ (Neumann).
In the Dirichlet case, the corresponding formula is

$$
\begin{equation*}
\varphi_{\lambda_{j}}(x, y)=-\int_{\partial \Omega} G\left(\lambda_{j}, q,(x, y)\right) u_{\lambda_{j}}(q) d \sigma(q) \text { (Dirichlet) } \tag{3.7}
\end{equation*}
$$

where $u_{\lambda_{j}}$ are as in (3.4).
To obtain concrete representations we need to choose $G$. We choose the real ambient Euclidean Green's function $S$ (in the notation of [G], §5),

$$
\begin{equation*}
S\left(\lambda_{j}, \xi, \eta ; x, y\right)=-Y_{0}\left(\lambda_{j} r((x, y) ;(\xi, \eta))\right), \tag{3.8}
\end{equation*}
$$

where $r=\sqrt{z z^{*}}$ is the distance function (the square root of $r^{2}$ above) and where $Y_{0}$ is the Bessel function of order zero of the second kind. (see equation (9.1) in Appendix 9.) The Euclidean Green's function has the form

$$
\begin{equation*}
S\left(\lambda_{j}, \xi, \eta ; x, y\right)=A\left(\lambda_{j}, \xi, \eta ; x, y\right) \log \frac{1}{r}+B\left(\lambda_{j}, \xi, \eta ; x, y\right) \tag{3.9}
\end{equation*}
$$

where $A$ and $B$ are entire functions of $r^{2}$ (see (9.1) and (9.2) in Appendix 9 for the formulas). The coefficient $A=J_{0}\left(\lambda_{j} r\right)$ is known as the Riemann function.

By the 'jumps' formulae, the double layer potential $\frac{\partial}{\partial \nu_{\tilde{q}}} S\left(\lambda_{j}, \tilde{q},(x, y)\right)$ on $\partial \Omega \times \bar{\Omega}$ restricts to $\partial \Omega \times \partial \Omega$ as $\frac{1}{2} \delta_{q}(\tilde{q})+\frac{\partial}{\partial \nu_{\tilde{q}}} S\left(\lambda_{j}, \tilde{q}, q\right)$ (see e.g., $[\mathbf{T}]$ ). Hence in the Neumann case the boundary values $u_{\lambda_{j}}$ satisfy,

$$
\begin{equation*}
u_{\lambda_{j}}(q)=2 \int_{\partial \Omega} \frac{\partial}{\partial \nu_{\tilde{q}}} S\left(\lambda_{j}, \tilde{q}, q\right) u_{\lambda_{j}}(\tilde{q}) d \sigma(\tilde{q}) \quad \text { (Neumann). } \tag{3.10}
\end{equation*}
$$

In the Dirichlet case, one takes the normal derivative of $\varphi_{\lambda_{j}}$ at the boundary to get a similar formula for $\partial_{\nu} \varphi_{\lambda_{j}} \mid \partial \Omega$, with a sign change on the right side. We have,

$$
\begin{equation*}
\frac{\partial}{\partial \nu_{\tilde{q}}} S\left(\lambda_{j}, \tilde{q}, q\right)=-\lambda_{j} Y_{1}\left(\lambda_{j} r\right) \cos \angle\left(q-\tilde{q}, \nu_{\tilde{q}}\right) \tag{3.11}
\end{equation*}
$$

where the formula for $Y_{1}(z)$ is given in (9.3) in Appendix 9. As is well-known, the pole of $Y_{1}$ is cancelled by the $\cos \angle\left(q-\tilde{q}, \nu_{\tilde{q}}\right)$ factor.

It is equivalent, and sometimes more convenient, to use the (complex valued) Euclidean outgoing Green's function $\mathrm{Ha}_{0}^{(1)}(k z)$, where $\mathrm{Ha}_{0}^{(1)}=$ $J_{0}+i Y_{0}$ is the Hankel function of order zero. It has the same form as (3.9) and only differs by the addition of the even entire function $J_{0}$ to the $B$ term. If we use the Hankel free outgoing Green's function, then in place of (3.11) we have the kernel

$$
\begin{align*}
& N\left(\lambda_{j}, q(s), q\left(s^{\prime}\right)\right)  \tag{3.12}\\
& =\left.\frac{i}{2} \partial_{\nu_{y}} \mathrm{Ha}_{0}^{(1)}\left(\lambda_{j}|q(s)-y|\right)\right|_{y=q\left(s^{\prime}\right)} \\
& =-\frac{i}{2} \lambda_{j} \mathrm{Ha}_{1}^{(1)}\left(\lambda_{j}\left|q(s)-q\left(s^{\prime}\right)\right|\right) \cos \angle\left(q\left(s^{\prime}\right)-q(s), \nu_{q\left(s^{\prime}\right)}\right),
\end{align*}
$$

and in place of (3.10) we have the formula

$$
\begin{equation*}
u_{\lambda_{j}}(q(t))=\int_{0}^{2 \pi} N\left(\lambda_{j}, q(s), q(t)\right) u_{\lambda_{j}}(q(s)) d s \tag{3.13}
\end{equation*}
$$

3.4. Analytic continuation of layer potential representations. In this section, we analytically continue the layer potential representations (3.10) and (3.13). The main point is to express the analytic continuations of Cauchy data of Neumann and Dirichlet eigenfunctions in terms of the real Cauchy data. For brevity, we only consider (3.10) but essentially the same arguments apply to the free outgoing representation (3.13).

As mentioned above, both $A\left(\lambda_{j}, \xi, \eta, x, y\right)$ and $B\left(\lambda_{j}, \xi, \eta, x, y\right)$ admit analytic continuations. In the case of $A$, we use a traditional notation $R\left(\zeta, \zeta^{*}, z, z^{*}\right)$ for the analytic continuation and for simplicity of notation we omit the dependence on $\lambda_{j}$.
3.4.1. Interior curves. Before considering Cauchy data on $\partial \Omega$, we consider the simpler problem of expressing the analytic continuations of the Cauchy data of eigenfunctions along interior real analytic curves $C$ in terms of the real Cauchy data.

The Cauchy data of the eigenfunction on $C$ consists of the pair

$$
\left.\varphi_{\lambda_{j}}\right|_{C},\left.\quad \partial_{\nu} \varphi_{\lambda_{j}}\right|_{C}
$$

We then restrict the Green's formula (3.5) to $C$. As above, we let $q_{C}$ : $[0,2 \pi] \rightarrow C$ denote the real-analytic, arclength parametrization of the curve $C$. To simplify notation put $R\left(q_{C}(s), \bar{q}_{C}(s), z, z^{*}\right)=: R\left(s ; z, z^{*}\right)$. When the coefficients $A, B$ are restricted to $q_{C}(t), q_{C}(s)$ we also abbreviate them by $A\left(\lambda_{j}, s, t\right), B\left(\lambda_{j}, s, t\right)$ or when dealing with the analytic continuation in $t$ by $A\left(\lambda_{j}, s, q_{C}(t), q_{C}^{*}(t)\right)$ and $B\left(\lambda_{j}, s, q_{C}(t), q_{C}^{*}(t)\right)$.

For $\epsilon>0$ sufficiently small, we consider the annulus (3.2) and the corresponding complexification of $C$ given by

$$
\begin{aligned}
C_{\mathbb{C}}=\left\{Q_{C}^{\mathbb{C}}\left(e^{i(s+i \tau)}\right) \in q_{C}^{\mathbb{C}}(A(\epsilon)) ; Q_{C}^{\mathbb{C}}\left(e^{i(s+i \tau)}\right)=\right. & q_{C}^{\mathbb{C}}(s+i \tau) ; \\
& 0 \leq s \leq 2 \pi,|\tau|<\epsilon\}
\end{aligned}
$$

where we recall that ${ }^{\mathbb{C}}$ denotes holomorphic continuation. Since $C$ is assumed to be an interior curve, it follows by compactness of $\partial \Omega$ that for $\left|\Im q^{\mathbb{C}}\right|$ sufficiently small, $\left.r^{2}\right|_{C_{\mathbb{C}} \times \partial \Omega} \neq 0$. As a result, one can choose a globally defined holomorphic branch for $\log r$ and so, the holomorphic continuation formula for Neumann eigenfunctions in this case follows immediately from (3.6):

$$
\begin{equation*}
\varphi_{\lambda_{j}}^{\mathbb{C}}\left(q_{C}^{\mathbb{C}}(t)\right)=\int_{\partial \Omega} \frac{\partial}{\partial \nu_{\tilde{q}}} S\left(\lambda_{j}, q, q_{C}^{\mathbb{C}}(t)\right) u_{\lambda_{j}}(q) d \sigma(q) . \tag{3.14}
\end{equation*}
$$

Note that we are using Green's formula on $\partial \Omega$ to study the restriction to $C$ and its complexification.
3.4.2. When $\partial \Omega$ is real analytic. As before, $q:[0,2 \pi] \rightarrow \partial \Omega$ denotes the real analytic paramaterization of $\partial \Omega$ by arc-length, so that $d \sigma(s)=$ $d s$. Let $u_{\lambda_{j}}(q(t))$ be the Neumann case of (3.4). From (3.9), we can write (3.10) as

$$
\begin{align*}
u_{\lambda_{j}}(q(t))= & \frac{1}{2 \pi} \int_{0}^{2 \pi}\left(-u_{\lambda_{j}}(q(s)) \frac{\partial A}{\partial \nu}\left(\lambda_{j}, s, t\right)\right) \log r^{2} d s  \tag{3.15}\\
& -\frac{1}{\pi} \int_{0}^{2 \pi} u_{\lambda_{j}}(q(s)) A\left(\lambda_{j}, s, t\right) \frac{1}{r} \frac{\partial r}{\partial \nu} d s \\
& -\frac{1}{\pi} \int_{0}^{2 \pi}\left(-u_{\lambda_{j}}(q(s))\right) \frac{\partial B}{\partial \nu}\left(\lambda_{j}, s, t\right) d s .
\end{align*}
$$

With different choices of $B$ the same formula is valid for the outgoing Green's function as well. We wish to analytically continue this formula
to the complex parameter strip $[0,2 \pi]+i[-\epsilon, \epsilon]$. For brevity, we denote by $u_{\lambda_{j}}^{\mathbb{C}}\left(q^{\mathbb{C}}(t)\right)$ the analytic continuation of (3.4) to the complex parameter strip.

Since $r^{2}(s, t)=0$ when $s=t$, the logarithmic factor in $S$ now gives rise to a multi-valued integrand, and it is not obvious that the representation can be holomorphically extended. The analytic continuation of the representation (3.15) was stated by Millar, and uses the function

$$
\begin{equation*}
\Phi\left(t ; z, z^{*}\right)=\int_{0}^{t} u_{\lambda_{j}}^{\mathbb{C}}\left(q^{\mathbb{C}}(s)\right) \frac{\partial}{\partial n} R\left(s, z, z^{*}\right) d s \tag{3.16}
\end{equation*}
$$

Proposition 7 ([M1, M2]). Let $u_{\lambda_{j}}^{\mathbb{C}}$ be the analytic continuation to $\partial \Omega_{\mathbb{C}}$ of the boundary trace of the Neumann eigenfunction, $\varphi_{\lambda_{j}}$. Then, for $\Im t>0$, resp. $<0$,

$$
\begin{align*}
& u_{\lambda_{j}}^{\mathbb{C}}\left(q^{\mathbb{C}}(t)\right)  \tag{3.17}\\
&= \pm i \Phi\left(t, q^{\mathbb{C}}(t), q^{\mathbb{C} *}(t)\right) \\
&+\int_{0}^{2 \pi}\left[\Phi\left(s ; q^{\mathbb{C}}(t), q^{\mathbb{C} *}(t)\right)+i u_{\lambda_{j}}(q(s)) R\left(s, q^{\mathbb{C}}(t), q^{\mathbb{C} *}(t)\right)\right] \\
& \cdot \frac{q^{\prime}(s)}{q(s)-q^{\mathbb{C}}(t)} d s \\
&+\int_{0}^{2 \pi}\left[\Phi\left(s ; q^{\mathbb{C}}(t), q^{\mathbb{C} *}(t)\right)-i u_{\lambda_{j}}(q(s)) R\left(s, q^{\mathbb{C}}(t), q^{\mathbb{C} *}(t)\right)\right] \\
& \cdot \frac{\bar{q}^{\prime}(s)}{\bar{q}(s)-q^{\mathbb{C} *}(t)} d s \\
&-2 \int_{0}^{2 \pi} u_{\lambda_{j}}(q(s)) \frac{\partial B}{\partial n}\left(s ; q^{\mathbb{C}}(t), q^{\mathbb{C}^{\mathbb{C}}}(t)\right) d s .
\end{align*}
$$

Since we rely on this Proposition and since the argument in [M1, M2] is somewhat sketchy, we give a detailed proof in Appendix 8.
3.4.3. When $\partial \Omega$ is piecewise real analytic. We now consider the case where $\partial \Omega$ is piecewise real-analytic. This has previously been discussed in [M3].

By a piecewise analytic boundary of length $\ell$ we mean $\partial \Omega=\bigcup_{k=1}^{m} C_{k}$ where

- $C_{k} \subset \mathbb{R}^{2}$ are the maximal real analytic components of $\partial \Omega$, enumerated in counterclockwise order so that $C_{k}$ intersects only $C_{k-1}$ and $C_{k+1}$.
- The $C_{k}$ are parameterized by $m$ real analytic functions $q_{k}\left(t_{k}\right)$ : $\left[0, \ell_{k}\right] \rightarrow C_{k}$ on $m$ parameterizing intervals (where $\ell_{k}=L\left(C_{k}\right)$ is the length of $C_{k}$.) We assume $C_{k} \cap C_{k-1}=\left\{q_{k}(0)=q_{k-1}\left(\ell_{k}\right)\right\}$ when $m \geq 2$.
We denote the Cauchy data of the eigenfunction $\varphi_{\lambda_{j}}$ on the boundary component $C_{k}$ by $u_{\lambda_{j}}^{k}$. Our aim is to analytically continue $u_{\lambda_{j}}^{k}$ to
$\bigcup_{k=1}^{m} C_{k, \mathbb{C}}$ where $C_{k, \mathbb{C}}$ is a complexification of the interior of $C_{k}$. Thus, as we define it, $\partial \Omega_{\mathbb{C}}$ is pinched at the corner points and the analytic continuation of the boundary data of $\varphi_{\lambda_{j}}$ is somewhat simpler than in the fully analytic case in that we are analytically continuing to a smaller kind of neighborhood of $\partial \Omega$. We denote the holomorphic extension of $u_{\lambda_{j}}^{k} \circ q\left(t_{k}\right)$ to the complex parameter 'strips' $\left[\delta_{k}, \ell_{k}-\delta_{k}\right] \times i[-\epsilon, \epsilon]$ by $\left.u_{\lambda_{j}}^{k \mathbb{C}} \circ q^{\mathbb{C}}\left(t_{k}\right)\right)$. Millar's formula for the analytic extension of $u_{\lambda_{j}}$ to $C_{k, \mathbb{C}}$ in the Neumann case is given by:

Proposition 8 ([M3]). For $\Re t_{k} \in\left[0, \ell_{k}\right]$ and $\Im t_{k}>0$, resp. $<0$,

$$
\begin{align*}
& u_{\lambda_{j}}^{k, \mathbb{C}}\left(q^{\mathbb{C}}\left(t_{k}\right)\right)  \tag{3.18}\\
& = \\
& \quad \pm i \Phi\left(t_{k}, q_{k}^{\mathbb{C}}\left(t_{k}\right), q_{k}^{\mathbb{C} *}\left(t_{k}\right)\right)+\frac{1}{\pi} \sum_{n=1}^{m}\left[\int _ { 0 } ^ { \ell _ { n } } \left[\Phi\left(s_{n} ; q_{k}^{\mathbb{C}}\left(t_{k}\right), q_{k}^{\mathbb{C} *}\left(t_{k}\right)\right)\right.\right. \\
& \left.\left.\quad+i u_{\lambda_{j}}^{n}\left(q\left(s_{n}\right)\right) R\left(s_{n}, q_{k}^{\mathbb{C}}\left(t_{k}\right), q_{k}^{\mathbb{C} *}\left(t_{k}\right)\right)\right] \frac{q_{n}^{\prime}\left(s_{n}\right)}{q_{n}\left(s_{n}\right)-q_{k}^{\mathbb{C}}\left(t_{k}\right)} d s_{n}\right] \\
& \quad+\frac{1}{\pi} \sum_{n=1}^{m}\left[\int _ { 0 } ^ { \ell _ { n } } \left[\Phi\left(s_{n} ; q_{k}^{\mathbb{C}}\left(t_{k}\right), q_{k}^{\mathbb{C} *}\left(t_{k}\right)\right)\right.\right. \\
& \left.\left.\quad-i u_{\lambda_{j}}^{n}\left(q\left(s_{n}\right)\right) R\left(s_{n}, q_{k}^{\mathbb{C}}\left(t_{k}\right), q_{k}^{\mathbb{C} *}\left(t_{k}\right)\right)\right] \frac{\overline{q_{n}}\left(s_{n}\right)}{\overline{q_{n}}\left(s_{n}\right)-q_{k}^{\mathbb{C} *}\left(t_{k}\right)} d s_{n}\right] \\
& \quad-\frac{2}{\pi} \sum_{n=1}^{m} \int_{0}^{\ell_{n}} u_{\lambda_{j}}^{n}\left(q\left(s_{n}\right)\right) \frac{\partial B}{\partial n}\left(s_{n} ; q_{k}^{\mathbb{C}}\left(t_{k}\right), q_{k}^{\mathbb{C} *}\left(t_{k}\right)\right) d s_{n} .
\end{align*}
$$

A proof is supplied in Appendix 8.
3.4.4. The case $C \cap \partial \Omega \neq \emptyset$ with $C \neq \partial \Omega$. This is a somewhat complicated hybrid of the previous cases, but we briefly explain how to deal with it. Unlike the case of interior $C$, and like the case of $\partial \Omega$, we use Green's formula
$\varphi_{\lambda_{j}}(x, y)=\int_{C}\left(\frac{\partial}{\partial_{\nu_{q}}} G\left(\lambda_{j}, q,(x, y)\right) \varphi_{\lambda_{j}}(q)-G\left(\lambda_{j}, q,(x, y)\right) \frac{\partial}{\partial_{\nu_{q}}} \varphi_{\lambda_{j}}(q)\right) d \sigma(q)$
on the domain int $(C)$ bounded by $C$. Above, $(x, y) \in \mathbb{R}^{2}, q \in C, d \sigma$ is arc-length measure on $C$ and $\partial_{\nu}$ is the normal derivative by the interior unit normal. There are no boundary conditions on $C$ to simplify (3.19) and the jumps formula, so the restriction of $\varphi_{\lambda}$ to $C$ satisfies

$$
\begin{equation*}
=2\left(\int_{C} \frac{\partial}{\partial \nu_{\tilde{q}}} S\left(\lambda_{j}, \tilde{q} ;, q\right) \varphi_{\lambda_{j}}(q) d \sigma(\tilde{q})-\int_{C} S\left(\lambda_{j}, \tilde{q}, q\right) \frac{\partial}{\partial \nu_{\tilde{q}}} \varphi_{\lambda_{j}}(\tilde{q}) d \sigma(\tilde{q})\right) . \tag{3.20}
\end{equation*}
$$

The first term is handled exactly as in the case $C=\partial \Omega$, while the second term (the single layer potential term) is new.

Proposition 9. The restrictions $\left.\varphi_{\lambda_{j}}\right|_{C}$ of the eigenfunctions of the Neumann problem to an analytic curve $C$ with $C \cap \partial \Omega \neq \emptyset$ admit the following holomorphic extension to a uniform tube around $C$ in its complexification $C_{\mathbb{C}}:($ for $\Im t>0,<0)$

$$
\begin{align*}
& \varphi_{\lambda_{j}}^{\mathbb{C}}\left(q_{C}^{\mathbb{C}}(t)\right)  \tag{3.21}\\
&= \pm i \Phi\left(t, q_{C}^{\mathbb{C}}(t), q_{C}^{\mathbb{C} *}(t)\right) \\
&+\int_{0}^{2 \pi}\left[\Phi\left(s ; q_{C}^{\mathbb{C}}(t), q_{C}^{\mathbb{C} *}(t)\right)+i \varphi_{\lambda_{j}}\left(q_{C}(s)\right) R\left(s, q_{C}^{\mathbb{C}}(t), q_{C}^{\mathbb{C} *}(t)\right)\right] \\
& \cdot \frac{q_{C}^{\prime}(s)}{q_{C}(s)-q_{C}^{\mathbb{C}}(t)} d s \\
&+\int_{0}^{2 \pi}\left[\Phi\left(s ; q_{C}^{\mathbb{C}}(t), q_{C}^{\mathbb{C} *}(t)\right)-i \varphi_{\lambda_{j}}\left(q_{C}(s)\right) R\left(s, q_{C}^{\mathbb{C} *}(t), q_{C}^{\mathbb{C}}(t)\right)\right] \\
& \cdot \frac{\overline{q_{C}}{ }^{\prime}(s)}{\overline{q_{C}}(s)-q_{C}^{\mathbb{C} *}(t)} d s \\
&- 2 \int_{0}^{2 \pi} \varphi_{\lambda_{j}}\left(q_{C}(s)\right) \frac{\partial B}{\partial n}\left(s ; q_{C}^{\mathbb{C}}(t), q_{C}^{\mathbb{C} *}(t)\right) d s \\
&- \int_{0}^{2 \pi} R\left(s, q_{C}^{\mathbb{C}}(t), q_{C}^{\mathbb{C} *}(t)\right) L(s, t) \partial_{\nu} \varphi_{\lambda_{j}}\left(q_{C}(s)\right) d s \\
& \mp \\
& \quad 2 \pi i \int_{0}^{t} R\left(s, q_{C}^{\mathbb{C}}(t), q_{C}^{\mathbb{C} *}(t)\right) \partial_{\nu} \varphi_{\lambda_{j}}\left(q_{C}(s)\right) d s \\
&-2 \int_{0}^{2 \pi} B\left(s, q_{C}^{\mathbb{C}}(t), q_{C}^{\mathbb{C} *}(t)\right) \partial_{\nu} \varphi_{\lambda_{j}}\left(q_{C}(s)\right) d s .
\end{align*}
$$

In (3.21), $L(s, t)$ is a specific branch of the multi-valued analytic continuation of $\log r^{2}(s, t)$ defined in Appendix 8.

## 4. Growth of zeros and growth of $u_{\lambda_{j}}^{\mathbb{C}}$

The main purpose of this section is to give an upper bound for the number of complex zeros of $u_{\lambda_{j}}^{\mathbb{C}}$ in $(\partial \Omega)_{\mathbb{C}}$ in terms of the growth of $\left|u_{\lambda_{j}}^{\mathbb{C}}\left(q^{\mathbb{C}}(t)\right)\right|$. The method applies equally well to any closed analytic curve $C \subset \Omega$, so we give an upper bound for the number of zeros of $\varphi_{\lambda_{j}} \mid{ }_{C}^{\mathbb{C}}$ in $C_{\mathbb{C}}$, or more precisely in the annulur region $q_{C}^{\mathbb{C}}(A(\epsilon))$ where $A(\epsilon)=\left\{z \in \mathbb{C} ; e^{-\epsilon}<|z|<e^{\epsilon}\right\}$.

To simplify notation, in this section we write $u_{\lambda_{j}}=\left.\varphi_{\lambda_{j}}\right|_{C}$ for any real analytic curve $C \subset \Omega$ regardless of whether or not $C=\partial \Omega$. For $\lambda_{j} \in S p(\sqrt{\Delta})$ and for a region $D \subset C_{\mathbb{C}}$ we denote by

$$
\begin{equation*}
n\left(\lambda_{j}, D\right)=\#\left\{q_{C}^{\mathbb{C}}(t) \in D: u_{\lambda_{j}}^{\mathbb{C}}\left(q_{C}^{\mathbb{C}}(t)\right)=0\right\} \tag{4.1}
\end{equation*}
$$

To orient the reader, we recall that the classical distribution theory of holomorphic functions is concerned with the relation between the growth of the number of zeros of a holomorphic function $f$ and the growth of $\max _{|z|=r} \log |f(z)|$ on discs of increasing radius. In contrast, our problem concerns the family of functions $\left\{\varphi_{\lambda_{j}}\right\}$ on a fixed domain. The following estimate, suggested by Lemma 6.1 of Donnelly-Fefferman [DF], gives an upper bound on the number of zeros in terms of the growth of the family:

Proposition 10. Suppose that $C$ is a good real analytic curve in the sense of (1.4). Normalize $u_{\lambda_{j}}$ so that $\left\|u_{\lambda_{j}}\right\|_{L^{2}(C)}=1$, where $L^{2}(C):=$ $L^{2}\left(C ;(2 \pi)^{-1} d \Re t\right)$. Then, there exists a constant $C(\epsilon)>0$ such that for any $\epsilon>0$,

$$
n\left(\lambda_{j}, Q_{C}^{\mathbb{C}}(A(\epsilon / 2))\right) \leq C(\epsilon) \max _{q_{C}^{\mathbb{C}}(t) \in Q_{C}^{\mathbb{C}}(A(\epsilon))}|\log | u_{\lambda_{j}}^{\mathbb{C}}\left(q_{C}^{\mathbb{C}}(t)\right) \mid .
$$

Proof. Let $G_{\epsilon}$ denote the Dirichlet Green's function of the 'annulus' $Q_{C}^{\mathbb{C}}(A(\epsilon))$. Also, let $\left\{a_{k}\right\}_{k=1}^{n\left(\lambda_{j}, Q_{C}^{\mathbb{C}}(A(\epsilon / 2))\right)}$ denote the zeros of $u_{\lambda_{j}}^{\mathbb{C}}$ in the sub-annulus $Q_{C}^{\mathbb{C}}(A(\epsilon / 2))$. Let $U_{\lambda_{j}}=\frac{u_{\lambda_{j}}^{\mathbb{C}}}{\left\|u_{\lambda_{j}}^{\mathbb{C}}\right\|_{Q_{C}^{C}}^{\mathbb{C}}(A(\epsilon))}$ where $\|u\|_{Q_{C}^{\mathbb{C}}(A(\epsilon))}=$ $\max _{\zeta \in Q_{C}^{\mathbb{C}}(A(\epsilon))}|u(\zeta)|$. Then there exists a subharmonic function $H_{\lambda_{j}}$ such that

$$
\begin{aligned}
& \log \left|U_{\lambda_{j}}\left(q_{C}^{\mathbb{C}}(t)\right)\right| \\
& =\frac{i}{\pi} \int_{Q_{C}^{\mathbb{C}}((A(\epsilon / 2)))} G_{\epsilon}\left(q_{C}^{\mathbb{C}}(t), w\right) \partial \bar{\partial} \log \left|u_{\lambda_{j}}^{\mathbb{C}}(w)\right|+H_{\lambda_{j}}\left(q_{C}^{\mathbb{C}}(t)\right) \\
& =\sum_{a_{k} \in Q_{C}^{\mathbb{C}}(A(\epsilon / 2)): u_{\lambda_{j}}^{\mathbb{C}}\left(a_{k}\right)=0} G_{\epsilon}\left(q_{C}^{\mathbb{C}}(t), a_{k}\right)+H_{\lambda_{j}}\left(q_{C}^{\mathbb{C}}(t)\right),
\end{aligned}
$$

since $\frac{i}{\pi} \partial \bar{\partial} \log \left|u_{\lambda_{j}}^{\mathbb{C}}(w)\right|=\sum_{a_{k} \in C_{\mathbb{C}}: u_{\lambda_{j}}^{\mathbb{C}}}\left(a_{k}\right)=0$. $\delta_{a_{k}}$. The function $H_{\lambda_{j}}$ is subharmonic on $Q_{C}^{\mathbb{C}}(A(\epsilon))$ since

$$
\begin{aligned}
\frac{i}{\pi} \partial \bar{\partial} H_{\lambda_{j}} & =\frac{i}{\pi} \partial \bar{\partial} \log \left|U_{\lambda_{j}}\left(q_{C}^{\mathbb{C}}(t)\right)\right|-\sum_{a_{k} \in Q_{C}^{\mathbb{C}}(A(\epsilon / 2)): u_{\lambda_{j}}^{\mathbb{C}}\left(a_{k}\right)=0} \frac{i}{\pi} \partial \bar{\partial} G_{\epsilon}\left(q_{C}^{\mathbb{C}}(t), a_{k}\right) \\
& =\sum_{a_{k} \in Q_{C}^{\mathbb{C}}(A(\epsilon)) \backslash Q_{C}^{\mathbb{C}}(A(\epsilon / 2))} \delta_{a_{k}}>0
\end{aligned}
$$

So, by the maximum principle for subharmonic functions,

$$
\begin{aligned}
\max _{Q_{C}^{\mathbb{C}}(A(\epsilon))} H_{\lambda_{j}}\left(q_{C}^{\mathbb{C}}(t)\right) & \leq \max _{\partial Q_{C}^{\mathbb{C}}(A(\epsilon))} H_{\lambda_{j}}\left(q_{C}^{\mathbb{C}}(t)\right) \\
& =\max _{\partial Q_{C}^{\mathbb{C}}(A(\epsilon))} \log \left|U_{\lambda_{j}}\left(q_{C}^{\mathbb{C}}(t)\right)\right|=0 .
\end{aligned}
$$

It follows that

$$
\begin{equation*}
\log \left|U_{\lambda_{j}}\left(q_{C}^{\mathbb{C}}(t)\right)\right| \leq \sum_{a_{k} \in Q_{C}^{\mathbb{C}}(A(\epsilon / 2)): u_{\lambda_{j}}^{\mathbb{C}}\left(a_{k}\right)=0} G_{\epsilon}\left(q_{C}^{\mathbb{C}}(t), a_{k}\right), \tag{4.2}
\end{equation*}
$$

hence that

$$
\begin{align*}
\max _{q_{C}^{\mathbb{C}}(t) \in Q_{C}^{\mathbb{C}}(A(\epsilon / 2))} & \log \left|U_{\lambda_{j}}\left(q_{C}^{\mathbb{C}}(t)\right)\right|  \tag{4.3}\\
& \leq\left(\max _{z, w \in Q_{C}^{\mathbb{C}}(A(\epsilon / 2))} G_{\epsilon}(z, w)\right) \quad n\left(\lambda_{j}, Q_{C}^{\mathbb{C}}(A(\epsilon / 2))\right) .
\end{align*}
$$

Now $G_{\epsilon}(z, w) \leq \max _{w \in Q_{C}^{\mathbb{C}}(\partial A(\epsilon))} G_{\epsilon}(z, w)=0$ and $G_{\epsilon}(z, w)<0$ for $z, w \in Q_{C}^{\mathbb{C}}(A(\epsilon / 2))$. It follows that there exists a constant $\nu(\epsilon)<0$ so that $\max _{z, w \in Q_{C}^{\mathrm{C}}(A(\epsilon / 2))} G_{\epsilon}(z, w) \leq \nu(\epsilon)$. Hence,

$$
\begin{equation*}
\max _{q_{C}^{\mathbb{C}}(t) \in Q_{C}^{\mathbb{C}}(A(\epsilon / 2))} \log \left|U_{\lambda_{j}}\left(Q_{C}^{\mathbb{C}}(t)\right)\right| \leq \nu(\epsilon) \quad n\left(\lambda_{j}, Q_{C}^{\mathbb{C}}(A(\epsilon / 2))\right) . \tag{4.4}
\end{equation*}
$$

Since both sides are negative, we obtain

$$
\begin{align*}
n\left(\lambda_{j}, Q_{C}^{\mathbb{C}}(A(\epsilon / 2))\right) \leq & \frac{1}{|\nu(\epsilon)|}\left|\max _{q_{C}^{\mathbb{C}}(t) \in Q_{C}^{\mathbb{C}}(A(\epsilon / 2))} \log \right| U_{\lambda_{j}}\left(q_{C}^{\mathbb{C}}(t)\right)| |  \tag{4.5}\\
\leq & \frac{1}{|\nu(\epsilon)|}\left(\max _{q_{C}^{\mathbb{C}}(t) \in Q_{C}^{\mathbb{C}}(A(\epsilon))} \log \left|u_{\lambda_{j}}^{\mathbb{C}}\left(q_{C}^{\mathbb{C}}(t)\right)\right|\right. \\
& \left.-\max _{q_{C}^{\mathbb{C}}(t) \in Q_{C}^{\mathbb{C}}(A(\epsilon / 2))} \log \left|u_{\lambda_{j}}^{\mathbb{C}}\left(q_{C}^{\mathbb{C}}(t)\right)\right|\right) \\
\leq & \frac{1}{|\nu(\epsilon)|} \max _{q_{C}^{\mathbb{C}}(t) \in Q_{C}^{\mathbb{C}}(A(\epsilon))} \log \left|u_{\lambda_{j}}^{\mathbb{C}}\left(q_{C}^{\mathbb{C}}(t)\right)\right|,
\end{align*}
$$

where in the last step we use that $\max _{q_{C}^{\mathbb{C}}(t) \in Q_{C}^{\mathbb{C}}(A(\epsilon / 2))} \log \left|u_{\lambda_{j}}^{\mathbb{C}}\left(q_{C}^{\mathbb{C}}(t)\right)\right| \geq$ 0 , which holds since $\left|u_{\lambda_{j}}^{\mathbb{C}}\right| \geq 1$ at some point in $Q_{C}^{\mathbb{C}}(A(\epsilon / 2))$. Indeed, by our normalization, $\left\|u_{\lambda_{j}}\right\|_{L^{2}(C)}=1$, and so there must already exist points on the real curve $C$ with $\left|u_{\lambda_{j}}\right| \geq 1$. Putting $C(\epsilon)=\frac{1}{|\nu(\epsilon)|}$ finishes the proof.

## 5. Zeros on interior curves: Proof of Theorem 6

In this section we prove Theorem 6. We prove it before Theorem 5 since it is simpler and provides a model for the more difficult boundary case. It is simpler because the analytic continuation of the layer potential formula (3.13) is straightforward and does not use Proposition 7. We use the analytic continuation to bound

$$
\max _{q_{C}^{\mathbb{C}}(t) \in Q_{C}^{\mathbb{C}}(A(\epsilon))}|\log | \varphi_{\lambda_{j}}^{\mathbb{C}}\left(q_{C}^{\mathbb{C}}(t)\right) \mid
$$

from above, and then an application of Proposition 10 concludes the proof.

Proof. As above, the arc-length parametrization of $C$ is denoed by by $q_{C}:[0,2 \pi] \rightarrow C$ and the corresponding arc-length parametrization of the boundary, $\partial \Omega$, by $q:[0,2 \pi] \rightarrow \partial \Omega$. Since the boundary and $C$ do not intersect, the $\operatorname{logarithm} \log r^{2}\left(q(s) ; q_{C}^{\mathbb{C}}(t)\right)$ is well defined for $|\Im t|$ sufficiently small and the holomorphic continuation of equation (3.13) is given by:

$$
\begin{equation*}
\varphi_{\lambda_{j}}^{\mathbb{C}}\left(q_{C}^{\mathbb{C}}(t)\right)=\int_{0}^{2 \pi} N\left(\lambda_{j}, q(s), q_{C}^{\mathbb{C}}(t)\right) u_{\lambda_{j}}(q(s)) d \sigma(s), \tag{5.1}
\end{equation*}
$$

From the basic formula (3.12) for $N\left(\lambda_{j}, q, q_{C}\right)$ and the standard integral formula for $\mathrm{Ha}_{1}^{(1)}(z)$ (see (9.5) in Appendix 9), one easily gets an asymptotic expansion in $\lambda_{j}$ of the form:

$$
\begin{align*}
N\left(\lambda_{j}, q(s), q_{C}^{\mathbb{C}}(t)\right)= & e^{i \lambda_{j} r\left(q(s) ; q_{C}^{\mathbb{C}}(t)\right)} \sum_{m=0}^{k} a_{m}\left(q(s), q_{C}^{\mathbb{C}}(t)\right) \lambda_{j}^{1 / 2-m}  \tag{5.2}\\
& +O\left(e^{i \lambda_{j} r\left(q(s) ; q_{C}^{\mathbb{C}}(t)\right)} \lambda_{j}^{1 / 2-k-1}\right) .
\end{align*}
$$

Note that the expansion in (5.2) is valid since for interior curves,

$$
C_{0}:=\min _{\left(q_{C}(t), q(s)\right) \in C \times \partial \Omega}\left|q_{C}(t)-q(s)\right|^{2}>0 .
$$

Then, $\Re r^{2}\left(q(s) ; q_{C}^{\mathbb{C}}(t)\right)>0$ as long as

$$
\begin{equation*}
\left|\Im q_{C}^{\mathbb{C}}(t)\right|^{2}<C_{0} \tag{5.3}
\end{equation*}
$$

So, the principal square root of $r^{2}$ has a well-defined holomorphic extension to the tube (5.3) containing $C$. We have denoted this square root by $r$ in (5.2).

Substituting (5.2) in the analytically continued single layer potential integral formula (5.1) proves that for $t \in A(\epsilon)$ and $\lambda_{j}>0$ sufficiently large,

$$
\begin{align*}
& \text { (5.4) } \quad \varphi_{\lambda_{j}}^{\mathbb{C}}\left(q_{C}^{\mathbb{C}}(t)\right)  \tag{5.4}\\
& =2 \pi \lambda_{j}^{1 / 2} \int_{0}^{2 \pi} e^{i \lambda_{j} r\left(q(s), q_{C}^{\mathbb{C}}(t)\right)} a_{0}\left(q(s), q_{C}^{\mathbb{C}}(t)\right)\left(1+O\left(\lambda_{j}^{-1}\right)\right) u_{\lambda_{j}}(q(s)) d \sigma(s) .
\end{align*}
$$

Taking absolute values of the integral on the RHS in (5.4) and applying the Cauchy-Schwartz inequality proves

Lemma 11. For $t \in[0,2 \pi]+i[-\epsilon, \epsilon]$ and $\lambda_{j}>0$ sufficiently large

$$
\left|\varphi_{\lambda_{j}}^{\mathbb{C}}\left(q_{C}^{\mathbb{C}}(t)\right)\right| \leq C_{1} \lambda_{j}^{1 / 2} \exp \lambda_{j}\left(\max _{q(s) \in \partial \Omega} \Re i r\left(q(s) ; q_{C}^{\mathbb{C}}(t)\right)\right) \cdot\left\|u_{\lambda_{j}}\right\|_{L^{2}(\partial \Omega)} .
$$

From the pointwise upper bounds in Lemma 11, it is immediate that

$$
\begin{equation*}
\log \max _{q_{C}^{\mathbb{C}}(t) \in Q_{C}^{\mathbb{C}}(A(\epsilon))}\left|\varphi_{\lambda_{j}}^{\mathbb{C}}\left(q_{C}^{\mathbb{C}}(t)\right)\right| \leq C_{\max } \lambda_{j}+C_{2} \log \lambda_{j}+\log \left\|u_{\lambda_{j}}\right\|_{L^{2}(\partial \Omega)} \tag{5.5}
\end{equation*}
$$

where,

$$
C_{\max }=\max _{\left(q(s), q_{C}^{\mathbb{C}}(t)\right) \in \partial \Omega \times Q_{C}^{\mathbb{C}}(A(\epsilon))} \Re \operatorname{ir}\left(q(s) ; q_{C}^{\mathbb{C}}(t)\right) .
$$

Finally, we use that $\log \left\|u_{\lambda_{j}}\right\|_{L^{2}(\partial \Omega)}=O\left(\lambda_{j}\right)$ by the assumption that $C$ is a good curve and apply Proposition 10 to get that $n\left(\lambda_{j}, C\right)=O\left(\lambda_{j}\right)$.

This completes the proof of Theorem $6 . \quad$ q.e.d.
5.1. A remark on goodness and unique continuation. Before leaving Theorem 6, we make a few remarks on the goodness requirement (1.4): On any interior curve $C \subset \Omega$, goodness is implied by an exponential growth estimate involving only the Cauchy data $\left(\left.\varphi_{\lambda_{j}}\right|_{C},\left.\partial_{\nu} \varphi_{\lambda_{j}}\right|_{C}\right)$ along $C$. This is a consequence of the following unique continuation argument.

Assume that $C$ is a closed curve in the interior of $\Omega$. Let $U_{C}$ be the domain with boundary $C \cup \partial \Omega$. It follows from the Sobolev restriction theorem that

$$
\begin{equation*}
\left\|\varphi_{\lambda_{j}}\right\|_{L^{2}(\partial \Omega)}^{2} \leq C\left\|\varphi_{\lambda_{j}}\right\|_{H^{1 / 2}\left(U_{C}\right)}^{2} \tag{5.6}
\end{equation*}
$$

Let int $(C)$ be the interior of the domain bounded by the curve $C$ and take $x \in \operatorname{int}(C)$. From the potential layer formula (see 3.5) $\varphi_{\lambda_{j}}(x)=$ $\int_{C}\left(\partial_{\nu(q)} G(x, q ; \lambda) \varphi_{\lambda_{j}}(q)-G\left(x, q ; \lambda_{j}\right) \partial_{\nu_{q}} \varphi_{\lambda_{j}}(q)\right) d \sigma(q)$ and so, by squaring both sides, using the bounds $\left|G\left(x, q, \lambda_{j}\right)\right|=O\left(\lambda^{-1 / 2}|x-q|^{-1 / 2}\right)$ and $\left|\partial_{\nu_{q}} G\left(x, q ; \lambda_{j}\right)\right|=O\left(\lambda_{j}^{1 / 2}\right)$ and applying Cauchy Schwartz, one gets

$$
\begin{equation*}
\left\|\varphi_{\lambda_{j}}\right\|_{L^{2}(i n t(C))}^{2} \leq C \lambda_{j}\left(\left\|\varphi_{\lambda_{j}}\right\|_{L^{2}(C)}^{2}+\left\|\partial_{\nu} \varphi_{\lambda_{j}}\right\|_{L^{2}(C)}^{2}\right) \tag{5.7}
\end{equation*}
$$

By a standard Carleman estimate/unique continuation argument [EZ, Ta ]:

$$
\begin{aligned}
\left\|\varphi_{\lambda_{j}}\right\|_{H^{1 / 2}\left(U_{C}\right)}^{2} & \leq e^{C \lambda_{j}}\left\|\varphi_{\lambda_{j}}\right\|_{L^{2}(\operatorname{int}(C))}^{2} \\
& \leq \lambda_{j} e^{C \lambda_{j}}\left(\left\|\varphi_{\lambda_{j}}\right\|_{L^{2}(C)}^{2}+\left\|\partial_{\nu} \varphi_{\lambda_{j}}\right\|_{L^{2}(C)}^{2}\right)
\end{aligned}
$$

where the last inequality follows from (5.7). Inserting the last bound on the RHS in (5.6) yields the comparison estimate relating Cauchy data along $C$ and $\partial \Omega$ :

$$
\begin{equation*}
\left\|\varphi_{\lambda_{j}}\right\|_{L^{2}(\partial \Omega)} \leq e^{C \lambda_{j}}\left(\left\|\varphi_{\lambda_{j}}\right\|_{L^{2}(C)}+\left\|\partial_{\nu} \varphi_{\lambda_{j}}\right\|_{L^{2}(C)}\right) \tag{5.8}
\end{equation*}
$$

As an immediate consequence of (5.8) we note that (1.4) follows from the exponential bound

$$
\begin{equation*}
\left\|\partial_{\nu} \varphi_{\lambda_{j}}\right\|_{L^{2}(C)} \leq e^{C \lambda_{j}}\left\|\varphi_{\lambda_{j}}\right\|_{L^{2}(C)} \tag{5.9}
\end{equation*}
$$

involving only Cauchy data along $C$.

A natural question is whether (5.9) is automatically satisfied when $\varphi_{\lambda_{j}}$ does not vanish identically on $C$ ?

## 6. Boundary zeros: proof of Theorem 5

The proof of Theorem 5 is more complicated than that for interior curves because we need to invert the Volterra operator of Proposition 7.

We recall that the analytic continuation of $u_{\lambda_{j}}$ is the solution of a Volterra equation,

$$
\begin{equation*}
\left(I+K_{\lambda_{j}}\right) u_{\lambda_{j}}^{\mathbb{C}}\left(q^{\mathbb{C}}(t)\right)=U_{\lambda_{j}}\left(q^{\mathbb{C}}(t)\right), \tag{6.1}
\end{equation*}
$$

where $U_{\lambda_{j}}\left(q^{\mathbb{C}}(t)\right)$ has an explicit analytic continuation, and where

$$
\begin{equation*}
K_{\lambda_{j}} u_{\lambda_{j}}^{\mathbb{C}}\left(q^{\mathbb{C}}(t)\right)=\int_{0}^{t} \frac{\partial R}{\partial \nu}\left(\lambda_{j}, s, q^{\mathbb{C}}(t), q^{\mathbb{C} *}(t)\right) u_{\lambda_{j}}^{\mathbb{C}}\left(q^{\mathbb{C}}(s)\right) d s \tag{6.2}
\end{equation*}
$$

Here, $R=A$ is the Riemann function, so explicitly

$$
K_{\lambda_{j}} u_{\lambda_{j}}^{\mathbb{C}}\left(q^{\mathbb{C}}(t)\right)=\int_{0}^{t} \frac{\partial J_{0}\left(\lambda_{j} r\right)}{\partial \nu}\left(\lambda_{j}, s, q^{\mathbb{C}}(t), q^{\mathbb{C} *}(t)\right) u_{\lambda_{j}}^{\mathbb{C}}\left(q^{\mathbb{C}}(s)\right) d s
$$

Therefore,

$$
\begin{aligned}
K_{\lambda_{j}}(t, s) & =\mathbf{1}_{[0, t]}(s) J_{1}\left(\lambda_{j} r\right) r \frac{\partial \log r}{\partial \nu}(s, t) \\
& =\mathbf{1}_{[0, t]}(s) r J_{1}\left(\lambda_{j} r\right)\left(\frac{q^{\prime}(s)}{q(s)-q^{\mathbb{C}}(t)}-\frac{\bar{q}^{\prime}(s)}{\bar{q}(s)-q^{\mathbb{C} *}(t)}\right),
\end{aligned}
$$

where $\mathbf{1}_{[0, t]}$ is the indicator function of the interval $[0, t]$. We note that the pole of $\frac{q(s)}{q(\Re t+i s)-q^{C *}(t)}$ at the upper limit of integration $s=t$ is cancelled because the Taylor expansion of $r J_{1}(r)$ begins with $r^{2}$. So the integrand is regular and holomorphic along the path of integration.

On the right side of the Volterra equation,

$$
\begin{align*}
& u_{\lambda_{j}}^{\mathbb{C}}\left(q^{\mathbb{C}}(t)\right) \mp i \Phi\left(t, q^{\mathbb{C}}(t), q^{\mathbb{C} *}(t)\right)  \tag{6.3}\\
&= \int_{0}^{2 \pi} \Phi\left(s ; q^{\mathbb{C}}(t), q^{\mathbb{C} *}(t)\right) d s \\
&+\int_{0}^{2 \pi} i u_{\lambda_{j}}(q(s)) R\left(s, q^{\mathbb{C}}(t), q^{\mathbb{C} *}(t)\right) \frac{q^{\prime}(s)}{q(s)-q^{\mathbb{C}}(t)} d s \\
&+\int_{0}^{2 \pi}\left[\Phi\left(s ; q^{\mathbb{C}}(t), q^{\mathbb{C} *}(t)\right)-i u_{\lambda_{j}}(q(s)) R\left(s, q^{\mathbb{C}}(t), q^{\mathbb{C} *}(t)\right)\right] \\
& \quad \cdot \frac{\bar{q}^{\prime}(s)}{\bar{q}(s)-q^{\mathbb{C} *}(t)} d s \\
&-2 \int_{0}^{2 \pi} u_{\lambda_{j}}(q(s)) \frac{\partial B}{\partial \nu}\left(s ; q^{\mathbb{C}}(t), q^{\mathbb{C} *}(t)\right) d s,
\end{align*}
$$

the Cauchy data $u_{\lambda_{j}}$ is only integrated over the real domain where by a standard Sobolev estimate it has polynomial growth in $\lambda_{j}$. And further, the Riemann function and other special functions occurring there have exponential growth with exponent bounded by the ambient complexified distance function. The main problem is thus to invert the Volterra operator $I+K_{\lambda_{j}}$ and to obtain a similar growth estimate for $\left(I+K_{\lambda_{j}}\right)^{-1}(R H S)$.

We first simplify the operator, $K_{\lambda_{j}}$. Given $t=\Re t+i \Im t$ we may choose the contour to go along the real interval $[0, \Re t]$ and then to go along the vertical line segment $\Re t+i s$ for $s \in[0, \Im t]$. This decomposes $K_{\lambda_{j}}=K_{\lambda_{j}}^{(1)}+K_{\lambda_{j}}^{(2)}$, where

$$
\begin{equation*}
K_{\lambda_{j}}^{(1)} u_{\lambda_{j}}^{\mathbb{C}}\left(q^{\mathbb{C}}(t)\right)=\int_{0}^{\Re t} u_{\lambda_{j}}(q(s)) \frac{\partial}{\partial \nu} R\left(\lambda_{j} ; s ; q^{\mathbb{C}}(t), q^{\mathbb{C} *}(t)\right) d s \tag{6.4}
\end{equation*}
$$

and where
$K_{\lambda_{j}}^{(2)} u_{\lambda_{j}}^{\mathbb{C}}\left(q^{\mathbb{C}}(t)\right)=\int_{0}^{\Im t} u_{\lambda_{j}}^{\mathbb{C}}\left(q^{\mathbb{C}}(\Re t+i s)\right) \frac{\partial}{\partial \nu} R\left(\lambda_{j} ; \Re t+i s ; q^{\mathbb{C}}(t), q^{\mathbb{C} *}(t)\right) d s$.
We move the $K_{\lambda_{j}}^{(1)}$ term again to the right side since it only involves the Cauchy data on the real domain.

We now write $t=\Re t+i \Im t$ and treat $\Re t$ as a parameter. We need to study the mapping properties of $K_{\lambda_{j}}^{(2)}$ and $\left(I+K_{\lambda_{j}}^{(2)}\right)^{-1}$ on the weighted Hilbert space $L^{2}\left([-\epsilon, \epsilon], e^{-\lambda_{j}|\Im t|} d \Im t\right)$.
6.0.1. Model example. As a model example, we consider the operator $K_{\lambda_{j}} u(y)=\int_{0}^{y} e^{\lambda_{j}(y-s)} u(s) d s$. A simple calculation shows that for $n \geq 0$,

$$
K_{\lambda_{j}}^{n+1}(y, s)=e^{\lambda_{j}(y-s)} \frac{(y-s)^{n}}{n!}
$$

and

$$
\left(I-K_{\lambda_{j}}\right)^{-1}(y, s)=e^{\left(\lambda_{j}+1\right)(y-s)} .
$$

Hence, in the model example, the exponential growth of the kernel ( $I-$ $\left.K_{\lambda_{j}}\right)^{-1}(s, \Im t)$ is the same as for $K_{\lambda_{j}}(s, \Im t)$.
6.1. Upper bounds. In view of the growth estimate for complex zeros in Proposition 10, one needs to determine asymptotic pointwise upper bounds for the $\left|u_{\lambda_{j}}^{\mathbb{C}}\left(q^{\mathbb{C}}(t)\right)\right|$ as $\lambda_{j} \rightarrow \infty$. In this section, we prove:

Lemma 12. Given $t \in[0,2 \pi]+i[-\epsilon, \epsilon]$ and $\lambda_{j}>0$ sufficiently large, there exists a constant $C>0$ such that

$$
\left|u_{\lambda_{j}}^{\mathbb{C}}\left(q^{\mathbb{C}}(t)\right)\right| \leq \exp C \lambda_{j}|\Im t| \cdot\left\|u_{\lambda_{j}}\right\|_{L^{2}(\partial \Omega)} .
$$

Proof. Let $C_{0}>0$ be a constant. To bound the kernel $K_{\lambda_{j}}^{(2)}(\varsigma t, s)$ we split the analysis into two cases: (i) $|r(\Re t+i s, t)| \leq \frac{1}{C_{0}}$ and (ii) $|r(\Re t+i s, t)| \geq \frac{1}{C_{0}}$.
6.1.1. The range $|r| \geq \frac{1}{C_{0}}$. In this range, $J_{1}$ has an asymptotic expansion given by

$$
J_{1}\left(\lambda_{j} r\right)=\sum_{m=0}^{k} \lambda_{j}^{-1 / 2-m} a_{m}(r) e^{i \lambda_{j} r}+O\left(\lambda_{j}^{-1 / 2-k-1} e^{\lambda_{j}|\Im r|}\right)
$$

From the identity

$$
\begin{aligned}
K_{\lambda_{j}}^{(2)} & =\partial_{\nu} J_{0}\left(\lambda_{j} r\right) \\
& =\mathbf{1}_{[0, \mathcal{S}]}(s) J_{1}\left(\lambda_{j} r\right) r \frac{\partial \log r}{\partial \nu} \\
& =\mathbf{1}_{[0, \mathcal{S t}]}(s) r J_{1}\left(\lambda_{j} r\right)\left[\frac{q^{\prime}(s)}{q(s)-q^{\mathbb{C}}(t)}-\frac{\bar{q}^{\prime}(s)}{\bar{q}(s)-q^{\mathbb{C} *}(t)}\right],
\end{aligned}
$$

it follows that there exists a symbol $S_{\lambda_{j}}$ of order $-\frac{1}{2}$ such that

$$
\begin{equation*}
\left|K_{\lambda_{j}}^{(2)}(\Im t, s)\right| \leq S_{\lambda_{j}}(\Im t, s) \mathbf{1}_{[0, \Im t]}(s) e^{\lambda_{j}|\Im r(\Re t+i s, t)|} \tag{6.5}
\end{equation*}
$$

The estimate (6.5) is locally uniform in $\Re t$ and the dependence on the parameter $\Re t$ is implicit.
6.1.2. The range $|r| \leq \frac{1}{C_{0}}$. In this range, the asymptotic expansion breaks down when $|r| \ll \frac{1}{\lambda}$. Instead, we use the standard integral representation for $J_{1}$ (see (9.4) in Appendix 9) to get the bound

$$
\begin{equation*}
\left|J_{1}\left(\lambda_{j} r\right)\right| \leq C e^{\lambda_{j}|\Im r|} \tag{6.6}
\end{equation*}
$$

and so, when $|r(\Re t+i s, t)| \leq \frac{1}{C_{0}}$,

$$
\begin{equation*}
\left|K_{\lambda_{j}}^{(2)}(\Im t, s)\right| \leq C \mathbf{1}_{[0, \Im t]}(s) e^{\lambda_{j}|\Im r(\Re t+i s, t)|} . \tag{6.7}
\end{equation*}
$$

Combining the estimates (6.5) and (6.7), it follows that

$$
\begin{equation*}
\left|K_{\lambda_{j}}^{(2)}(\Im t, s)\right| \leq C \mathbf{1}_{[0, \Im t]}(s) e^{\lambda_{j}|\Im r(\Re t+i s, t)|} \tag{6.8}
\end{equation*}
$$

locally uniformly in $|s|+|\Im t|$ and in $\Re t$. Again, the dependence of $K_{\lambda_{j}}$ on the parameter $\Re t$ has been suppressed.
6.1.3. Pointwise estimates for $r$. By definition,
$r(\Re t+i s, t)=\left\langle q^{\mathbb{C}}(\Re t+i \Im t)-q^{\mathbb{C}}(\Re t+i s), q^{\mathbb{C}}(\Re t+i \Im t)-q^{\mathbb{C}}(\Re t+i s)\right\rangle^{\frac{1}{2}}$,
Taylor expansion around $s=\Im t$ in (6.9) gives

$$
\begin{equation*}
|r(\Re t+i s, t)| \leq C|\Im t-s|, \tag{6.10}
\end{equation*}
$$

since,

$$
\begin{aligned}
q^{\mathbb{C}}(t)-q^{\mathbb{C}}(\Re t+i s) & =\int_{0}^{1} \frac{d}{d x} q^{\mathbb{C}}(\Re t+i(x \Im t+(1-x) s)) d x \\
& =(\Im t-s) \int_{0}^{1} i\left(q^{\mathbb{C}}\right)^{\prime}(\Re t+i(x \Im t+(1-x) s)) d x .
\end{aligned}
$$

From (6.10) and the bound (6.8) it follows that there are constants $C_{j}>0 ; j=1,2$, such that

$$
\begin{equation*}
\left|K_{\lambda_{j}}^{(2)}(\Im t, s)\right| \leq C_{1} \mathbf{1}_{[0, \Im t]}(s) e^{C_{2}|\Im t-s|} . \tag{6.11}
\end{equation*}
$$

Next, we expand $\left(I-K_{\lambda_{j}}^{(2)}\right)^{-1}$ in a norm convergent geometric series $\sum_{n=0}^{\infty}\left[K_{\lambda_{j}}^{(2)}\right]^{n}(\Im t, s)$ where
$\left[K_{\lambda_{j}}^{(2)}\right]^{n}(\Im t, s):=\int_{0}^{\Im t} \int_{0}^{s_{n}} \cdots \int_{0}^{s_{1}} K_{\lambda_{j}}^{(2)}\left(\Im t, s_{n}\right) \cdots K_{\lambda_{j}}^{(2)}\left(s_{1}, s\right) d s_{1} \cdots d s_{n}$.
We recall that the $n$-simplex $\Delta_{n}$ is defined by

$$
\left\{\left(s_{1}, \ldots, s_{n}\right): 0 \leq s_{1} \leq s_{2} \leq \cdots \leq s_{n} \leq 1\right\}
$$

Let $\Im t \cdot \Delta_{n}$ be the scaled simplex. Applying the estimate (6.11) to each factor in the above formula for $\left[K_{\lambda_{j}}^{(2)}\right]^{n}$ gives the following pointwise bound:

$$
\begin{aligned}
& \left|\left[K_{\lambda_{j}}^{(2)}\right]^{n}(\Im t, s)\right| \\
& \leq \int_{\Im t \cdot \Delta_{n}} e^{C \lambda_{j}\left(\Im t-s_{n}\right)} \cdot e^{C \lambda_{j}\left(s_{n}-s_{n-1}\right)} \cdots e^{C \lambda_{j}\left(s_{2}-s_{1}\right)} \cdot e^{C \lambda\left(s_{1}-s\right)} d s_{1} \cdots d s_{n}
\end{aligned}
$$

So, by the model example,

$$
\left|\left(I-K_{\lambda_{j}}^{(2)}\right)^{-1}(\Im t, s)\right| \leq e^{(C+1) \lambda_{j}|\Im t-s|} \cdot \mathbf{1}_{[0, \Im t]}(s) .
$$

To complete the proof of Lemma 12, we note that for $q^{\mathbb{C}}(t) \in Q^{\mathbb{C}}(A(\epsilon))$, the right side of the analytic continuation formula (6.3) together with the $K_{\lambda}^{(1)}$ term satisfies the estimate

$$
\begin{equation*}
(* *) \leq C_{1} \exp \left(\lambda_{j} \max _{q(s) \in \partial \Omega} \Re i r(t, s)\right) \cdot\left\|u_{\lambda_{j}}\right\|_{L^{2}(\partial \Omega)} \leq C_{1} e^{C_{2} \lambda_{j}|\Im t|} \tag{6.12}
\end{equation*}
$$

since by our normalization, $\left\|u_{\lambda_{j}}\right\|_{L^{2}(\partial \Omega)}=1$. It follows that

$$
\begin{align*}
\left(I-K_{\lambda_{j}}^{(2)}\right)^{-1}(* *) & \leq C \int_{0}^{\Im t} e^{(C+1) \lambda_{j}(\Im t-s)} e^{C_{2} \lambda_{j} s} d s  \tag{6.13}\\
& \leq C \exp \left(\lambda_{j} \max \left\{C+1, C_{2}\right\}|\Im t|\right) .
\end{align*}
$$

This finishes the proof of Lemma 12.
q.e.d.

By Lemma 12, $\left|\log \max _{q^{\mathbb{C}}(t) \in Q^{\mathbb{C}}(A(\epsilon))}\right| u_{\lambda_{j}}^{\mathbb{C}}\left(q^{\mathbb{C}}(t)\right)| | \leq C \lambda_{j}$ and Proposition 10 then implies that $n\left(\lambda_{j} ; \partial \Omega\right) \leq C_{\Omega} \lambda_{j}$. This completes the proof of Theorem 5 (1).

## 7. Critical points: Proof of Theorems 3 and 5 (2)

We now prove part (2) of Theorem 5 concerning the growth of critical points. It immediately implies Theorem 3. The argument is similar to that for counting zeros, the only change being that we now take the derivative and restrict to the boundary in (3.7). For the sake of brevity we only sketch the proof.

In the Dirichlet case, the jumps formula for the double layer potential gives (3.15) except that now $u_{\lambda_{j}}$ denotes the restriction to the boundary of $\frac{\partial \varphi_{\lambda_{j}}}{\partial \nu}$. We refer to $[\mathbf{T}, \mathbf{H Z}]$ for background. We then define $n\left(\lambda_{j}, D\right)$ as in (4.1) but for the new $u_{\lambda_{j}}$. The layer potential representation implies the analogue of Lemma 12 and by Proposition 10 we conclude that the number of complex zeros (hence real zeros) is $O\left(\lambda_{j}\right)$.

In the Neumann case, we must take the tangential derivative $\frac{\partial}{\partial t}\left(u_{\lambda_{j}} \circ\right.$ $q)(t)$. Since the normal derivative is zero, the critical points of the tangential derivative are critical points of the eigenfunction along the boundary. The tangential derivative now has the representation,

$$
\begin{align*}
\frac{\partial}{\partial t}\left(u_{\lambda_{j}} \circ q\right)(t)= & \frac{1}{2 \pi} \int_{0}^{2 \pi}\left(-u_{\lambda_{j}}(q(s)) \frac{\partial^{2} A}{\partial t \partial \nu}(s, t)\right) \log r^{2} d s  \tag{7.1}\\
& +\int_{0}^{2 \pi}\left(-u_{\lambda_{j}}(q(s)) \frac{\partial A}{\partial \nu}(s, t)\right) \frac{\partial}{\partial t} \log r^{2} d s \\
& -\frac{1}{\pi} \int_{0}^{2 \pi} u_{\lambda_{j}}(q(s))\left(\frac{\partial}{\partial t}\left(A(s, t) \frac{1}{r} \frac{\partial r}{\partial \nu}\right)\right) d s \\
& -\frac{1}{\pi} \int_{0}^{2 \pi}\left(-u_{\lambda_{j}}(q(s)) \frac{\partial^{2} B}{\partial \nu \partial t}(s, t)\right) d s
\end{align*}
$$

The analytic continuation of Proposition 7 applies equally to the equation (7.1) and the analytic continuation of $\frac{\partial}{\partial t}\left(u_{\lambda_{j}} \circ q\right)(t)$ has the form (6.1) with a slight change in $K_{\lambda_{j}}$. However, the phase function is the same, so the proof of Lemma 12 applies with only small modifications to the new Volterra operator, giving the upper bound

$$
\begin{equation*}
\left|\partial_{t} u_{\lambda_{j}}^{\mathbb{C}}\left(q^{\mathbb{C}}(t)\right)\right| \leq \lambda_{j} \exp C \lambda_{j}|\Im t| \cdot\left\|u_{\lambda_{j}}\right\|_{L^{2}(\partial \Omega)} . \tag{7.2}
\end{equation*}
$$

Only the exponential growth rate is significant here. We then apply Proposition 10 to bound the number of zeros by the maximum of

$$
\begin{equation*}
\log \frac{\left|\partial_{t} u_{\lambda_{j}}^{\mathbb{C}}\left(q^{\mathbb{C}}(t)\right)\right|}{\left\|\partial_{t} u_{\lambda_{j}}\right\|_{L^{2}(\partial \Omega)}} \leq C_{1} \lambda_{j}+C_{2} \log \lambda_{j}+C_{3} \log \frac{\left\|u_{\lambda_{j}}\right\|_{L^{2}(\partial \Omega)}}{\left\|\partial_{t} u_{\lambda_{j}}\right\|_{L^{2}(\partial \Omega)}} \tag{7.3}
\end{equation*}
$$

Of course this estimate assumes $\partial_{t} u_{\lambda_{j}}(q(t)) \neq 0$ identically, as can happen with radial eigenfunctions on the disc. Assuming (1.2), the third term of (7.3) is $\leq C_{4} \lambda_{j}$, completing the proof.

## 8. Appendix: Proofs of Propositions 7, 8, and 9

This Appendix is devoted to Propositions 7, 8 and 9. Since they do not appear to be well-known, or to be proved in detail in [M1, M2, V], we supply the details of the proof. To simplify notation, when the context is clear, we often denote the holomorphic functions $q^{\mathbb{C}}(t)$ (resp. $\left.q^{\mathbb{C} *}(t)\right)$ simply by $q(t)\left(\right.$ resp. $\left.q^{*}(t)\right)$.

### 8.1. Proof of Proposition 7.

Proof. We will analytically continue the formula (3.15). Although $u_{\lambda_{j}}$ is real analytic on $\partial \Omega$ and hence admits an analytic continuation to a small complex 'tube' $(\partial \Omega)_{\mathbb{C}}$, it is not clear that the representation (3.15) can be extended analytically due to singularities of the integrand. Moreover, it is not clear that the right side of (3.17) is in fact complex analytic. The main task in the proof is to clarify these points.

We begin by showing that the last two terms of (3.15) analytically continue in a straightforward way.

Lemma 13. The integrals (i) $\frac{1}{\pi} \int_{0}^{2 \pi} u_{\lambda_{j}}(q(s)) A(s, t) \frac{1}{r} \frac{\partial r}{\partial \nu}(s, t) d s$, resp. (ii) $\frac{1}{\pi} \int_{0}^{2 \pi} u_{\lambda_{j}}(q(s)) \frac{\partial B}{\partial \nu}(s, t) d s$, are real analytic on the parameter interval $S^{1}$ parametrizing $\partial \Omega$ and are holomorphically extended to an annulus by the formulae
(i) $\int_{0}^{2 \pi} i u_{\lambda_{j}}(q(s)) R\left(s, q(t), q^{*}(t)\right)\left(\frac{q^{\prime}(s)}{q(s)-q(t)}-\frac{\bar{q}^{\prime}(s)}{\bar{q}(s)-q^{*}(t)}\right) d s$,
resp.
(ii) $-2 \int_{0}^{2 \pi} u_{\lambda_{j}}(q(s)) \frac{\partial B}{\partial \nu}\left(s ; q(t), q^{*}(t)\right) d s$.

Proof. Any derivative of $\log r^{2}$ is unambiguously defined and we have

$$
\frac{1}{r} \frac{\partial r}{\partial n}=\frac{\partial \log r}{\partial n}=\frac{1}{2 i}\left[\frac{q^{\prime}(s)}{q(s)-q(t)}-\frac{\bar{q}^{\prime}(s)}{\bar{q}(s)-q^{*}(t)}\right] .
$$

In the real domain, $q^{*}(t)=\bar{q}(t)$, so

$$
\frac{1}{r} \frac{\partial r}{\partial n}=\Im \frac{q^{\prime}(s)}{q(s)-q(t)}
$$

We recall that $\frac{\partial r}{\partial \nu}=\left|q^{\prime}(s)\right|^{-1} \frac{\partial r}{\partial n}$. In terms of the real parametrization $q(s)$,

$$
\frac{\partial r}{\partial \nu}=\cos \angle\left(q(t)-q(s), \nu_{q(s)}\right)
$$

vanishes to order one on the diagonal in the real domain so that $\frac{1}{r} \frac{\partial r}{\partial \nu}$ is real and continuous. In complex notation, the same statement follows from the fact that

$$
\lim _{t \rightarrow s} \frac{q(s)-q(t)}{s-t}=q^{\prime}(s) \Longrightarrow \frac{q^{\prime}(s)}{q(s)-q(t)}=\frac{1}{s-t}+O(1), \quad(s \rightarrow t)
$$

where $\frac{1}{s-t}$ is real when $s, t \in \mathbb{R}$. Hence, $\Im \frac{q^{\prime}(s)}{q(s)-q(t)}$ is continuous for $s, t \in$ $[0,2 \pi]$ and since $q(s), q(t)$ are real analytic, the map $s \rightarrow\left[\frac{q^{\prime}(s)}{q(s)-q(t)}-\right.$ $\left.\frac{\bar{q}^{\prime}(s)}{\bar{q}(s)-q^{*}(t)}\right]$ is a continuous map from $s \in[0,2 \pi]$ to the space of holomorphic functions of $t$.

Since $A=J_{0}(k r)$ is an analytic function of $r^{2}, A \frac{\partial \log r}{\partial \nu}$ has the form

$$
F\left(r^{2}\right) \frac{1}{2 i}\left[\frac{q^{\prime}(s)}{q(s)-q(t)}-\frac{\bar{q}^{\prime}(s)}{\bar{q}(s)-q^{*}(t)}\right],
$$

for an analytic function $F$. Clearly, $F\left(r^{2}(s, t)\right)$ is also a continuous map from $s \in[0,2 \pi]$ to the space of holomorphic functions of $t$. Hence, so is the product and therefore so is the integral over $s \in[0,2 \pi]$ of the product.

Similarly for case (ii). In this case, $B$ is an entire function $H\left(r^{2}\right)$ of $r^{2}$ which is of the form $r^{2} h\left(r^{2}\right)$ for another entire $h$. Hence,

$$
\frac{\partial B}{\partial \nu}=r^{2} H^{\prime}\left(r^{2}\right) \times \frac{1}{2 i}\left[\frac{q^{\prime}(s)}{q(s)-q(t)}-\frac{\bar{q}^{\prime}(s)}{\bar{q}(s)-q^{*}(t)}\right] .
$$

So the integral (ii) also admits an analytic continuation. q.e.d.
Thus, the difficulty in analytic continuation of the representation is entirely with the integral $\int_{0}^{2 \pi}\left(-u_{\lambda_{j}}(q(s)) \frac{\partial A}{\partial \nu}(s, t)\right) \log r^{2}(s, t) d s$. Due to the logarithm, the analytic continuation of the integrand is multi-valued in any neighborhood of $\partial \Omega$. Nevertheless, the integral admits a singlevalued analytic continuation there.

Lemma 14. The integral $\int_{0}^{2 \pi}\left(-u_{\lambda_{j}}(q(s)) \frac{\partial A}{\partial \nu}(s, t)\right) \log r^{2}(s, t) d s$ extends to a holomorphic function of $t$ in a neighborhood of $[0,2 \pi]$ in $[0,2 \pi] \times[-\epsilon, \epsilon]$ given by

$$
\begin{aligned}
\pm i \Phi\left(t, q(t), q^{*}(t)\right) & +\int_{0}^{2 \pi}\left[\Phi\left(s ; q(t), q^{*}(t)\right)\right] \frac{q^{\prime}(s)}{q(s)-q(t)} d s \\
& +\int_{0}^{2 \pi}\left[\Phi\left(s ; q(t), q^{*}(t)\right)\right] \frac{\bar{q}^{\prime}(s)}{\bar{q}(s)-q^{*}(t)} d s
\end{aligned}
$$

where, $\pm$ corresponds to $\Im t>0$, resp. $<0$.
Proof. We first observe that

$$
\begin{equation*}
\frac{\partial A}{\partial \nu}=J_{0}^{\prime}(r) \frac{\partial r}{\partial \nu}=J_{1}(r) \frac{\partial r}{\partial \nu} . \tag{8.1}
\end{equation*}
$$

Now $J_{1}$ is odd in $r$ so (8.1) has the form

$$
\begin{align*}
F\left(r^{2}\right) r \frac{\partial r}{\partial \nu} & =F\left(r^{2}\right) r^{2} \frac{\partial \log r}{\partial \nu}  \tag{8.2}\\
& =F\left(r^{2}\right) r^{2}\left(\frac{1}{2 i}\left[\frac{q^{\prime}(s)}{q(s)-q(t)}-\frac{\bar{q}^{\prime}(s)}{\bar{q}(s)-q^{*}(t)}\right]\right),
\end{align*}
$$

where $F$ is a holomorphic function. From (8.2) it follows that $\frac{\partial A}{\partial \nu}(t, s)$ is a smoothly varying family of holomorphic functions of $t$ in a sufficiently small annulus.

Thus, our problem is a special case of the general problem of analytically continuing the integral $\int_{0}^{2 \pi} f(s) \log r^{2}(s, t) d s$ where $f$ is real analytic and where $r^{2}(s, t)$ is given by (3.3). In our case, $f(s)$ also depends holomorphically on $t$ but this does not affect the analytic continuation issue.

We have slit the complex parameter annulus through the vertical segment through 0 to obtain the complex $t$ parameter strip $I=[0,2 \pi]+$ $i(-\epsilon, \epsilon)$. To define the analytic continuation, we specify a branch $L(s, t)$ of the multi-valued analytic continuation of $\log r^{2}(s, t)$ on $[0,2 \pi] \times I$. Our integrals only involve pairs $(s, t) \in[0,2 \pi] \times I$. For each $t$, we remove the set $\{s: 0 \leq s<\Re t\}$. For fixed $s$, these cuts disconnect the $t$-strip into four 'quadrants', defined by the inequalities $\Im t>0$ (resp. $\Im t<0$ ) and $0 \leq \Re t \leq s$ (resp. $s \leq \Re t \leq 2 \pi$ ). In the right 'half-plane' where $s>\Re t$, we define $\Im L(s, t)$ so that it is continuous in the right 'half-plane' and tends 0 as $\Im t \rightarrow 0$ from either top or bottom. In the slit left 'half-plane', $\{s<\Re t\} \backslash[0, \Re t]$ we define $L(s, t)$ by continuation from the right half plane. It then tends to $\mp 2 \pi$ as $\Im t \rightarrow 0$ from above, resp. below the cut along the 'negative' real axis $s<\Re t$.

To illustrate, we consider the basic case of the circle, where $q(t)=e^{i t}$ and where we are defining $\arg \left(\left(e^{i s}-e^{i t}\right)\left(e^{-i s}-e^{-i t}\right)\right)$. We fix $\Re t=t_{0}$ and consider the map $(s, \tau) \rightarrow\left(e^{i s}-e^{i t}\right)\left(e^{-i s}-e^{-i t}\right)$ where $t=t_{0}+i \tau$. In the 'first quadrant' $s>t_{0}$, $\Im t>0$, this map is anti-holmorophic and takes the real axis $\Im t=0$ to the positive real axis and the 'imaginary axis', $s=t_{0}$ and $\Im t>0$, to the negative real axis. Since the map is antiholomorphic, the image of a counter-clockwise path in the first quadrant from the real to imaginary axis is a clock-wise path from the positive real axis to the negative real axis, so the arg equals $-\pi$ on the imaginary axis. As the path in the domain moves counter-clockwise in the second quadrant to $s<t_{0}, \Im t=0$ the image path moves to argument $-2 \pi$. Similarly, the continuation in the fourth and third quadrants leads to a value of $2 \pi$ on the axis $s<t_{0}$.

We now make:
Claim (cf. Millar [M2]). If $f$ admits an analytic continuation to a neighborhood of $\partial \Omega$, then the integral $\int_{0}^{2 \pi} f(s) \log r^{2}(s, t) d s$ admits an analytic continuation to a neighborhood of $\partial \Omega$ in $(\partial \Omega)_{\mathbb{C}}$ by

$$
\begin{equation*}
\int_{0}^{2 \pi} f(s) \log r^{2}(s, t) d s \rightarrow \int_{0}^{2 \pi} f(s) L(s, t) d s \pm 2 \pi i \int_{0}^{t} f(s) d s \tag{8.3}
\end{equation*}
$$

where the path from 0 to $t$ is defined in the integral is the same as the path used to analytically continue $\log r^{2}(s, t)$, and where the $+\operatorname{sign}$ is taken for $\Im t>0$ and the - sign when $\Im t<0$.

Furthermore, the right side of (8.3) is periodic.
We check the last statement first. It follows from the fact that

$$
\begin{aligned}
& \int_{0}^{2 \pi} f(s) L(s, 2 \pi+i \Im t) d s \pm 2 \pi i \int_{0}^{2 \pi+i \Im t} f(s) d s \\
& =\int_{0}^{2 \pi} L(s, i \Im t) f(s) d s \pm 2 \pi i \int_{0}^{2 \pi+i \Im t} f(s) d s \mp 2 \pi i \int_{0}^{2 \pi} f(s) d s \\
& =\int_{0}^{2 \pi} L(s, i \Im t) f(s) d s \pm 2 \pi i \int_{0}^{i \Im t} f(s) d s,
\end{aligned}
$$

where the last line follows from the Cauchy formula and the fact that $f(t+2 \pi)=f(t)$.

To prove the first statement of the claim it suffices to show that the right side in (8.3) is:
(i) Holomorphic in the upper annulus $\Im t>0$.
(ii) Holomorphic in the lower annulus $\Im t<0$.
(iii) Continuous in the whole annulus, and restricts to

$$
\int_{0}^{2 \pi} f(s) \log r^{2}(s, t) d s
$$

for real $t$.
Let us prove (iii) first, since it explains the second term on the right side of (8.3). With no loss of generality, suppose that $\Im t \rightarrow 0^{+}$with $t \rightarrow t_{0}$. Then

$$
\begin{aligned}
\int_{0}^{2 \pi} f(s) L(s, t) d s+2 \pi i \int_{0}^{t} f(s) d s & \rightarrow \\
& \int_{0}^{2 \pi} f(s) L\left(s, t_{0}\right) d s+2 \pi i \int_{0}^{t_{0}} f(s) d s
\end{aligned}
$$

and we must show that

$$
\int_{0}^{2 \pi} f(s) L\left(s, t_{0}\right) d s+2 \pi i \int_{0}^{t_{0}} f(s) d s=\int_{0}^{2 \pi} f(s) \log r^{2}\left(s, t_{0}\right) d s
$$

Here, $\arg r^{2}(t, s)=0$ while $\Im L(s, t)$ equals zero for $s \geq t$ and equals $-2 \pi$ for $s \leq t$. Hence, the imaginary part of the left side cancels and we obtain the right side.

Now let us prove (i)-(ii). Since the proofs are essentially the same we only prove (i).

We first note that all branches of analytic continuation of $\log r^{2}(s, t)$ differ by constants in $2 \pi i \mathbb{Z}$. Hence, if the period $\langle f\rangle:=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(s) d s$ of $f$ vanishes, then all choices of branch of $\log r^{2}$ give the same value of the integral $\int_{0}^{2 \pi} f(s) \log r^{2}(s, t) d s$. Similarly, the integral $\int_{0}^{t} f(s) d s$ is only multi-valued due to the period of $f$. Hence, when the $\langle f\rangle=0$, both terms on the right side of the claim are well-defined independently
of any choice of integration path or branch of $\log r^{2}$. Since we can write $f=(f-\langle f\rangle)+\langle f\rangle$, we only need to show:

1) $\int_{0}^{2 \pi} f(s) L(s, t) d s \pm 2 \pi i \int_{0}^{t} f(s) d s$ is holomorphic for $\Im t>0$ when $\langle f\rangle=0$;
2) $\int_{0}^{2 \pi} L(s, t) d s \pm 2 \pi i \int_{0}^{t} d s$ is single-valued holmorphic function for $\Im t>0$.
To prove (1), we assume $\langle f\rangle=0$ and let $F(t)=\int_{0}^{t} f(s) d s$ be the (well-defined) primitive of $F$ in the annulus. We then integrate by parts in the first integral to obtain

$$
\begin{align*}
& \int_{0}^{2 \pi} F^{\prime}(s) L(s, t) d s  \tag{8.4}\\
& =F(2 \pi) L(2 \pi, t)-F(0) L(0, t) \\
& \quad-\int_{0}^{2 \pi} F(s) \frac{q^{\prime}(s)}{q(s)-q(t)} d s-\int_{0}^{2 \pi} F(s) \frac{\bar{q}^{\prime}(s)}{\bar{q}(s)-q^{*}(t)} d s \\
& =-\int_{0}^{2 \pi} F(s) \frac{q^{\prime}(s)}{q(s)-q(t)} d s-\int_{0}^{2 \pi} F(s) \frac{\bar{q}^{\prime}(s)}{\bar{q}(s)-q^{*}(t)} d s .
\end{align*}
$$

Here, we use that $F(2 \pi)=F(0)$ since it is a single-valued holomorphic function on the annulus and that $F(0)=0$ by definition. It is clear that the right side of (8.4) is holomorphic in $\Im t>0$ since poles occur only when $\Im t=0$. Since $F(t)$ is single valued and holomorphic, this proves (1).

To prove (2), we write

$$
\begin{align*}
& \int_{0}^{2 \pi} L(s, t) d s \pm 2 \pi i \int_{0}^{t} d s  \tag{8.5}\\
& =\int_{0}^{2 \pi} \log \frac{Q\left(e^{i s}\right)-Q\left(e^{i t}\right)}{e^{i s}-e^{i t}} \frac{Q^{*}\left(e^{i s}\right)-Q^{*}\left(e^{i t}\right)}{e^{-i s}-e^{-i t}} d s \\
& \quad+\int_{0}^{2 \pi} \log \left(\left(e^{i s}-e^{i t}\right)\left(e^{-i s}-e^{-i t}\right)\right) d s \pm 2 \pi i \int_{0}^{t} d s .
\end{align*}
$$

We observe that the first term is holomorphic for $\Im t>0$ since the arg of both numerator and denominator are continued so that each arg tends to $-2 \pi$ as $\Im t \rightarrow 0$ for $s \in[0, \Re t]$ and so that each arg tends to zero for $s \in[\Re t, 2 \pi]$. Hence, the arg of the ratio tends to zero as $\Im t \rightarrow 0$ in both integrals. Since the $\arg$ is only ambiguous up to a constant in $2 \pi i \mathbb{Z}$, it follows that the arg of the ratio is well defined and single valued and the integrand is well-defined as a single-valued holomorphic function for $\Im t>0$. Therefore, to prove (2) it suffices to show that for $\Im t \geq 0$

$$
\begin{equation*}
g(t):=\int_{0}^{2 \pi} L(s, t) d s+2 \pi i \int_{0}^{t} d s=0 \tag{8.6}
\end{equation*}
$$

where $L(s, t)=\log \left(\left(e^{i s}-e^{i t}\right)\left(e^{-i s}-e^{-i t}\right)\right)$ with our choice above of the branch cut at $s=\Re t$. Note that $g$ is an analytic continuation of the integral $\int_{0}^{2 \pi} \log \left|e^{i s}-e^{i t}\right|^{2} d s=0$ for real $t$, so analyticity of $g$ is equivalent to $g=0$.

This reduces the analysis to the integral

$$
\int_{0}^{2 \pi} \log \left(\left(e^{i s}-e^{i t}\right)\left(e^{-i s}-e^{-i t}\right)\right) d s=\int_{0}^{2 \pi} \log (2-2 \cos (s-t)) d s
$$

where as above the logarithm is defined by breaking up the integral into $\int_{0}^{\Re t}+\int_{\Re t}^{2 \pi}$ and defining the arg by the method above. Note that formally the integral is constant in $t$ by a change of variables but that such a change of variables is not consistent with the definition of the logarithm. However, the integrand is a function of $s-t$ and so, $\frac{d}{d t} \log (2-2 \cos (s-t))=\frac{d}{d(t-s)} \log (2-2 \cos (t-s))$ is well-defined independent of the branch of $\log$ used (since these differ by integer multiples of $2 \pi i)$. Hence,

$$
\begin{aligned}
\frac{d}{d t} \int_{0}^{2 \pi} \log (2-2 \cos (s-t)) d s & =-\int_{0}^{2 \pi} \frac{d}{d s} \log (2-2 \cos (s-t)) d s \\
& =-\left.\log (2-2 \cos (s-t))\right|_{0} ^{2 \pi} \\
& =-2 \pi i
\end{aligned}
$$

by definition of the logarithm. It follows from (8.6) that

$$
\frac{d}{d t} g(t)=\frac{d}{d t} \int_{0}^{2 \pi} \log (2-2 \cos (s-t)) d s+\frac{d}{d t}(2 \pi i t)=-2 \pi i+2 \pi i=0
$$

Hence, $g$ is constant and as noted above it equals 0 for real $t$. q.e.d.

This completes the proof of the claim and hence of the proposition. q.e.d.

Remark. By integrating by parts directly in the integral $L f(t):=$ $\int_{0}^{2 \pi} \log r^{2}(s, t) f(s) d s$ for $t$ real and using that $\int_{0}^{2 \pi} \log \left|e^{i s}-e^{i t}\right|^{2} d s=0$, one gets the formula

$$
\begin{align*}
L f(t)=- & \int_{0}^{2 \pi}\left(\frac{q^{\prime}(s)}{q(s)-q(t)}+\frac{\bar{q}^{\prime}(s)}{\bar{q}(s)-\bar{q}(t)}\right) \cdot(F(s)-F(t)) d s  \tag{8.7}\\
& +\langle f\rangle \int_{0}^{2 \pi} \log \frac{\left|Q\left(e^{i s}\right)-Q\left(e^{i t}\right)\right|^{2}}{\left|e^{i s}-e^{i t}\right|^{2}} d s
\end{align*}
$$

where, $F(t):=\int_{0}^{t}(f-\langle f\rangle) d s$. It follows from (8.7) that for $t \in[0,2 \pi]+$ $i[-\epsilon, \epsilon]$ there is an alternative formula for the analytic continuation of
$L f$ which is given by

$$
\begin{align*}
(L f)^{\mathbb{C}}(t)= & -\int_{0}^{2 \pi}\left(\frac{q^{\prime}(s)}{q(s)-q(t)}+\frac{\bar{q}^{\prime}(s)}{\bar{q}(s)-q^{*}(t)}\right) \cdot(F(s)-F(t)) d s  \tag{8.8}\\
& +\langle f\rangle \int_{0}^{2 \pi} \frac{\log \frac{\left[Q\left(e^{i s}\right)-Q\left(e^{i t}\right)\right]\left[Q^{*}\left(e^{i s}\right)-Q^{*}\left(e^{i t}\right)\right]}{\left[e^{i s}-e^{i t}\right]\left[e^{-i s}-e^{-i t}\right]} d s .}{} .
\end{align*}
$$

We note that the $\log$ in the second term on the RHS of (8.8) is defined unambiguously (independent of branch) since as $\Im t \rightarrow 0$ and $s \rightarrow \Re t$ from either side, we have that $\arg \left[Q\left(e^{i s}\right)-Q\left(e^{i t}\right)\right]-\arg \left[e^{i s}-e^{i t}\right] \rightarrow 0$ and so the arguments cancel. The same thing is true for the ratio involving $Q^{*}$.

### 8.2. Proof of Propositions 8 and 9.

Proof. We only sketch the proofs, because they only involve a small modification of Proposition 7.

First, consider Proposition 8. Green's formulae (3.5)-(3.6) remain correct in the piecewise analytic case, with the definition that on the $k$ th component, the normal derivative is calculated by taking the limit from within the $k$ th component.

The verification of the Millar formula is then similar to the fully analytic case. The main difference is that we now have pairs $\left(s_{n}, t_{k}\right)$ of parameter points which may come from different intervals. When $n=k$ there is no difference in the argument except that $\partial \Omega_{k}^{\mathbb{C}}$ is not an annulus but rather two regions meeting along a common interval. But the same choice of branch of the logarithm extends $u_{\lambda_{j}}$ holomorphically above and below the interval, and the first term on the right side ensures that the two holomorphic extensions agree on the common interval. When $n \neq k$, one defines $\arg r^{2}\left(s_{n}, t_{k}\right)=0$ for all real $s_{n}, t_{k}$. Since $q_{n}\left(s_{n}\right) \neq q_{k}\left(t_{k}\right)$ when $n \neq k$ the logarithm extends to a holomorphic function in $t_{k}$ with this choice of branch.

In the case of Proposition 9, the additional step is to analytically continue the second term of (3.20). To do so, we use the arc-length parameterization $q_{C}(s)$ of $C$ to write

$$
\begin{aligned}
-\frac{1}{2} \int_{0}^{2 \pi} A\left(\lambda_{j}, s, t\right) \log r^{2}(s, t) \partial_{\nu} \varphi_{\lambda_{j}} & \left(q_{C}(s)\right) d s \\
& -\int_{0}^{2 \pi} B\left(\lambda_{j}, s, t\right) \partial_{\nu} \varphi_{\lambda_{j}}\left(q_{C}(s)\right) d s
\end{aligned}
$$

Since $B=F\left(r^{2}\right)$ where $F$ is entire, the second term above has a straightforward analytic continuation. The first term is another case of the integrals discussed in the previous section, and by the proof of Proposition 7, its holomorphic continuation is the one stated in the Proposition.
q.e.d.

## 9. Appendix on Hankel and Bessel functions

For the reader's convenience, we summarize the facts we use about these special functions. We recall that Bessel's function of order $\nu$ is a solution of the equation $x^{2} y^{\prime \prime}+x y^{\prime}+\left(x^{2}-\nu^{2}\right) y=0$.

A fundamental set of solutions for Bessel's equation of order 0 is given by $J_{0}, Y_{0}$ where

$$
\left\{\begin{array}{l}
J_{0}(z):=\sum_{k=0}^{\infty}(-1)^{k} \frac{z^{2 k}}{2^{2 k}(k!)^{2}}  \tag{9.1}\\
Y_{0}(z)=J_{0}(z) \log (z)-\sum_{m=1}^{\infty} \frac{(-1)^{m}\left(1+2 \cdots+\frac{1}{m}\right)(z)^{2 m}}{4^{m}(m!)^{2}}
\end{array}\right.
$$

The coefficients $A, B$ in (3.9) then have the form

$$
\begin{equation*}
A=J_{0}\left(\lambda_{j} r\right), \quad B=-\sum_{m=1}^{\infty} \frac{(-1)^{m}\left(1+2 \cdots+\frac{1}{m}\right)(\lambda r)^{2 m}}{4^{m}(m!)^{2}}+J_{0}(\lambda r) \log \lambda \tag{9.2}
\end{equation*}
$$

A fundamental set of solutions for Bessel's equation of order one is given by $J_{1}, Y_{1}$ where:

$$
\left\{\begin{align*}
J_{1}(z)= & \sum_{k=0}^{\infty}(-1)^{k} \frac{z^{2 k+1}}{2^{2 k+1} k!(k+1)!}  \tag{9.3}\\
\pi Y_{1}(z)= & \frac{-2}{z}+2 J_{1}(z)(\log (z / 2)+\gamma) \\
& -\sum_{k=1}^{\infty}(-1)^{k+1} \frac{1}{k!(k-1)!}(z / 2)^{2 k-1}\left[\frac{1}{k}+2 \sum_{m=1}^{k} \frac{1}{m}\right]
\end{align*}\right.
$$

Here, $\gamma$ is Euler's constant. We also have the integral formula

$$
\begin{equation*}
J_{1}(z)=-\pi i \int_{0}^{\pi} e^{i z \cos \theta} \cos \theta d \theta \tag{9.4}
\end{equation*}
$$

Finally, we also use the Hankel function $\mathrm{Ha}_{1}^{(1)}(z)=J_{1}+i Y_{1}$, which is given by the integral formula,

$$
\begin{equation*}
\operatorname{Ha}_{1}^{(1)}(z)=\left(\frac{2}{\pi z}\right)^{\frac{1}{2}} \frac{e^{i(z-3 \pi / 4)}}{\Gamma(3 / 2)} \int_{0}^{\infty} e^{-s} s^{-\frac{1}{2}}\left(1-\frac{s}{2 i z}\right)^{\frac{1}{2}} d s \tag{9.5}
\end{equation*}
$$

## References

[BB] V.M. Babic \& V.S. Buldyrev, Short-wavelength diffraction theory. Asymptotic methods, Springer Series on Wave Phenomena, 4, Springer-Verlag, Berlin, 1991, MR 1245488, Zbl 0742.35002.
[Ber] C.A. Berenstein, An inverse spectral theorem and its relation to the Pompeiu problem, J. Analyse Math. 37 (1980) 128-144, MR 0583635, Zbl 0449.35024.
[BGS] G. Blum, S. Gnutzmann, \& U. Smilansky, Nodal Domains Statistics: A Criterion for Quantum Chaos, Phys. Rev. Lett. 88 (2002) 114101-114104.
[Bou] L. Boutet de Monvel, Convergence dans le domaine complexe des séries de fonctions propres, C.R. Acad. Sci. Paris Sér. A-B 287 (13) (1978), A855-A856, Zbl 0425.35099.
[BG] J. Brüning \& D. Gomes, Über die Lnge der Knotenlinien schwingender Membranen, Math. Z. 124 (1972) 79-82.
[C] G. Chen, P.J. Morris, \& J. Zhou, Visualization of special eigenmode shapes of a vibrating elliptical membrane, SIAM Rev. 36(3) (1994) 453-469, MR 1292648, Zbl 0806.73032.
[DF] H. Donnelly \& C. Fefferman, Nodal sets of eigenfunctions on Riemannian manifolds, Invent. Math. 93 (1988), 161-183, MR 1039348, Zbl 0784.31006.
[DF2] , , Nodal sets of eigenfunctions: Riemannian manifolds with boundary, Analysis, et cetera, 251-262, Academic Press, Boston, MA, 1990, MR 1039348, Zbl 0697.58055.
[EZ] L. Evans \& M. Zworski, Introduction to semiclassical analysis, UC Berkeley lecture notes, 2006.
[FGS] G. Foltin, S. Gnutzmann, \& U. Smilansky, The morphology of nodal linesrandom waves versus percolation, J. Phys. A $\mathbf{3 7}(\mathbf{4 7})(2004)$ 11363-11371, MR 2109074, Zbl 1061.82015.
[Ga] F.D. Gakhov, Boundary Value Problems, Dover, 1990, MR 1106850, Zbl 0830.30026.
[G] P.R. Garabedian, Partial differential equations, AMS Chelsea Publishing, Providence, RI, 1998, MR 1657375, Zbl 0913.35001.
[GLS] F. Golse, E. Leichtnam, \& M. Stenzel, Intrinsic microlocal analysis and inversion formulae for the heat equation on compact real-analytic Riemannian manifolds, Ann. Sci. École Norm. Sup. (4) 29 (6) (1996) 669-736, MR 1422988, Zbl 0889.32037.
[GS1] V. Guillemin \& M. Stenzel, Grauert tubes and the homogeneous MongeAmpére equation, J. Differential Geom. 34(2) (1991) 561-570, MR 1131444, Zbl 0746.32005.
[GS2] , Grauert tubes and the homogeneous Monge-Ampére equation, II, J. Differential Geom. 35(3) (1992) 627-641, MR 1163451, Zbl 0789.32010.
[HHL] Q. Han, R. Hardt, \& F.H. Lin, Geometric measure of singular sets of elliptic equations, Comm. Pure Appl. Math. 51(11-12) (1998) 1425-1443, MR 1639155, Zbl 0940.35065.
[HS] R. Hardt \& L. Simon, Nodal sets for solutions of elliptic equations, J. Differential Geom. 30 (1989) 505-522, MR 1010169, Zbl 0692.35005.
[HL] Q. Han \& F.H. Lin, Nodal sets of solutions of elliptic differential equations, book in preparation, 2007.
[Ho1] L. Hörmander, Analysis of Linear Partial Differential Operators I, SpringerVerlag, 1988, MR 1996773.
[HT] A. Hassell \& T. Tao, Upper and lower bounds for normal derivatives of Dirichlet eigenfunctions, Math. Res. Lett. 9(2-3) (2002) 289-305, MR 1909646, Zbl 1014.58015.
[HZ] A. Hassell \& S. Zelditch, Ergodicity of boundary values of eigenfunctions, Comm.Math.Phys. 248(1) (2004) 119-168, MR 2104608, Zbl 1054.58022.
[JN] D. Jakobson \& N. Nadirashvili, Eigenfunctions with few critical points, J. Differential Geom. 53(1) (1999) 177-182, MR 1776094, Zbl 1038.58036.
[LS1] L. Lempert \& R. Szöke, Global solutions of the homogeneous complex MongeAmpére equation and complex structures on the tangent bundle of Riemannian manifolds, Math. Ann. 290(4) (1991) 689-712, MR 1119947, Zbl 0752.32008.
[Lew] H. Lewy, On the minimum number of domains in which the nodal lines of spherical harmonics divide the sphere, Comm. Partial Differential Equations 2(12) (1977) 1233-1244, MR 477199, Zbl 0377.31008.
[L] F.H. Lin, Nodal sets of solutions of elliptic and parabolic equations, Comm. Pure Appl. Math. $\mathbf{4 4 ( 3 )}$ (1991) 287-308, MR 1090434, Zbl 0734.58045.
[M1] R.F. Millar, The analytic continuation of solutions to elliptic boundary value problems in two independent variables, J. Math. Anal. Appl. 76(2) (1980) 498-515, MR 587358, Zbl 0447.35016.
[M2] , Singularities of solutions to linear, second order analytic elliptic equations in two independent variables. I. The completely regular boundary, Applicable Anal. 1(2) (1971) 101-121, MR 287132, Zbl 0225.35039.
[M3] , Singularities of solutions to linear, second order, analytic elliptic equations in two independent variables. II. The piecewise regular boundary, Applicable Anal. 2 (1972-73) 301-320, MR 390483, Zbl 0243.35026.
[Mor] C.B. Morrey, On the analyticity of the solutions of analytic non-linear elliptic systems of partial differential equations. II. Analyticity at the boundary, Amer. J. Math. 80 (1958) 219-237, MR 107081, Zbl 0081.09402.
[MN] C.B. Morrey \& L. Nirenberg, On the analyticity of the solutions of linear elliptic systems of partial differential equations, Comm. Pure Appl. Math. 10 (1957) 271-290, MR 0089334.
[Mu] N.I. Muskhelishvili, Singular Integral Equations, Dover, New York, 1992, MR 1215485, Zbl 0174.16201.
[NJT] N. Nadirashvili, D. Jakobson, \& J. A. Toth, Geometric properties of eigenfunctions (Russian), Uspekhi Mat. Nauk 56 6(342) (2001) 67-88; translation in Russian Math. Surveys $\mathbf{5 6 ( 6 )}$ (2001) 1085-1105, MR 1886720, Zbl 1060.58019.
[NS] F. Nazarov \& M. Sodin, On the Number of Nodal Domains of Random Spherical Harmonics, arXiv:0706.2409.
[P] A. Pleijel, Remarks on Courant's nodal line theorem, Comm. Pure Appl. Math. 9(543-550) (1956), MR 80861, Zbl 0070.32604.
[Po] I. Polterovich, Pleijel's nodal domain theorem for free membranes, to appear in Proc. AMS, arXiv:0805.1553.
[S] E. Schmidt, Bemerkung zur Potentialtheorie, Math. Annalen 68 (1909) 107118, MR 1511552, Zbl 41.0864.01.
[Ta] D. Tataru, Carleman estimates and unique continuation for solutions to boundary value problems, J. Math. Pures Appl. (9) 75(4) (1996) 367-408, MR 1411157, Zbl 0896.3502.
[T] M.E. Taylor, Partial differential equations, II, Applied Mathematical Sciences, 116, Springer-Verlag, New York, 1996, MR 1395149, Zbl 0869.35003.
[TZ] J. Toth, S. Zelditch, Quantum ergodicity along interior curves of ergodic billiards, (2008) (preprint).
[U] K. Uhlenbeck, Generic properties of eigenfunctions, Amer. J. Math. 98(4) (1976) 1059-1078, MR 464332, Zbl 0355.58017.
[V] I.N. Vekua, New methods for solving elliptic equations, North-Holland Series in Applied Mathematics and Mechanics, Vol. 1, North-Holland Publishing Co., Amsterdam; Interscience Publishers John Wiley \& Sons, Inc., New York, 1967, MR 212370, Zbl 0146.34301.
[Y1] S.-T. Yau, Survey on partial differential equations in differential geometry, in 'Seminar on Differential Geometry,' 3-71, Ann. of Math. Stud., 102, Princeton Univ. Press, Princeton, NJ, 1982, MR 645729, Zbl 0478.53001.
[Y2] , Open problems in geometry, in 'Differential geometry: partial differential equations on manifolds' (Los Angeles, CA, 1990), 1-28, Proc. Sympos. Pure Math., 54, Part 1, Amer. Math. Soc., Providence, RI, 1993, MR 1216573, Zbl 0801.53001.
[Z] S. Zelditch, Complex zeros of real ergodic eigenfunctions, Invent. Math. $\mathbf{1 6 7 ( 2 )}$ (2007) 419-443, MR 2270460, Zbl 1134.37005.
[Ze] Ya.B. Zel'dovich, A.A. Ruzmaikin, \& D.D. Sokoloff, The almighty chance, World Scientific Lecture Notes in Physics, 20, World Scientific Publishing Co., Inc., River Edge, NJ, 1990, MR 1141627, Zbl 0744.60003.

Department of Mathematics and Statistics
McGill University, Montreal
Canada
E-mail address: jtoth@math.mcgill.ca
Department of Mathematics
Johns Hopkins University
Baltimore, MD 21218
E-mail address: szelditch@jhu.edu


[^0]:    The research of the first author was partially supported by NSERC grant \# OGP0170280 and a William Dawson Fellowship. The research of the second author was partially supported by NSF grant \# DMS-0603850.

    Received 10/25/2007.

