# RIGIDITY OF PROPER HOLOMORPHIC MAPS BETWEEN SYMMETRIC DOMAINS 
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In 1973 Mostow [21] proved a strong rigidity theorem to the effect that for compact Riemannian locally symmetric spaces of negative Ricci curvature the fundamental groups essentially determine the geometry (with obvious exceptions). Four years later, Margulis's Superrigidity Theorem gave as a consequence that for irreducible Riemannian locally symmetric spaces $X$ and $Y$ of negative Ricci curvature and finite volume, any "nondegenerate" continuous map $f: X \rightarrow Y$ is homotopic to an isometric immersion (up to normalizing constants), provided that $X$ is of rank $\geq 2$. In the last decade much work has been done in connection with the above rigidity theorems of Mostow and Margulis, e.g., [3], [4], [5], [6], [10], [19], etc. In 1978 Siu studied the strong rigidity of Kähler structures of compact quotients of bounded symmetric domains and obtained

Theorem 1 [24], [25]. Let $M$ be a compact quotient of an irreducible bounded symmetric domain of complex dimension $\geq 2$. Suppose that $X$ is a compact Kähler manifold homotopic to $M$. Then $X$ is either biholomorphic or conjugate-biholomorphic to $M$.

Siu's theorem covers the Hermitian case of Mostow's strong rigidity theorem for the reasons that any two compact $K(\pi, 1)$-spaces with isomorphic 160 fundamental groups are homotopic and that any biholomorphism between Hermitian (locally) symmetric spaces of noncompact type is necessarily an isometry (up to normalizing constants). In connection with this, it is natural to study the rigidity problem for holomorphic mappings between Hermitian locally symmetric spaces of noncompact type. Indeed the following theorem was established by Mok in the compact case and by Mok and To in the finite-volume case as a consequence of their metric rigidity theorems.

Theorem 2 [16], [26]. Let $(X, g)$ be a Hermitian locally symmetric space of finite volume uniformized by an irreducible bounded symmetric domain $\Omega$ of rank $\geq 2$. Suppose $(Y, h)$ is any Hermitian locally

[^0]symmetric space of noncompact type. Then any (nonconstant) holomorphic map is necessarily a totally geodesic isometric immersion (up to normalizing constants).

In contrast with the consequence of the Superrigidity Theorem of Margulis as stated previously the result of Mok and To tells us that the holomorphic map $f$ is already an (totally geodesic) isometric representative in its homotopy class.

In this article we are interested in the rigidity problem for holomorphic maps between bounded symmetric domains. We prove the following theorem which resolves a conjecture of Mok [18].

Main Theorem. Let $\left(\Omega_{1}, g_{1}\right)$ and $\left(\Omega_{2}, g_{2}\right)$ be bounded symmetric domains. Suppose that $\Omega_{1}$ is irreducible and $\operatorname{rank}\left(\Omega_{1}\right) \geq \operatorname{rank}\left(\Omega_{2}\right) \geq 2$. Then any proper holomorphic map $f: \Omega_{1} \rightarrow \Omega_{2}$ is necessarily a totally geodesic isometric embedding (up to normalizing constants).

When $\Omega_{1}=\Omega_{2}$, our Main Theorem was proved by Henkin and Novikov [12] by using results of Bell [1], Tumanov and Henkin [28]. Namely any proper holomorphic self-map $f: \Omega \rightarrow \boldsymbol{\Omega}$ on an irreducible bounded symmetric domain of rank $\geq 2$ is an automorphism. For further connection with the subject, proper holomorphic mappings in complex analysis, we refer readers to recent (survey) articles by Bell [2] and Forstnerič [8].

In the Main Theorem the condition that $\operatorname{rank}\left(\Omega_{1}\right) \geq \operatorname{rank}\left(\Omega_{2}\right)$ is indispensible as we can see from the following example. Consider a holomorphic map $f: D^{\mathrm{I}}(2,2) \rightarrow D^{\mathrm{I}}(3,3)$ induced by the map which sends $2 \times 2$ matrices $B=\left(z_{i j}\right)_{1 \leq i, j \leq 2}$ to $3 \times 3$ matrices $\widetilde{B}=\left(\tilde{z}_{k l}\right)_{1 \leq k, l \leq 3}$ in such a way that $\tilde{z}_{i j}=z_{i j}$ for $1 \leq i, j \leq 2, \tilde{z}_{i 3}=\tilde{z}_{3 i}=0$ for $\overline{1} \leq i \leq 2$ and $\tilde{z}_{33}=g$ for a holomorphic function $g$ defined on $D^{\mathrm{I}}(2,2)$ such that $|g|<1$. Then clearly we can choose $g$ so that $f$ is proper but not totally geodesic. The condition excluding rank-one situation is also needed as there exist proper polynomial maps $f: B^{n} \rightarrow B^{N}$ for $N \geq 2 n-1$, which are not totally geodesic, e.g., the map $f: B^{n} \rightarrow B^{2 n-1}$ defined by $f\left(z_{1}, \cdots, z_{n}\right)=\left(z_{1}, \cdots, z_{n-1}, z_{1} z_{n}, \cdots, z_{n} z_{n}\right)$.

We remark that in previous rigidity theorems one usually requires the condition of compactness or finite volume imposed either on domainmanifolds or on both domain-manifolds and target-manifolds. Our result throws some light on problem of extending rigidity theorems for holomorphic maps to the situation where the finite-volume condition is relaxed. In this direction Mok conjectured that the statement of Theorem 2 remains true when the finite-volume condition on $X$ is replaced by the weaker condition that the fundamental group $\pi_{1}(X)$ acts ergodically on the Shilov
boundary of $\Omega$. The case where $\operatorname{rank}(X)=\operatorname{rank}(Y)$ has been observed by Mok, based on the proof of the Main Theorem of the present article. The idea is to consider the lifted map $F$ between their respective universal coverings and to consider nontangential limits on the Shilov boundary. It is, however, not known how to extend this result to the general situation.

In the rest of this introduction we shall present an outline of our proof of the Main Theorem. Our idea is heavily based on the framework of [16] and [20]. There are usually two main difficulties for proving this type of theorem: analytical on the one hand and geometrical on the other. Lack of boundary regularity usually presents a serious analytical difficulty. In [20] this problem was overcome by passing to a moduli map $f^{\sharp}$ (which is defined between moduli spaces of certain Hermitian symmetric submanifolds; see below). In the proof of the Main Theorem, the (partial) regularity of $f$ can be thus obtained as in [20]. The genuine difficulty that we encounter here comes from the geometrical side, i.e., the problem of proving that $f$ is totally geodesic. Our proof contains two main steps after reduction to the case where $\Omega_{1} \cong D_{3}^{\text {IV }} \quad\left(\operatorname{rank} D_{3}^{\text {IV }}=2\right)$ and $\operatorname{rank}\left(\Omega_{2}\right)=2$. The first step is to prove that $f$ cannot be infinitesimally of rank 1, i.e., to prove that there exists a point $p$ such that $d f\left(T_{p}\left(\Omega_{1}\right)\right)$ is not the tangent space of a totally geodesic three-ball. This step is connected with the work of [31] and [16]. In the second step, given that $f$ is infinitesimally of rank two (meaning that $d f\left(T_{p}\left(\Omega_{1}\right)\right)$ is the tangent space of a symmetric submanifold of rank two for generic $p$ ), we prove an integrability theorem for some distribution induced by $f$. This leads us to the notion of invariantly geodesic submanifolds. We remark that the notion of such manifolds is already implicitly used in [20]. A new ingredient in the present article is to exploit the geometrical/algebraic aspect of invariantly geodesic submanifolds, on which the integrability theorem is based. We now explain our approach as follows. Fix an irreducible bounded symmetric domain $\Omega=G_{0} / K$ of rank $r \geq 2$, and denote its compact dual by $X$. In $\Omega$ there are distinguished 1-dimensional totally geodesic submanifolds called minimal disks $\Delta$. The compact dual $\mathbb{P}^{1}$ of $\Delta$, embedded in $X$, generates $H_{2}(X, \mathbb{Z})$ as a homology class, and is called a minimal rational curve of $X$. Denote by $\mathscr{M}_{0}$ the set of all those minimal disks containing the origin $o$ of $\Omega$. Each minimal disk $\Delta \in \mathscr{M}_{0}$ defines an element $\left[T_{0}(\Delta)\right]$ in $\mathbb{P} T_{o}(\Omega)$, and the union of all such elements is in fact the characteristic variety $\mathscr{S}_{o}(\Omega)$ of $\Omega$ as initially defined by Mok [16]. There are also distinguished totally geodesic submanifolds $M$ of higher dimension and $\operatorname{rank}(M)=r-1$, called maximal characteristic symmetric subspaces by [20]. To each $M$ containing $o$ there corresponds a minimal disk $\Delta$ such
that $\Delta \times M$ embeds in $\Omega$ totally geodesically, and the union of all such $\Delta \times M$ 's exhausts $\Omega$. Moreover, for each $b \in \partial \Delta, b \times M$ is contained in $\partial \Omega$ and is in fact a "boundary component" of $\Omega$ (cf. [30]). The nullity of $\Omega$ is defined to be the dimension of $M$.

As in [20] we consider radial limits of submanifolds $\{t\} \times M \subseteq \Delta \times M \subseteq$ $\Omega_{1}$ as $t \rightarrow \partial \Delta$, and then use the boundary structure of $\Omega_{2}$ to show that each boundary component of $\Omega_{1}$ is mapped into a boundary component of $\Omega_{2}$. As a consequence of the maximum principle, we obtain a moduli map $f^{\sharp}$ which is defined from the moduli space $\mathscr{M}_{1}$ for characteristic symmetric subspaces of $\Omega_{1}$ to the moduli space $\mathscr{M}_{2}$ for corresponding characteristic symmetric subspaces of $\Omega_{2}$. By an induction argument it suffices for the proof of the Main Theorem to consider the case where both $\Omega_{1}$ and $\Omega_{2}$ are irreducible and of rank two. Since any irreducible bounded symmetric domain of rank at least two can be exhausted by totally geodesic submanifolds isomorphic to a Type-IV domain $D$ of dimension three (which is biholomorphic to the Siegel upper half-plane for symmetric two-by-two matrices), we need only consider the case $\Omega_{1}=D$. Since both domains are of rank two and $D$ is known to be of nullity one, from the moduli map $f^{\sharp}$ just defined $\left(\mathscr{M}_{1}=\{\right.$ minimal disks $\}, \mathscr{M}_{2}=\{$ rank-one characteristic symmetric submanifold $\}$ ) we conclude that $f$ is characteristic, namely, $d f\left(\mathscr{S}_{p}(D)\right) \subset \mathscr{S}_{f(p)}\left(\Omega_{2}\right)$ for generic points $p$.

We remark that minimal disks as introduced previously coincide with extremal disks in the sense considered by L. Lempert [13] who, in a different context, proved some boundary regularity results of biholomorphic mappings with extremal disks [14]. In a similar vein the notion of moduli maps was considered by J. Faran [7] where the linearity of proper holomorphic maps between balls in the low codimension case was proved.

To exploit the preceding infinitesimal information we have first of all that the characteristic subvariety of $D$ is a rational curve of degree two in $\mathbb{P} T_{0}(D)$. Define $\mathscr{D}$ to be the set of rational curves of degree two in $\mathscr{S}_{0}\left(\Omega_{2}\right) . \mathscr{D}$ has two types of curves. Every curve of the first type is contained in the projectivized tangent space of a totally geodesic rank-one submanifold $B^{3}$. If $d f$ sends $\mathscr{S}_{p}(D)$ onto a curve of the first type for generic points $p$, then $f(D)$ is tangent to such a $B^{3}$ at $f(p)$. In this situation $f$ is said to be infinitesimally of rank one.

When $\Omega_{2}$ is of nullity one, the Main Theorem can be deduced from the fact that minimal disks of $D$ are mapped to minimal disks of $\Omega_{2}$. $\Omega_{2}$ is of nullity one exactly when it is a Type-IV domain (i.e., a bounded symmetric domain dual to the hyperquadric).

Our proof of the Main Theorem contains two essential steps. First we show that $f$ is not infinitesimally of rank one, and then that $f$ maps $D$ into some Type-IV domain to finish the proof.

An evidence eliminating the case where $f$ is infinitesimally of rank one is suggested by the argument of P. Yang [31] or N. Mok [16], which says that a polydisk cannot support a complete Kähler metric of curvature pinched between negative constants. For this approach to work one would try to prove the boundary regularity of $f$ and to do some curvature estimates. The present proof uses a different approach. We first show that $f: \Omega_{1} \rightarrow \Omega_{2}$ has a rational extension $\tilde{f}: X_{1} \rightarrow X_{2}$ between respective compact duals of $\Omega_{1}$ and $\Omega_{2}$, and then prove that the condition that $f$ is infinitesimally of rank one cannot hold at a boundary point of $\Omega_{1}$ at which $\tilde{f}$ is regular. The idea of the proof involves the analysis of the boundary structure for irreducible bounded symmetric domains of rank two.

To show that $f$ maps $D$ into some type-IV domain $\Omega^{\prime}$ we try to prove an integrability theorem for a distribution induced by $f$. The present proof uses the affine structure of the Harish-Chandra realization together with the fact that characteristic varieties of a bounded symmetric domain $\boldsymbol{\Omega}$ are parallel with respect to the Euclidean coordinates of $\boldsymbol{\Omega}$, and is achieved via the notion of invariantly geodesic submanifolds. In order to exploit the Euclidean coordinates of $\Omega_{2}$ we will actually show that $f(D)$ is contained in some distinguished subdomain $\Omega_{2}^{\prime}$ which is not only affinelinear in $\Omega_{2}$, but is such that the transform of $\Omega_{2}^{\prime}$ by any automorphism of $\Omega_{2}$ remains affine-linear. Such a domain $\Omega_{2}^{\prime \prime}$ corresponds to the intersection of $\Omega_{2}$ and some Hermitian symmetric submanifold $M$ of $X$ ( $X$ denoting the compact dual of $\Omega_{2}$ ) with the property that $M$ is totally geodesic with respect to any canonical metric of $X$. These distinguished submanifolds $M$ and $\Omega_{2}^{\prime}$ will be called invariantly geodesic submanifolds. Another characteristic of the subdomain $\Omega_{2}^{\prime}$ is the complex analyticity of its orbit space under the isotropy subgroup $K$ of $\Omega_{2}$. Namely a totally geodesic subdomain $\Omega_{2}^{\prime}$ is invariantly geodesic if (and only if) the set of its $K$-orbits naturally inherits a complex structure. We classify all invariantly geodesic submanifolds and prove that for any irreducible rank-two Hermitian symmetric manifold there exists an invariantly geodesic submanifold isomorphic to a hyperquadric. From the fact that $f$ is characteristic and that $f$ is not infinitesimally of rank one we prove that $f(D)$ is tangent at generic points $p$ to a unique invariantly geodesic hyperquadric $Q_{p}$ to the second order. Then we show that the preceding results of the order of
contact and of the uniqueness are sufficient for the distribution $p \rightarrow T\left(Q_{p}\right)$ to be integrable. Thus $f(D)$ is contained in an invariantly geodesic hyperquadric and hence in its dual domain $\Omega_{2}^{\prime} \subset \Omega_{2}$. Since the special case where $D$ and $\Omega_{2}^{\prime}$ are Type-IV domains has been treated already, the Main Theorem follows.

## 1. Preliminaries

We set up notation and review some results of [20].
Let $X_{0}=G_{0} / K$ be an irreducible Hermitian symmetric space of noncompact type of rank $r \geq 2$, and $X=G / P=G_{c} / K$ be its compact dual. The Lie algebra $\mathfrak{g}_{0}$ of $G_{0}$ has a Cartan decomposition $\mathfrak{g}_{0}=\mathfrak{k}+\mathfrak{m}_{0}$ with respect to $\mathfrak{k}$. Complexifying $\mathfrak{m}_{0}$ gives $\mathfrak{m}=\mathfrak{m}_{0}^{\mathbb{C}} \cong \mathfrak{m}^{+} \oplus \mathfrak{m}^{-}$so that $\mathfrak{m}^{+}$is identified with $T^{1,0}\left(X_{0}\right)$. The Harish-Chandra embedding $X_{0} \Subset \mathfrak{m}^{+} \simeq \mathbb{C}^{n} \subset X_{0}$ realizes $X_{0}$ as a bounded symmetric domain $\Omega$. Set $P^{-}=\exp \left(\mathfrak{m}^{-}\right)$and the complex Lie group $K^{\mathbb{C}} \subset G$ to be the complexification of $K$.

In $\Omega\left(=X_{0}\right)$ there are distinguished 1-dimensional totally geodesic submanifolds called minimal disks $\Delta$. The compact dual $\mathbb{P}^{1}$ of $\Delta$, which embeds in $X$, is homologically a generator of $H_{2}(X, \mathbb{Z})$, and is called a minimal rational curve of $X$. By the first canonical embedding of $X$ into some complex projective space $\mathbb{P}^{N}$ [22], minimal rational curves are mapped to projective lines in $\mathbb{P}^{N}$. To each minimal disk $\Delta$ in $\Omega$, there corresponds an irreducible symmetric submanifold $\Omega_{\Lambda_{r-1}}$ of rank $r-1$ such that $\Delta \times \Omega_{\Lambda_{r-1}}$ with canonical metric embeds in $\Omega$ as a totally geodesic submanifold. Moreover, $b \times \Omega_{\Lambda_{r-1}}$ is a boundary component of $\Omega$ for every $b \in \partial \Delta$ (cf. [30]). These $\Omega_{\Lambda_{r-1}}$ 's are called maximal characteristic symmetric subspaces of $\Omega$ by [20], and all intermediate characteristic symmetric subspaces $\Omega_{\Lambda_{i}}$ of $\Omega, 1 \leq i \leq r-2$, can be obtained from $\Omega_{\Lambda_{r-1}}$ 's inductively.

Let $f: \Omega_{1} \rightarrow \Omega_{2}$ be a proper holomorphic map between irreducible bounded symmetric domains of rank $\geq 2$. By regarding $\left.f\right|_{\Delta \times \Omega_{\Lambda_{r-1}}}$ as a family of bounded holomorphic functions defined on $\Omega_{\Lambda_{r-1}}$ and using the existence of radial limits for this family we showed the following in Proposition 2.2 and Proposition 2.3 of [20]:

Proposition 1.1. In the notation as above, let $\Omega_{\Lambda_{i}}$ be a characteristic symmetric subspace of $\Omega_{1}$. Then $f\left(\Omega_{\Lambda_{i}}\right)$ is contained in some characteristic symmetric subspace of $\Omega_{2}$.

We assume now that $\operatorname{rank}\left(\Omega_{1}\right) \geq \operatorname{rank}\left(\Omega_{2}\right)$. By Proposition 1.1 and induction any characteristic symmetric subspace of rank 2 must be mapped into some characteristic symmetric subspace of rank $\leq 2$. It is well known that there is no proper holomorphic map from bounded symmetric domains of higher rank into balls; we have thus shown

Proposition 1.2. Let $f: \Omega_{1} \rightarrow \Omega_{2}$ be a proper holomorphic map between irreducible bounded symmetric domains with $\operatorname{rank}\left(\Omega_{1}\right) \geq \operatorname{rank}\left(\Omega_{2}\right) \geq$ 2. Then $\operatorname{rank}\left(\Omega_{1}\right)=\operatorname{rank}\left(\Omega_{2}\right)$.

To state the next result we need to discuss characteristic varieties of Hermitian symmetric spaces as initially defined by [16]. Let $o$ be the origin of $\Omega$. The characteristic variety at $o$ is a subset of $\mathbb{P} T_{o}(\Omega)$ defined to be

$$
\mathscr{S}_{0}(\Omega)=\bigcup_{o \in \Delta}\left[T_{o}(\Delta)\right] \quad(\Delta \text { 's are minimal disks })
$$

Fix $[\alpha]$ of $\mathscr{S}_{o}(\Omega)$ and assume that $\|\alpha\|=1$. Then one has an orthogonal decomposition of $T_{o}(\Omega)$ with respect to $\alpha$ [16].

$$
T_{o}(\Omega)=\mathbb{C} \alpha \oplus \mathscr{H}_{\alpha} \oplus \mathscr{N}_{\alpha}
$$

such that

$$
R_{\alpha \bar{\alpha} \beta \bar{\beta}}=\frac{1}{2} R_{\alpha \bar{\alpha} \alpha \bar{\alpha}}
$$

for any unit vector $\beta \in \mathscr{H}_{\alpha}$ and

$$
R_{\alpha \bar{\alpha} \gamma \bar{\gamma}}=0
$$

for any $\gamma \in \mathscr{N}_{\alpha}$. The dimension of $\mathscr{N}_{\alpha}$ is defined to be the nullity of $\Omega$. The point is that $\mathscr{H}_{\alpha}$ can be naturally identified with $T_{[\alpha]}\left(\mathscr{S}_{o}(\Omega)\right)$ by [16]. Moreover, $\mathscr{S}_{o}(\Omega)$ is a compact Hermitian symmetric space of rank 2, and the inclusion map $\mathscr{S}_{o}(\Omega) \hookrightarrow \mathbb{P} T_{o}(\Omega)$ is identified with the first canonical embedding of $\mathscr{S}_{o}(\Omega)$ except for $\Omega=D^{\text {III }}(n, n), n \geq 2$ (in which case the inclusion $\mathscr{S}_{o}^{o}(\Omega) \hookrightarrow \mathbb{P} T_{o}(\Omega)$ is identified with the second canonical embedding). For more detail about $\mathscr{S}_{o}(\Omega)$ we refer readers to [16], [17] and [18].

We now restrict ourselves to the case where $\operatorname{rank}\left(\Omega_{1}\right)=\operatorname{rank}\left(\Omega_{2}\right)=2$. In this situation the only nontrivial characteristic symmetric subspaces of $\Omega_{1}$ and $\Omega_{2}$ are isomorphic to balls. Fix a characteristic symmetric subspace $B^{n}$ of $\Omega_{1}$ and a vector $\alpha(\neq 0) \in T_{o}\left(B^{n}\right)$. The disk $\mathbb{C} \alpha \cap$ $B^{n}=\mathbb{C} \alpha \cap \Omega_{1}$ is minimal in $B^{n}$, hence minimal in $\Omega_{1}$. We thus have $\mathbb{P} T\left(B^{n}\right) \subset \mathscr{S}_{o}\left(\Omega_{1}\right)$. Conversely given $[\beta] \in \mathscr{S}_{o}\left(\Omega_{1}\right)$ by the transitivity of the $K$-action on $\mathscr{S}_{o}(\Omega), \Omega_{1} \cap \mathbb{C} \beta$ is contained in some characteristic symmetric subspace $B^{n}$. As a consequence, by Proposition 1.2 we have

Proposition 1.3. In the notation of Proposition 1.2, assume that $f$ has maximal rank at $p \in \Omega_{1}$. Then the image of $\mathscr{S}_{p}\left(\Omega_{1}\right)$ by the induced map $\left[d f_{p}\right]: \mathbb{P} T_{p}\left(\Omega_{1}\right) \rightarrow \mathbb{P} T_{f(p)}\left(\Omega_{2}\right)$ is contained in $\mathscr{S}_{f(p)}\left(\Omega_{2}\right)$.

This proposition motivates the following.
Definition 1.4. Let $U$ be an open subset of $\Omega_{1}$, and $f: U \rightarrow \Omega_{2}$ a nondegenerate holomorphic map. Then $f$ is said to be a characteristic map if, at generic point $p, d f_{p}(\alpha)$ is a characteristic vector of $\Omega_{2}$ for any characteristic vector $\alpha \in T_{p}\left(\Omega_{1}\right)$.

## 2. The case where $\Omega_{1}$ and $\Omega_{2}$ are Type-IV domains

In this section we will prove the Main Theorem in the case where $\Omega_{1}$ and $\Omega_{2}$ are Type-IV domains; the general case will be reduced to this case (§5).

Recall that a hyperquadric $Q^{n}$ is isomorphic to a hypersurface of $\mathbb{P}^{n+1}$ defined by

$$
\left\{\left(Z_{0}, Z_{1}, \cdots, Z_{n+1}\right) \in \mathbb{P}^{n+1}: Z_{0}^{2}+Z_{1}^{2}+\cdots+Z_{n+1}^{2}=0\right\}
$$

and a Type-IV domain $D_{n}^{\text {IV }}$ is the noncompact dual of $Q^{n}$. We are going to prove the main result of this section.

Proposition 2.1. Suppose $f:\left(D_{3}^{\mathrm{IV}}, g\right) \rightarrow\left(D_{n}^{\mathrm{IV}}, h\right), n \geq 3$, is a proper holomorphic map. Then $f$ is a totally geodesic isometric embedding (up to scaling constants).

Our proof uses the following lemma which says essentially that $f$ is in fact "algebraic."

Lemma 2.2. Let $f: \Omega_{1} \rightarrow \Omega_{2}$ be a proper holomorphic map between irreducible bounded symmetric domains of rank $\geq 2$. Suppose that each minimal disk of $\Omega_{1}$ is mapped into a minimal disk of $\Omega_{2}$. Then $f$ extends rationally from $X_{1}$ to $X_{2}$, where $X_{i}$ 's are compact duals of $\Omega_{i}$ 's $(i=1,2)$ respectively.

Proof of Lemma 2.2. The proof follows Proposition 2.10 of [20]. First observe that

$$
\begin{equation*}
f(p)=\bigcap_{\Delta \ni p} f(\Delta) \quad(\Delta ' \text { 's are minimal }) \tag{*}
\end{equation*}
$$

By using the condition that minimal disks are mapped to minimal disks, we first arrive at a rational extension $f^{\sharp}$ between moduli spaces of minimal rational curves (by the pseudoconcavity of moduli spaces). Then by regarding a point as an intersection of minimal rational curves using
$(*)$ we get from $f^{\sharp}$ down to a rational extension $\tilde{f}: X_{1} \rightarrow X_{2}$ over base manifolds. For more detail we refer readers to [20]. q.e.d.

We are ready to give a proof of Proposition 2.1.
Proof of Proposition 2.1. Since nontrivial characteristic symmetric subspaces of $D_{n}^{\text {IV }}$ are minimal disks, the condition of Proposition 2.2 is satisfied in view of Proposition 1.1. Hence the previous lemma shows that $f: D_{3}^{\text {IV }} \rightarrow D_{n}^{\text {IV }}$ is algebraic. Write $\tilde{f}: X_{1} \rightarrow X_{2}$ for the rational extension between compact duals of $D_{3}^{\mathrm{IV}}$ and $D_{n}^{\mathrm{IV}}$. We claim that there exists a minimal rational curve $\ell$ of $X_{1}$, such that $\left.f\right|_{\ell}$ is a biholomorphism onto its image.

Let $D$ be the indeterminancy of $\tilde{f}$, which is of codimension $\geq 2$, and $R$ be the subvariety where $d f$ is degenerate in $X_{1} \backslash D$. Choose a point $q \in D_{n}^{\text {IV }}$ such that $\tilde{f}^{-1}(q)$ consists of finitely many points and that $\tilde{f}^{-1}(q) \cap R=\varnothing$. Since there are only finitely many minimal rational curves connecting any two points of $\tilde{f}^{-1}(q)$, one can find a minimal rational curve $\ell$ such that $\ell$ contains just one point of $\tilde{f}^{-1}(q)$ and $\ell \cap D_{3}^{\mathrm{IV}} \neq \varnothing$. It follows that $\left.\tilde{f}\right|_{\varrho}$ is one-to-one. Since $\left.\tilde{f}\right|_{\varrho}$ is still minimal, it is then a biholomorphism, proving the claim. As a consequence, there exists a minimal disk $D$ of $D_{3}^{\text {IV }}$ such that $\left.f\right|_{D^{\prime}}$ is biholomorphic onto its image for all minimal disks $D$ 's sufficiently close to $D$.

Now we are going to show that $f$ is actually a totally geodesic isometric embedding. Fix a minimal disk $D_{\alpha}$ such that $\left.f\right|_{D_{\alpha}}$ is a biholomorphism. From $\S 1$ one knows that there exists a maximal characteristic symmetric subspace $\Omega_{1}$ of $D_{3}^{\mathrm{IV}}$ (which is also a minimal disk in this case) such that $D_{\alpha} \times \Omega_{1}$ embeds as a totally geodesic submanifold of $D_{3}^{\text {IV }}$. Moreover, we have $T_{o}\left(\Omega_{1}\right) \cong \mathscr{N}_{\alpha}$ (Proposition 1.8 of [20]). By using the Harish-Chandra embedding we can write

$$
\Omega_{1}=\mathbb{C}_{q} \cap D_{3}^{\mathrm{IV}}, \quad 0 \neq q \in T_{o}\left(\Omega_{1}\right)=\mathscr{N}_{\alpha} .
$$

Denote by $g$ and $h$ the canonical, normalized metrics for $D_{3}^{\mathrm{IV}}$ and $D_{n}^{\mathrm{IV}}$ respectively. We know that the induced metrics on minimal disks are Poincaré metrics. By our assumption on $f$ it follows from the Schwarz lemma that $\left.f\right|_{D_{\alpha^{\prime}}}$ is an isometry for every $\left[D_{\alpha^{\prime}}\right]$ sufficiently close to $D_{\alpha}$.

Let $\left(z_{1}, z_{2}, z_{3}\right)$ stand for the Euclidean coordinates with $(0,0,0)$ being the origin and

$$
\frac{\partial}{\partial z_{1}}(o)=\alpha \in T_{0}\left(D_{\alpha}\right) \quad \text { and } \quad \frac{\partial}{\partial z_{2}}(o)=q .
$$

Note that $\left(z_{1}, z_{2}, z_{3}\right)$ is also a complex geodesic coordinate system of
$\left(D_{3}^{\text {IV }}, g\right)$ at the origin; i.e.,

$$
\frac{\partial g_{i j}}{\partial z_{k}}(o)=0 \quad \text { for } 1 \leq i, j, k \leq 3
$$

We assume that $d f$ has maximal rank at $o$. At $o$ computing the holomorphic bisectional curvature spanned by $\alpha$ and $q$ with respect to the locally defined metric $f^{*}(h)$, denoted also by $h$ for simplicity, yields

$$
R_{\alpha \bar{\alpha} q \bar{q}}(h)(o)=-\frac{\partial^{2} h_{1 \overline{1}}}{\partial z_{2} \partial \bar{z}_{2}}+\sum_{1 \leq u, v \leq 3} h^{u \bar{v}} \frac{\partial h_{1 \bar{v}}}{\partial z_{2}} \frac{\partial h_{u \overline{1}}}{\partial \bar{z}_{2}} .
$$

Since $\left.f\right|_{D_{\alpha^{\prime}}}$ is biholomorphic for any $D_{\alpha^{\prime}}$ near to $D_{\alpha}$, the first term in the above expression vanishes as $\left.f^{*}(h)\right|_{D_{\alpha^{\prime}}}$ is the (unique) Poincaré metric on $D_{\alpha^{\prime}}$. Moreover $h$ is seminegatively curved; it follows that

$$
\frac{\partial h_{1 \bar{v}}}{\partial z_{2}}(o)=0 \quad \text { for } 1 \leq v \leq 3
$$

Since we have used complex geodesic coordinates at $o$, thus

$$
\nabla_{q} h_{\alpha \bar{v}}(o)=0 \text { for } 1 \leq v \leq 3
$$

where $\nabla$ is the covariant differentiation with respect to $g$. By a polarization argument as in [16], we have $\nabla h=0$ almost everywhere, and hence $h \equiv g$ upon normalization. This shows that $f$ is indeed an isometric embedding.

To see that the embedding is totally geodesic we proceed as follows. Let us retain the same notation for the images of $\alpha, q$ and $D_{3}^{\mathrm{IV}}$ under $f$. From

$$
\begin{aligned}
0 & \geq R_{\alpha \bar{\alpha} q \bar{q}}\left(D_{n}^{\mathrm{IV}}, h\right)(f(o)) \\
& =R_{\alpha \bar{\alpha} q \bar{q}}\left(D_{3}^{\mathrm{IV}},\left.h\right|_{D_{3}^{\mathrm{IV}}}(o)+\|\sigma(\alpha, q)\|^{2}\right. \\
& =\|\sigma(\alpha, q)\|^{2},
\end{aligned}
$$

where $\sigma(\alpha, q)$ is the second fundamental form for the embedding $f$, it follows that $\sigma(\alpha, q)=0$. Again by polarization $\sigma \equiv 0$ at $f(o)$. Since $o$ is arbitrary, $\sigma$ vanishes everywhere. Our proof is then completed.

## 3. $f$ cannot be infinitesimally of rank 1

Throughout this section we denote by $\Omega_{1}$ the Type-IV domain $D_{3}^{\text {IV }}$ of dimension 3, by $\Omega_{2}$ an irreducible bounded symmetric domain of rank 2,
and by $g_{1}$ (resp. $g_{2}$ ) canonical metrics of $\Omega_{1}$ (resp. $\Omega_{2}$ ). By Proposition 2.1 we can furthermore assume that $\Omega_{2}$ is not a Type-IV domain.

Let $f$ be a proper holomorphic map from $\Omega_{1}$ to $\Omega_{2}$. We have shown in Proposition 1.3 that $f$ is characteristic; i.e., $d f\left(\mathscr{S}_{o}\left(\Omega_{1}\right)\right) \subset \mathscr{S}_{o}\left(\Omega_{2}\right)$. By [18] one knows that $\mathscr{S}_{o}\left(D_{3}^{\mathrm{IV}}\right)$ is isomorphic to a rational curve of degree 2 embedded in $\mathbb{P} T_{o}\left(D_{3}^{\text {IV }}\right)$. To obtain more information about $f$, we will examine the set $\mathscr{D}$ of all rational curves of degree 2 in $\mathscr{S}_{o}\left(\Omega_{2}\right)$. In fact $\mathscr{D}$ consists of two connected components $\mathscr{D}_{1}$ and $\mathscr{D}_{2}$. For each rational curve $C$ in $\mathscr{D}_{1}$ there exists a totally geodesic submanifold $B^{3}$ such that $C \subset \mathbb{P} T_{o}\left(B^{3}\right) \subset \mathbb{P} T_{o}\left(\Omega_{2}\right)$. If it occurs that $d f\left(T_{p}\left(\Omega_{1}\right)\right) \in \mathscr{D}_{1, f(p)}$ for generic point $p$, we will say that $f$ is infinitesimally of rank 1 . Our task in this section is to establish the fact that $f$ cannot be infinitesimally of rank 1.

Let $X$ denote the characteristic variety of $\Omega_{2}, X \hookrightarrow \mathbb{P}^{N} \cong \mathbb{P} T_{o}\left(\Omega_{2}\right)$ the first canonical embedding, and $\varphi: \mathbb{P}^{\prime} \hookrightarrow X \hookrightarrow \mathbb{P}^{N}$ a rational curve of degree 2 embedded in $X$. It is well known (cf. [9]) that $C=\varphi\left(\mathbb{P}^{1}\right)$ is contained in a projective 2-plane $\mathbb{P}_{C}^{2}$ (uniquely determined by $C$ ), and $i: C \hookrightarrow \mathbb{P}_{C}^{2}$ is essentially the Veronese map. Define two sets of embedded rational curves of degree 2 in $X$ as follows:

$$
\mathscr{D}_{1}=\left\{[C]: \mathbb{P}_{C}^{2} \subset X\right\}, \quad \mathscr{D}_{2}=\left\{[C]: \mathbb{P}_{C}^{2} \not \subset X\right\} .
$$

Since $\operatorname{Aut}_{0}(X)$ extends to a subgroup of $\operatorname{Aut}\left(\mathbb{P}^{N}\right)$, both $\mathscr{D}_{1}$ and $\mathscr{D}_{2}$ are preserved under $\operatorname{Aut}_{0}(X)$-action. Moreover, we have

Proposition 3.1. $\quad \operatorname{Aut}_{0}(X)$ acts transitively on $\mathscr{D}_{1}$ and $\mathscr{D}_{2}$ respectively.
The proof of Proposition 3.1 will be postponed until $\S 6$. Before proceeding further, we have

Lemma 3.2. Let $X$ be a compact Hermitian symmetric space seated in $\mathbb{P}^{N}$ by its first canonical embedding. Suppose that $H \subset \mathscr{S}_{o}(X) \subset \mathbb{P} T_{o}(X)$ is a projective n-plane. Then $H$ is the projectivized tangent space of $a$ projective $(n+1)$-plane $\mathbb{P}^{n+1}$ contained in $X$.

Proof. Let $V$ be the linear subspace of $T_{o}(X)$ such that $\mathbb{P} V=H$. Let $\Omega$ be the noncompact dual of $X$ and set $M=V \cap \Omega$. For any $\alpha \in V, \Delta_{\alpha}=\mathbb{C} \alpha \cap \Omega$ is a minimal disk, hence is totally geodesic in $\Omega$. Let $\sigma$ denote the second fundamental form of $M$ in $\Omega$. Therefore we have $\sigma(\alpha, \alpha)=0$ for any $\alpha \in V$, and this yields $\sigma \equiv 0 . M$ is then a totally geodesic submanifold of constant holomorphic sectional curvature; this clearly implies the lemma. q.e.d.

By the preceding lemma we can state the main result of this section:

Proposition 3.3. In the notation as before, suppose that $f: \Omega_{1} \rightarrow \Omega_{2}$ is a proper holomorphic map. Then there exists an open set $U$ of $\Omega_{1}$ such that

$$
d f\left(\mathscr{S}_{p}\left(\Omega_{1}\right)\right) \in \mathscr{D}_{2, f(p)}
$$

for every $p \in U$, or equivalently $f$ cannot be infinitesimally of rank 1 .
The present proof of Proposition 3.3 is achieved via the rational extension $\tilde{f}$ of $f$. Recall that in Lemma 2.2, $\tilde{f}$ was obtained in the case where $\Omega_{1}$ and $\Omega_{2}$ are Type-IV domains. Here we are going to generalize it to the equal rank case. By an induction argument as in $\S 1$ it suffices to do so in the case of rank two.

Recall (§1) that if $\Omega$ is an irreducible bounded symmetric domain of rank two, its maximal boundary components and maximal characteristic symmetric subspaces are isometrically isomorphic to the ball $B^{k}$ with the Poincaré metric, $k$ denoting the nullity of $\Omega$. To prove the existence of $\tilde{f}$ we use the following lemma.

Lemma 3.4. Let $\Omega$ be an irreducible bounded symmetric domain of rank two and nullity $k$. Let $B$ be a maximal boundary component, and $M$ a maximal characteristic symmetric subspace of $\Omega$. Suppose that $b$ is a boundary point of $\Omega$, which is contained in both $\partial M$ and $B$. Let $H_{1}$ and $H_{2}$ be complex affine linear subspaces which contain $B$ and $M$ as open subsets respectively. Then we have $H_{1} \cap H_{2}=\{b\}$.

Proof. There exists a totally geodesic embedding

$$
\Delta \times M \hookrightarrow \Omega
$$

such that $\{0\} \times M$ is identified with $M$ of $\Omega$. Since $b \in \partial M \cap B$ and $B$ is a boundary component, we have

$$
\Delta \times\{b\} \subset B
$$

Working with the compact dual $\mathbb{P}^{1} \times \bar{M}$ (resp. $X$ ) of $\Delta \times M$ (resp. $\Omega$ ) via the Harish-Chandra embedding, we have a totally geodesic embedding of $\mathbb{P}^{1} \times \bar{M}$ in $X$

$$
\begin{array}{ccc}
\Delta \times M & \rightarrow & \Omega \\
\downarrow & & \downarrow \\
\mathbb{P}^{1} \times \bar{M} & \rightarrow & X
\end{array}
$$

with respect to some canonical metric $h$ of $X$.
We are going to prove the lemma by contradiction. Assume that $H_{1}$ and $H_{2}$ contain a common nonzero vector $\xi$ at $b$. Let $\eta \neq 0$ be a vector contained in $T_{b}(\Delta \times\{b\}) \subset T_{b}\left(H_{1}\right)$. The compact dual $\mathbb{P}^{k}$ of $B$ contains $H_{1}$ and is totally geodesic in $X$. Hence

$$
R_{\zeta \bar{\xi} \eta \bar{\eta}}(X, h) \geq \varepsilon>0
$$

On the other hand, with respect to the product metric $g$ of $\mathbb{P}^{1} \times M$ one has

$$
R_{\xi \bar{\xi} \eta \bar{\eta}}\left(\mathbb{P}^{1} \times M, g\right)=0
$$

Since $\left(\mathbb{P}^{1} \times M, g\right)$ is totally geodesic in $(X, h)$, the contradiction is reached. The proof of the lemma is now completed. q.e.d.

We proceed to prove the existence of the rational extension $\tilde{f}$.
Lemma 3.5. Let $f: \Omega_{1} \rightarrow \Omega_{2}$ be a proper holomorphic map from the 3-dimensional Type-IV domain $\Omega_{1}$ to an irreducible bounded symmetric domain $\Omega_{2}$ of rank two. Denote by $X_{1}$ and $X_{2}$ the compact Hermitian symmetric spaces dual to $\Omega_{1}$ and $\Omega_{2}$ respectively. Then there exists a rational map $\tilde{f}: X_{1} \rightarrow X_{2}$ which extends $f$ via the Harish-Chandra embeddings $\Omega_{i} \subset X_{i}, i=1,2$.

Proof. The proof uses the moduli map defined as follows. Denote by $\mathscr{M}_{1}$ the set of all minimal disks of $\Omega_{1}$, and by $\overline{\mathscr{M}}_{1}$ the set of all minimal rational curves of $X_{1}$. One knows that $\mathscr{M}_{1}$ embeds in $\overline{\mathscr{M}}_{1}$ as an open subset. For any fixed minimal disk $D$ of $\Omega_{1}\left(=D_{3}^{\mathrm{IV}}\right)$ we have, by Proposition 1.1 and the condition $\operatorname{rank}\left(\Omega_{2}\right)=2$, that $f(D)$ is contained in a characteristic symmetric subspace $M$ of rank one. By using the Harish-Chandra embedding $M$ is an (complex) affine linear subdomain of $\Omega_{2}$, and hence $f(D)$ spans (linearly) an (complex) affine subdomain $M_{D}$ of $M$ (which is still a totally geodesic submanifold of rank 1). Let $k$ be the dimension of $M_{D}$ for a generic minimal disk $D$ of $\Omega_{1}$. Let $\mathscr{M}_{2}$ (resp. $\overline{\mathscr{M}}_{2}$ ) denote the set of all those $k$-dimensional totally geodesic submanifolds of characteristic symmetric subspaces $M$ (resp. $\bar{M}$ ) in $\Omega_{2}$ (resp. $X_{2}$ ). Then clearly $\mathscr{M}_{2}$ is a complex homogeneous manifold and embeds in $\overline{\mathscr{M}}_{2}$ as an open subset. Define a (meromorphic) map $f^{\sharp}: \mathscr{M}_{1} \rightarrow \mathscr{M}_{2}$ by sending $[D] \in \mathscr{M}_{1}$ to $\left[M_{D}\right] \in \mathscr{M}_{2}$. Then $f^{\sharp}$ admits a rational extension (in the same notation) $f^{\sharp}: \overline{\mathscr{M}}_{1} \rightarrow \overline{\mathscr{M}}_{2}$ by the proof of Proposition 2.6 [20].

For generic points $p \in \Omega_{1}$, the subdomains

$$
S_{p}=\bigcap_{D \ni p} M_{D}
$$

are of the same dimension, say $d$. Let $\mathscr{M}_{d}$ (resp. $\overline{\mathscr{M}}_{d}$ ) be the set of all $d$ dimensional totally geodesic submanifolds $B^{d}$ (resp. $\mathbb{P}^{d}$ ) of characteristic symmetric subspaces $M$ (resp. compact duals $\bar{M}$ ) in $\Omega_{2}\left(\right.$ resp. in $\left.X_{2}\right)$. Define a (meromorphic) map $\tilde{f}: \Omega_{1} \rightarrow \mathscr{M}_{d}$ by sending $p$ to $\left[S_{p}\right] \in \mathscr{M}_{d}$.

We claim that $\tilde{f}$ has a rational extension from $X_{1}$ to $\overline{\mathscr{M}}_{d}$, which will be denoted by the same notation $\tilde{f}$. Recall that the map which arises
from the assignment $D \rightarrow M_{D}$ admits a rational extension $f^{\sharp}: l \rightarrow M_{l}$, where $l$ denotes minimal rational curves in $X_{1}$. Therefore, we can define a rational map $\tilde{f}$ from $X_{1}$ to $\overline{\mathscr{M}}_{d}$ by

$$
p \rightarrow\left[\bigcap_{l \ni p} M_{l}\right] \in \overline{\mathscr{M}}_{d},
$$

which clearly give the desired extension.
To obtain a rational extension of $f$ it suffices to show that $d=0$ since $\overline{\mathscr{M}}_{d}=X_{2}$ in this case. Let $\Delta \times \Delta$ be a bidisk in $\Omega_{1}$. We have that $f(\Delta \times\{0\})$ and $f(\{t\} \times \Delta)$ are contained in maximal characteristic symmetric subspaces $M$ and $B_{t}$ respectively by Proposition 1.1. Using Lemma 3.4 we obtain

$$
B_{b} \cap \bar{M}=\{b\}
$$

for boundary points $b \in \partial \Delta$, where $B_{b}$ is the boundary component containing $b$. Since $f^{\sharp}: \overline{\mathscr{M}}_{1} \rightarrow \overline{\mathscr{M}}_{2}$ is rational, without loss of generality we can assume that $f^{\sharp}$ is regular at $\{b\} \times \Delta$. Thus, for some $t \in \Delta, B_{t} \cap M$ is just the point $f(\{t\} \times\{0\})$ by the continuity of $f^{\sharp}$. Since those points $t$ where $B_{t} \cap M$ is of dimension greater than zero form a subvariety $V$ of $\delta$, we have proved that $V \neq \Delta$. The proof of Lemma 3.5 is now completed. q.e.d.

We are now ready to give a proof of Proposition 3.3.
Proof of Proposition 3.3. Suppose $f$ is infinitesimally of rank one; we shall derive a contradiction. By Lemma 3.5, $f: \Omega_{1} \rightarrow \Omega_{2}$ admits a rational extension $\tilde{f}: X_{1} \rightarrow X_{2}$ between compact duals of $\Omega_{1}$ and $\Omega_{2}$. Take a maximal boundary component $B$ and a point $b \in B$ at which $\tilde{f}$ is regular. From the assumption that $f$ is infinitesimally of rank one it follows that $d \tilde{f}\left(T_{b}\left(X_{1}\right)\right)$ is the tangent space of a totally geodesic $\mathbb{P}^{3}$ at $\tilde{f}(b)$. Let $M$ be a characteristic symmetric subspace of $X_{2}$, which contains $\mathbb{P}^{3}$. Since $\tilde{f}$ is regular at $b$, one sees that $M \cap \Omega_{2} \neq \varnothing$. Take a bidisk $\Delta \times \Delta$ of $\Omega_{1}$ with $b=(1,0)$. The complex curve

$$
C=\tilde{f}(\{1\} \times \Delta)
$$

is therefore contained in $B$ by the definition of boundary components (cf. [30]). Now we have

$$
M \cap B \supseteq d \tilde{f}\left(T_{b}\left(X_{1}\right)\right) \cap B \supseteq T_{\tilde{f}(b)}(C)
$$

Since $C$ is regular at $\tilde{f}(b), M \cap B$ contains a nonzero vector. We have reached a contradiction by Lemma 3.4. The proof of Proposition 3.3 is now completed.

## 4. Invariantly geodesic submanifolds

An intermediate step in the proof of the Main Theorem is the study of a class of complex submanifolds, called invariantly geodesic submanifolds, of a Hermitian symmetric space. In this section we will be interested in finding all such complex submanifolds. Fix a compact Hermitian symmetric space $X=G / P$ and a canonical metric $h$. Let $\Omega$ be the noncompact dual of $X$ and $\Omega \Subset \mathfrak{m}^{+} \simeq \mathbb{C}^{n} \subset X$ be the Harish-Chandra embedding.

Definition 4.1. Let $M \subset X$ be a complex submanifold of $X$ and $S$ be a subset of $G . M$ is said to be an $S$-invariantly geodesic submanifold of $X$ if $\varphi(M)$ is a totally geodesic submanifold of $(X, h)$ for every $\varphi \in S$, or equivalently $M$ is totally geodesic with respect to canonical metrics $\varphi^{*}(h)$ for any $\varphi \in S$. For simplicity by invariantly geodesic submanifolds we mean $G$-invariantly geodesic submanifolds.

Example 4.2. (i) Minimal rational curves. A rational curve $\ell$ of $X$ is minimal if $\ell$ is a projective line by the first canonical embedding $X \hookrightarrow$ $\mathbb{P}^{N}$. Since all minimal rational curves are totally geodesic in $X$ and $G$ action preserves the minimality, minimal rational curves are invariantly geodesic submanifolds.
(ii) Characteristic symmetric subspaces. These submanifolds are defined in [20] (cf. §1). By Proposition 1.12 of [20], and Lemma 4.4 below they are invariantly geodesic submanifolds.

We give first of all a criterion for a complex submanifold to be invariantly geodesic. We will use the notation introduced in $\S 1$.

Lemma 4.3. Let $M$ be an invariantly geodesic submanifold of $X$, which contains the origin $o$. Then Lie brackets

$$
\left[\left[\mathfrak{m}^{-}, T_{o}(M)\right], T_{o}(M)\right]
$$

are contained in $T_{o}(M)$. Conversely, suppose that $V \subset \mathfrak{m}^{-}$is a complex linear space such that

$$
\left[\left[\mathfrak{m}^{-}, V\right], V\right] \subseteq V
$$

Then $V$ is the gangent space of an invariantly geodesic submanifold $M$.
Proof. Part of the proof in a special case was worked out in Proposition 1.12 of [20]; for the sake of self-containedness we give a complete proof. Suppose first of all that $M$ is only totally geodesic. By the general theory of symmetric spaces $M \cap \mathfrak{m}^{+}$is complex linear, and can be identified with $T_{o}(M)$. Assume now that $M$ is invariantly geodesic; in particular $\varphi(M)$ is totally geodesic for every $\varphi \in \exp \left(\mathfrak{m}^{-}\right)=P^{-}$. Since the adjoint
action of $P^{-}$is, by using $\left[\mathfrak{m}^{-}, \mathfrak{m}^{+}\right]=\mathfrak{k}^{\mathbb{C}}$, trivial on $T_{o}(X)$, one has that $\varphi(M)=M$ by the uniqueness of the totally geodesic submanifold. We are going to prove the first half of the lemma by making use of the fact $\varphi(M)=M$ for the invariantly geodesic submanifold $M$ and every $\varphi \in P^{-}$.

Fix $\eta \in T_{o}(M)$. The action of $\varphi=\exp (\xi)$ on the curve $\eta(t) \equiv t \eta \subset \mathfrak{m}^{+}$ is given by

$$
\varphi(\eta(t))=\exp (\operatorname{Ad}(\varphi) \cdot t \eta) \cdot o
$$

To prove the first half of the lemma it suffices therefore to show that the second-order term of $\varphi(\eta(t))$ is $[\eta,[\xi, \eta]]$. Now one has for $\varphi=\exp (\xi)$

$$
\operatorname{Ad}(\varphi) \cdot \eta=e^{\operatorname{ad}(\xi)} \cdot \eta=\eta+[\xi, \eta]+\frac{1}{2}[\xi,[\xi, \eta]]
$$

by using $\left[\mathfrak{k}^{\mathbb{C}}, \mathfrak{m}^{-}\right]=\mathfrak{m}^{-}$and $\left[\mathfrak{m}^{-}, \mathfrak{m}^{-}\right]=0$. Hence

$$
\begin{equation*}
\varphi \cdot(\eta(t))=\exp \left(t\left(\eta+\gamma_{1}+\gamma_{2}\right)\right) \tag{*}
\end{equation*}
$$

where $\gamma_{1}=[\xi, \eta] \in \mathfrak{k}^{\mathbb{C}}$ and $\gamma_{2}=\frac{1}{2}[\xi,[\xi, \eta]] \in \mathfrak{m}^{-}$. Expanding (*) out by using the Hausdorff-Campbell formula [29], we have

$$
(*)=\exp (t \eta) \cdot \exp \left(\frac{t^{2}}{2}\left(\left[\eta, \gamma_{1}+\gamma_{2}\right]\right)\right) \cdot \exp \left(t\left(\gamma_{1}+\gamma_{2}\right)\right) \cdot o+O\left(t^{3}\right)
$$

Since $\exp \left(\mathfrak{m}^{-}+\mathfrak{k}^{\mathbf{C}}\right) \cdot o=o$ and $\left[\eta, \gamma_{2}\right]=\frac{1}{2}[\eta,[\xi,[\xi, \eta]]] \in \mathfrak{k}^{\mathbb{C}}$, the second-order term is given by

$$
\exp \left(\frac{t^{2}}{2}\left[\eta, \gamma_{1}\right]\right) \cdot \exp \left(\frac{t^{2}}{2}\left[\eta, \gamma_{2}\right]\right) \cdot o=\exp \left(\frac{t^{2}}{2}[\eta,[\xi, \eta]]\right) \cdot o
$$

as claimed. The first half of the lemma is proved.
For the second half of the lemma we note first of all that the condition that $\left[\left[\mathrm{m}^{-}, V\right], V\right] \subseteq V$ a fortiori gives a Lie triple system:

$$
[[\bar{V}, V], V] \subseteq V
$$

(cf. [11]). Hence $V$ is the tangent space of some totally geodesic submanifold $M$ (cf. [11]). Moreover by using the Hausdorff-Campbell formula and $\exp \left(\mathfrak{m}^{-}+\mathfrak{k}^{\mathrm{c}}\right) \cdot o=o$ as before, one sees that $\eta(t)$ is contained in $M$ provided that $\left[\left[\mathrm{m}^{-}, V\right], V\right] \subseteq V$ (since all higher-order terms are contained in either $V$ or $\left.\mathfrak{m}^{-}+\mathfrak{k}^{\overline{\mathbb{C}}}\right)$. Hence $\varphi(M)=M$.

To finish the proof it suffices to show that $M$ is $K^{\mathbb{C}}$-invariantly geodesic. Fix $k \in K^{\mathbb{C}}$. We have

$$
k(M)=\exp (\operatorname{Ad}(k) \cdot V) \cdot o
$$

Now $\operatorname{Ad}(k) \cdot V \subset \mathfrak{m}^{+}$; to show that $k(M)$ is totally geodesic we need to show that $\operatorname{Ad}(k) \cdot V$ is a Lie triple system (cf. [11]). We have

$$
[[\operatorname{ad}(k) V, \overline{\operatorname{ad}(k) V}], \operatorname{ad}(k) V]=\operatorname{ad}(k)\left[\left[V, \operatorname{ad}\left(k^{-1}\right) \overline{\operatorname{ad}(k) V}\right], V\right] .
$$

But

$$
\operatorname{ad}\left(k^{-1}\right) \cdot \overline{\operatorname{ad}(k) V} \subseteq\left[\mathfrak{k}^{\mathbb{C}}, \mathfrak{m}^{-}\right]=\mathfrak{m}^{-}
$$

The condition $\left[\left[\mathrm{m}^{-}, V\right], V\right] \subseteq V$ then yields that $(\sharp)$ is contained in $\operatorname{ad}(k) V$. The proof of the lemma is now completed. q.e.d.

As a consequence we have
Lemma 4.4. If $M$ is invariant geodesic, then $\varphi\left(M \cap \mathbb{C}^{n}\right) \cap \mathbb{C}^{n}$ is a complex affine linear subspace for $\varphi \in G$. Conversely if $\varphi\left(M \cap \mathbb{C}^{n}\right) \cap \mathbb{C}^{n}$ is complex affine linear for all $\varphi \in P^{-}$, then $M$ is invariantly geodesic.

Proof. Assume that $o \in M$. If $M$ is invariantly geodesic, then as seen in Lemma $5.3 \varphi\left(M \cap \mathbb{C}^{n}\right)=M$ for every $\varphi \in P^{-}$and is complex linear. Since $K^{\mathbb{C}}$ acts on $\mathbb{C}^{n} \cong \mathfrak{m}^{+}$as linear transformations and $P^{+}=\exp \left(\mathfrak{m}^{+}\right)$ acts as Euclidean translations, $\varphi\left(M \cap \mathbb{C}^{n}\right)$ is complex affine linear for $\varphi \in P^{+} \cdot K^{\mathbb{C}} \cdot P^{-}$. The general theory of symmetric spaces ensures that $P^{+} \cdot K^{\mathrm{C}} \cdot P^{-}$is an open dense subset of $G$; the first assertion follows.

Conversely suppose that $\varphi\left(M \cap \mathbb{C}^{n}\right)$ is complex linear for every $\varphi \in P^{-}$; in particular $M \cap \mathbb{C}^{n}$ is linear. Since $d \varphi(0)=$ id for every $\varphi \in P^{-}$, by linearity one has $\varphi(M)=M$. The proof of Lemma 4.3 then gives

$$
\left[\left[\mathfrak{m}^{-}, V\right], V\right] \subseteq V ;
$$

this in turn implies that $M$ is invariantly geodesic by the same lemma.
Using a result of Mok [18] we now prove the following proposition, which is essential for us to find invariantly geodesic submanifolds.

Proposition 4.5. Let $M$ be an invariantly geodesic submanifold of $X$. Then (i) any minimal rational curve of $M$ is also a minimal rational curve of $X$, and consequently $\mathscr{S}_{o}(M) \subset \mathscr{S}_{o}(X)$; (ii) $\mathscr{S}_{o}(M)$ is an invariantly geodesic submanifold of $\mathscr{S}_{o}(X)$.

Proof. Let $\ell$ be a minimal rational curve of $M$. From the invariant geodesy of $M$ in $X$ it follows that $\ell$ is also invariantly geodesic in $X$, and we conclude that $\ell$ is a minimal rational curve of $X$ (cf. Propositon 3.4 of [27]). For the second assertion one knows that $T_{[\alpha]}\left(\mathscr{S}_{o}(X)\right)$ can be identified with $\mathscr{H}_{\alpha}$ for a fixed $[\alpha] \in \mathscr{S}_{o}(X)$; see $\S 1$. Fix a canonical metric $g$ of $X ; g$ induces a Study-Fubini metric $g_{0}$ on $\mathbb{P} T_{0}(X)$. A result of Mok (the remark on p. 249 of [18]) tells us that

$$
\begin{equation*}
R_{\eta \bar{\eta} \eta \bar{\eta}}\left(\mathscr{S}_{o}(X),\left.g_{0}\right|_{S_{o}(X)}\right)=R_{\eta \bar{\eta} \eta \bar{\eta}}(X, g), \tag{*}
\end{equation*}
$$

for $\eta \in \mathscr{H}_{\alpha}$ via the identification: $T_{[\alpha]}\left(\mathscr{S}_{o}(X)\right) \approx \mathscr{H}_{\alpha}$. Suppose now that $M$ is totally geodesic with $\mathscr{S}_{o}(M) \subset \mathscr{S}_{o}(X)$. Then from

$$
R_{\eta \bar{\eta} \bar{\eta}}\left(M,\left.g\right|_{M}\right)=R_{\eta \bar{\eta} \eta \bar{\eta}}(X, g)
$$

and (*) we have

$$
R_{\eta \bar{\eta} \bar{\eta}}\left(\mathscr{S}_{o}(M),\left.g_{0}\right|_{\mathscr{S}_{o}(M)}\right)=R_{\eta \bar{\eta} \eta \bar{\eta}}\left(\mathscr{S}_{o}(X), g_{0}\right),
$$

showing that $\sigma(\eta, \eta)=0$, where $\sigma$ is the second fundamental form of $\mathscr{S}_{o}(M)$ in $\mathscr{S}_{o}(X)$. Hence $\sigma \equiv 0$, and $\mathscr{S}_{o}(M)$ is totally geodesic in $\mathscr{S}_{o}(X)$. Assume now that $M$ is invariantly geodesic. Then we conclude that $\mathscr{S}_{o}(M)$ is totally geodesic with respect to these canonical metric $g_{0}$ 's of $\mathscr{S}_{o}(X)$. Since $K^{\mathbb{C}} /$ center $\cong \operatorname{Aut}_{0}\left(\mathscr{S}_{o}(X)\right), g_{0}$ 's exhaust all canonical metrics of $\mathscr{S}_{o}(X)$; the second assertion follows.

Next we are going to determine all invariantly geodesic submanifolds.
Proposition 4.6. Let $S$ be an invariantly geodesic submanifold of $\mathscr{S}_{o}(X)$. Then there exists an invariantly geodesic submanifold $M$ of $X$ such that $\mathscr{S}_{o}(M)=S$.

Proof. We shall prove the proposition case by case.
(i) $X=G(n, m) ; \mathscr{S}_{o}(X) \cong \mathbb{P}^{n-1} \times \mathbb{P}^{m-1}$ (assume $m \geq n$ ).

The invariantly geodesic submanifolds of $\mathbb{P}^{n-1} \times \mathbb{P}^{m-1}$ are embeddings

$$
i_{1} \times i_{2}: \mathbb{P}^{r-1} \times \mathbb{P}^{s-1} \rightarrow \mathbb{P}^{n-1} \times \mathbb{P}^{m-1}
$$

where $i_{1}: \mathbb{P}^{r-1} \rightarrow \mathbb{P}^{n-1}$ and $i_{2}: \mathbb{P}^{2-1} \rightarrow \mathbb{P}^{m-1}$ are linearly embeddings (cf. Proposition 3.4 of [27]). Then a natural embedding

$$
j: G(r, s) \hookrightarrow G(n, m)
$$

has $\mathbb{P}^{r-1} \times \mathbb{P}^{s-1}$ as characteristic variety. Precisely, the embedding is defined as follows. $G(n, m)$ has Lie algebra $\mathfrak{m}^{-}$and $\mathfrak{m}^{+}$consisting of $(m+n) \times(m+n)$ matrices of the following type:

$$
\mathfrak{m}^{-}=\left\{\left(\begin{array}{ll}
0 & 0 \\
C & 0
\end{array}\right)\right\} \quad \text { and } \quad \mathfrak{m}^{+}=\left\{\left(\begin{array}{ll}
0 & B \\
0 & 0
\end{array}\right)\right\}
$$

where $B$ (resp. $C$ ) is a $n \times m$ (resp. $m \times n$ ) matrix. Consider the following subspaces of $\mathfrak{m}^{-}$and $\mathfrak{m}^{+}$, respectively:

$$
\mathfrak{m}^{\prime-}=\left\{\left(\begin{array}{cc}
0 & 0 \\
C^{\prime} & 0
\end{array}\right)\right\} \quad \text { and } \quad \mathfrak{m}^{\prime+}=\left\{\left(\begin{array}{cc}
0 & B^{\prime} \\
0 & 0
\end{array}\right)\right\}
$$

where $B^{\prime}$ (resp. $C^{\prime}$ ) is any $n \times m$ (resp. $m \times n$ ) matrix with last ( $n-r$ ) rows and ( $m-s$ ) columns (resp. ( $m-s$ ) rows and ( $n-r$ ) columns) being zero. Clearly $\mathrm{m}^{++}$gives rise to a totally geodesic submanifold isomorphic
to $G(r, s)$. A simple verification shows that $\left[\left[\mathfrak{m}^{-}, \mathfrak{m}^{\prime+}\right], \mathfrak{m}^{\prime+}\right] \subseteq \mathfrak{m}^{\prime+}$; hence $G(r, s)$ is also invariantly geodesic in $G(n, m)$ by Lemma 4.3. All invariantly geodesic submanifolds containing $o$ are thus $K$-orbits (isotropy subgroups of isometries of $X$ ) of submanifolds $j: G(r, s) \hookrightarrow$ $G(n, m), 1 \leq r \leq n, 1 \leq s \leq m$, as described above.
(ii) $X=G^{\mathrm{II}}(n, n) ; \mathscr{S}_{o}(X) \cong G(2, n-2)$.

The invariantly geodesic submanifolds $S$ of $G(2, n-2)$ are given in case (i). Hence

$$
S \cong \mathbb{P}^{s}, s \leq n-2, \quad \text { or } \quad S \cong G(2, s), 2 \leq s \leq n-2 .
$$

In case $S \cong \mathbb{P}^{s}$, by Lemma 3.2 there exists an invariantly geodesic submanifold $\mathbb{P}^{s+1}$ such that $T_{o}\left(\mathbb{P}^{s+1}\right)=\mathbb{P}^{s}$. In case $S \cong G(2, s)$, a standard embedding $j: G^{\mathrm{II}}(s+2, s+2) \rightarrow G^{\mathrm{II}}(n, n)$ defined analogously as in case (i) will do the job. All invariantly geodesic submanifolds containing $o$ are then $K$-orbits of the representative described above.
(iii) $X=G^{\text {III }}(n, n) ; \mathscr{S}_{o}(X) \cong \mathscr{P}^{n-1}$.

As before representatives of invariantly geodesic submanifolds in this case are the natural embeddings: $G^{\text {III }}(m, m) \hookrightarrow G^{\text {III }}(n, n), m \leq n$.
(iv) $X=Q^{n} ; \mathscr{S}_{o}(X) \cong Q^{n-1}$.

We start with invariantly geodesic submanifolds of $Q^{2} \cong \mathbb{P}^{1} \times \mathbb{P}^{1}$. Those are of the forms $\mathbb{P}^{1} \times\{\mathrm{pt}\}$ or $\{\mathrm{pt}\} \times \mathbb{P}^{1}$ and are minimal rational curves of $\mathbb{P}^{1} \times \mathbb{P}^{1}$. Thus by using $\mathscr{S}_{o}\left(Q^{n}\right) \cong Q^{n-2}$ [18], induction and Lemma 3.2, all invariantly geodesic submanifolds $M$ of $Q^{n}$ are of rank 1 and are projective linear by the embedding $M \hookrightarrow Q^{n} \hookrightarrow \mathbb{P}^{n+1}$.
(v) $X \cong E_{6} / \operatorname{spin}(1) \times S^{1} ; \mathscr{S}_{0}(X) \cong G^{\mathrm{II}}(5,5)$.

By (ii) invariantly geodesic submanifolds of $G^{\mathrm{II}}(5,5)$ are either projective linear in $\mathbb{P} T_{0}(X)$ or isomorphic to $G^{\text {II }}(4,4) \cong Q^{6}$ (note $G^{\text {II }}(3,3) \cong$ $\left.\mathbb{P}^{3}, G^{\mathrm{II}}(2,2) \cong \mathbb{P}^{1}\right)$. By Lemma 3.2 we are left with finding an invariantly geodesic submanifold $M$ of $X$ such that $\mathscr{S}_{o}(M) \cong Q^{6}$. An easy way to see this is the following.

By the classification theory, the maximal boundary components of the irreducible bounded symmetric domain $\Omega^{\prime}$ of exceptional type $E_{7}$ are isomorphic to $D_{10}^{\mathrm{IV}}$, cf. [30]. One then knows (cf. §1) that maximal characteristic symmetric subspaces $N$ of $\Omega^{\prime}$ are isomorphic to $D_{10}^{\mathrm{IV}}$. By Example 4.2 (ii), characteristic symmetric subspaces are invariantly geodesic, and hence $\mathscr{S}_{o}(N) \cong Q^{8}$ is invariantly geodesic in $\mathscr{S}_{o}\left(\Omega^{\prime}\right)$ by Proposition 4.5. By the classification of characteristic varieties [18] $\mathscr{S}_{o}\left(\mathbf{\Omega}^{\prime}\right) \cong X=$ $E_{6} / \operatorname{spin}(1) \times S^{1}$. Thus taking $M$ to be $\mathscr{S}_{o}(N)$ does the job.
(vi) $X=E_{7} / E_{6} \times S^{1} ; \mathscr{S}_{o}(X) \cong E_{6} / \operatorname{spin}(10) \times S^{1}$.

From case (v) it follows that invariantly geodesic submanifolds of $X$ are either of rank 1 or maximal characteristic symmetric subspaces isomorphic to $Q^{10}$.

We have completed the list of all invariantly geodesic submanifolds; Proposition 4.6 is proved. q.e.d.

Remark. One can see by the construction above that $K$-orbits (=isotropy subgroup of isometries of $X$ ) are the same as $P$-orbits on the set of all invariantly geodesic submanifolds containing $O$.

As a corollary to the proof of Proposition 4.6, together with Proposition 3.1, one has

Corollary 4.7. Let $X$ be an irreducible compact Hermitian symmetric space of rank 2. Suppose that $X \neq Q^{n}$. Then any rational curve $l$ of degree 2 in $\mathbb{P} T_{o}(X)$ with $[\ell] \in \mathscr{D}_{2}\left(\mathscr{S}_{o}(X)\right)$ is the characteristic variety of a submanifold $N$ isomoprhic to $Q^{3} . N$ is not invariantly geodesic, while it is totally geodesic with respect to some canonical metric of $X$. Moreover $N$ is contained in an invariantly geodesic submanifold $M$ (uniquely determined by $N$ ) isomoprhic to a hyperquadric.

Proof. In fact we have the following list from the proof of Proposition 4.6:
(i) $X \cong G(2, n), M \cong Q^{4}$;
(ii) $X \cong G^{\text {II }}(5,5), M \cong Q^{6}$;
(iii) $X \cong E^{6} / \operatorname{Spin}(10) \times S^{1}, M \cong Q^{8}$.

## 5. Integrability of the distribution $y \rightarrow T_{y}\left(Q_{y}^{n}\right)$. <br> Proof of the Main Theorem

We will derive the Main Theorem from the following proposition.
Proposition 5.1. Let $U$ be an open subset of $Q^{3}$ and $X \not \equiv Q^{n}$ be an irreducible compact Hermitian symmetric space of rank 2. Let $f: U \rightarrow X$ be a nondegenerate holomorphic map. Suppose that $f$ is characteristic and that $f$ is not infinitesimally of rank 1 (§3). Then $f(U)$ is contained in some invariantly geodesic submanifold $M$ (of rank 2). In fact $M$ is isomorphic to a hyperquadric.

Assuming Proposition 5.1 we can prove the Main Theorem.
Proof of the Main Theorem. We first assume that $\Omega_{2}$ is irreducible. By the same proof as Proposition 2.1 it suffices to show that $f$ maps minimal disks of $\Omega_{1}$ to minimal disks of $\Omega_{2}$. The isometry group $G_{0}$ of $\Omega_{1}$ acts transitively on the set of minimal disks. By Corollary 4.7
$\Omega_{1}$ contains a totally geodesic submanifold $M$ isomorphic to $D_{3}^{\mathrm{IV}}$ with $\mathscr{S}_{0}\left(D_{3}^{\text {IV }}\right) \subset \mathscr{S}_{o}\left(\Omega_{1}\right)$; thus any minimal disk of $\Omega_{1}$ is contained in some $M$ as such. By Proposition 5.1 and Proposition 2.1 it follows that minimal disks are mapped to minimal disks. The Main Theorem is now proved under the assumption that $\Omega_{2}$ is irreducible.

To complete the proof of the Main Theorem we are going to show that $\Omega_{2}$ cannot be reducible. Suppose otherwise. Without loss of generality we can assume that $\Omega_{2}=\Omega_{2}^{\prime} \times \Omega_{2}^{\prime \prime}$, where $\Omega_{1}^{\prime}, \Omega_{2}^{\prime}$ are irreducible. For such reducible bounded symmetric domains as $\Omega_{2}$, the boundary components (resp. characteristic symmetric subspaces) are of the form: $C^{\prime} \times C^{\prime \prime}$ (resp. $D^{\prime} \times D^{\prime \prime}$ ), where $C^{\prime}$ and $C^{\prime \prime}$ (resp. $D^{\prime}$ and $D^{\prime \prime}$ ) are boundary components (resp. characteristic symmetric subspaces) of $\Omega_{2}^{\prime}$ and $\Omega_{2}^{\prime \prime}$ respectively. One then sees that in the reducible case the analogous results as in $\S 1$ can also be obtained. It follows that $f$ is characteristic. But $\mathscr{S}_{0}\left(\Omega_{2}\right)$ is a disjoint union of $\mathscr{S}_{o}\left(\Omega_{2}^{\prime}\right)$ and $\mathscr{S}_{o}\left(\Omega_{2}^{\prime \prime}\right)$. It follows that $d f\left(\mathscr{S}_{( }\left(\Omega_{1}\right)\right)$ is contained in either $\mathscr{S}\left(\Omega_{2}^{\prime}\right)$ or $\mathscr{S}\left(\Omega_{2}^{\prime \prime}\right)$, say $\mathscr{S}\left(\Omega_{2}^{\prime}\right)$. This implies that $f\left(\Omega_{1}\right) \subset \Omega_{2}^{\prime}$. But now $\operatorname{rank}\left(\Omega_{2}^{\prime}\right)$ is strictly less than $\operatorname{rank}\left(\Omega_{1}\right)$; this is impossible in view of Proposition 1.2. The proof of the Main Theorem is now completed. q.e.d.

The remainder of this section will be devoted to the proof of Proposition 5.1.

Throughout this section denote by $\langle A\rangle$ the vector space linearly spanned by a set of vectors $A$. Let $f$ and $X$ be as stated in Proposition 5.1. Since $f$ is characteristic and not infinitesimally of rank 1 by our assumption, from Proposition 3.3 we have that

$$
\left[d f_{p}\left(\mathscr{S}_{p}(U)\right)\right] \in \mathscr{D}_{2}\left(\mathscr{S}_{f(p)}(X)\right)
$$

for every $p \in U$ after shrinking $U$ if necessary. By Corollary 4.7 for each $p \in U, d f\left(T_{p}(U)\right)$ is thus contained in the tangent space at $f(p)$, of a uniquely determined, invariantly geodesic submanifold $M_{p}$ isomorphic to a hyperquadric. ( $M_{p}$ depends on $p$ a priori.) Our objective in this section is to show that $f(U)$ lies in one invariantly geodesic submanifold, i.e., $M_{p}$ 's are identical.

To start with, by using the Harish-Chandra embedding we can think of $f$ as a holomorphic map from a bounded domain $U \subset \mathbb{C}^{3}$ to $f(U) \subset \mathbb{C}^{n}$ with $f(o)=0$. By a $K^{\mathrm{C}}$-transformation of $X$ we can assume without loss of generality that $d f\left(T_{o}(U)\right)$ is the tangent space of some totally geodesic submanifold isomorphic to $Q^{3}$ (Corollary 4.7), and we will henceforth identify $T_{o}(U)$ with $d f\left(T_{o}(U)\right)$. We shall deduce Proposition 5.1 from
the following lemmas:
Lemma 5.2. In the notation as above, we have

$$
\left.\left\langle\left[\mathfrak{m}^{-}, d f\left(T_{o}(U)\right)\right], d f\left(T_{o}(U)\right)\right]\right\rangle=T_{o}\left(M_{o}\right) .
$$

Lemma 5.3. In the notation as above, we have

$$
\partial_{\mu} \partial_{\nu} f(o) \subseteq M_{o} \quad \text { for } \mu, \nu \in T_{o}(U)
$$

Deduction of Proposition 5.1 from Lemma 5.2 and Lemma 5.3. The idea is first of all to construct a distribution associated to $f$, and then by invoking the Frobenius theorem we can conclude the proof of Proposition 5.1 with Lemma 5.2 and Lemma 5.3. We proceed as follows.

Let $X=G / P=G_{c} / K$ be an irreducible compact Hermitian symmetric space, and $M$ an invariantly geodesic submanifold of $X$. We know that the $G_{c}$-orbit of $M$ is identical with the $G$-orbit of $M$ (by the remark after Proposition 4.6). Denote this orbit by $\mathscr{M}$. Then $\mathscr{M}$ is a compact complex manifold. Write $\operatorname{Gr}_{p}\left(m, T_{p}(X)\right)$ for the Grassmannian of $m$ planes seated in $T_{p}(X)$ and set

$$
\operatorname{Gr}(m, T(X))=\bigcup_{p \in X} \operatorname{Gr}_{p}\left(m, T_{p}(X)\right)
$$

For an $m$-plane $H \subset T_{p}(X)$ we denote by $[H]$ the point in $\operatorname{Gr}_{p}\left(m, T_{p}(X)\right)$ it defines. Define a subset $\mathscr{\mathscr { M }}$ of $\operatorname{Gr}(m, T(X))$ associated to $M$ to be

$$
\mathscr{G} \mathscr{M}=\bigcup_{M \in \mathscr{M}}[T(M)]
$$

$\mathscr{G} \mathscr{M}$ is a compact complex submanifold of $\operatorname{Gr}(m, T(X))$. Define a lifting $\widetilde{M}$ for $M \in \mathscr{M}$ by sending $x \in M$ to $\left[T_{x}(M)\right] \in \mathscr{G} \mathscr{M}$. Since $M$ 's are totally geodesic, $\widetilde{M}$ is disjoint from $\widetilde{M}_{2}$ if $M_{2} \neq M_{2}$, and hence $\mathscr{\mathscr { M }}$ is foliated by $\widetilde{M}$ 's. Write $\mathscr{F}$ for this holomorphic foliation. $\mathscr{G M}$ can now be regarded as a "universal family" of $M$ 's over the orbit-space $\mathscr{M}$. Define a lifted map $\tilde{f}: U \rightarrow \mathscr{G} \mathbb{M}$ for $f$ by sending $x$ to $\left[T_{f(x)}\left(M_{x}\right)\right.$ ].

To prove Proposition 5.1 is then equivalent to proving that $\tilde{f}(U)$ lies in one single leaf. Think of the leaves of $\mathscr{F}$ as integral manifolds of a distribution $T(\mathscr{F})$; then by the Frobenius theorem it comes down to showing that $T(\tilde{f}(U))$ constitute a subdistribution of $T(\mathscr{F})$. By using the Harish-Chandra embedding $M$ is complex linear in $\mathfrak{m}^{+} \cong \mathbb{C}^{n}$ and we can identify $T(\widetilde{M}) \subset T(\mathscr{F})$ with $T(M)$, and therefore with $M$, too.

To show that $T(\tilde{f}(U))$ constitute a subdistribution, without loss of generality, it suffices to show that

$$
\partial_{x}\left[T_{f(x)} M_{x}\right](o) \subseteq T_{o}\left(M_{o}\right)
$$

By Lemma 5.2, $T_{f(x)}\left(M_{x}\right)$ is linearly spanned by

$$
\left\{\left[\left[\mathfrak{m}^{-}, \partial_{\mu} f(x)\right], \partial_{\nu} f(x)\right]\right\}_{1 \leq \mu, \nu \leq 3}
$$

Hence for $w \in T_{o}(U)$,

$$
\begin{aligned}
& \partial_{w}\left[T_{f(x)} M_{x}\right](o) \subseteq\left\langle\partial_{w}\left[\left[\mathfrak{m}^{-}, \partial_{\mu} f(x)\right], \partial_{\nu} f(x)\right]\right\rangle \\
& \quad \subseteq\left\langle\left[\left[\mathfrak{m}^{-}, \partial_{w} \partial_{\mu} f(x)\right], \partial_{\nu} f(x)\right\rangle+\left\langle\left[\left[\mathfrak{m}^{-}, \partial_{\mu} f(x)\right], \partial_{w} \partial_{\nu} f(x)\right]\right\rangle\right.
\end{aligned}
$$

By Lemma 5.3 we have

$$
\partial_{\mu} \partial_{\nu} f(o) \subseteq T_{o}\left(M_{o}\right)
$$

Hence,

$$
\begin{aligned}
\partial_{x}\left[T_{f(x)} M_{x}\right](o) & \subseteq\left\langle\left[\left[\mathfrak{m}^{-}, T_{o}\left(M_{o}\right)\right], T_{o}\left(M_{o}\right)\right]\right\rangle \\
& \subseteq T_{o}\left(M_{o}\right)
\end{aligned}
$$

where the second inclusion is due to Lemma 4.3 since $M_{0}$ is invariantly geodesic; Proposition 5.1 follows. q.e.d.

Now we prove Lemma 5.2.
Proof of Lemma 5.2. It suffices to prove the following (stronger) statement:
(*) For $Q^{n}$, fix $[\alpha] \in \mathscr{S}_{o}\left(Q^{n}\right)$, and $\zeta \in \mathscr{N}_{\alpha}$ (see $\S 1$ for the definition of $\mathscr{N}_{\alpha}$; set $V=\mathbb{C} \alpha \oplus \mathbb{C} \zeta$. Then $\left\langle\left[\left[\mathfrak{m}^{-}, V\right], V\right]\right\rangle=$ $T_{o}\left(Q^{n}\right)$.

We divide the proof into two steps:
(i) $n=4$.

We use the identification $D_{4}^{\mathrm{II}} \cong D^{\mathrm{I}}(2,2) . \quad T_{o}\left(D^{\mathrm{I}}(2,2)\right)$ is the set of all $2 \times 2$ matrices. From the structure of Lie algebra $a_{3}$ one knows that there are four noncompact positive roots $\gamma_{i j}(1 \leq i, j \leq 2)$ with root vectors $e_{\gamma_{i j}}$ corresponding to $E_{i j}$ 's, $2 \times 2$ matrices with $(i, j)$ entry 1 and 0 elsewhere. Let

$$
\alpha=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)=e_{\gamma_{11}} \quad \text { and } \quad \zeta=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)=e_{\gamma_{22}}
$$

Then a direct verification shows

$$
\mathbb{C}\left[\left[e_{-\gamma_{i j}}, e_{\gamma_{i i}}\right], e_{\gamma_{j j}}\right]=\mathbb{C} e_{\gamma_{j i}}, \quad 1 \leq i, j \leq 2
$$

establishing (*) for $n=4$.
(ii) $n \geq 5$.

The proof is based on (i). Write $Q^{n}=G_{c} / K$, and then $\mathscr{S}_{o}\left(Q^{n}\right)=$ $K / K_{\alpha}$. Recall from $\S 1$ that

$$
T_{o}\left(Q^{n}\right)=\mathbb{C} \alpha+\mathscr{H}_{\alpha}+\mathbb{C} \zeta
$$

since $\mathscr{N}_{\alpha}=\mathbb{C} \zeta_{\alpha}$ in the case of hyperquadrics, and that

$$
T_{[\alpha]}\left(\mathscr{S}_{o}\left(Q^{n}\right)\right) \cong \mathscr{H}_{\alpha}
$$

When $n \geq 5, \mathscr{S}_{o}\left(Q^{n}\right) \cong Q^{n-2}$ is Hermitian symmetric and irreducible, one can consider the characteristic variety of $\mathscr{S}_{o}\left(Q^{n}\right)$ at $[\alpha]$ :

$$
\mathscr{S}_{[\alpha]}\left(\mathscr{S}_{o}\left(Q^{n}\right)\right) \subset \mathbb{P} T_{[\alpha]}\left(\mathscr{S}_{o}\left(Q^{n}\right)\right)
$$

and the linear span

$$
\left\langle\mathscr{S}_{[\alpha]}\left(\mathscr{S}_{o}\left(Q^{n}\right)\right)\right\rangle=T_{[\alpha]}\left(\mathscr{S}_{o}\left(Q^{n}\right)\right) \cong \mathscr{H}_{\alpha}
$$

by the irreducibility. To prove the lemma it suffices therefore to show

$$
\mathbb{C} \alpha+\mathbb{C} \zeta+\left\langle\left[\mathfrak{m}^{-}, \alpha\right], \zeta\right\rangle \supset \mathscr{S}_{[\alpha]}\left(\mathscr{S}_{o}\left(Q^{n}\right)\right)
$$

Note first of all that there exists a totally geodesic embedding $Q^{4} \hookrightarrow Q^{n}$ with $\mathscr{S}_{o}\left(Q^{4}\right) \subset \mathscr{S}_{o}\left(Q^{n}\right)$. Assume furthermore that $T_{o}\left(Q^{4}\right) \supseteq \mathbb{C} \alpha+\mathbb{C} \zeta$. Denote the transform $k_{\alpha} \cdot Q^{4}$ by $M_{\alpha}$ for some $k_{\alpha} \in K_{\alpha} . T_{o}\left(M_{\alpha}\right)$ contains $\mathbb{C} \alpha+\mathbb{C} \zeta$ (since $\mathbb{C} \operatorname{Ad}\left(k_{\alpha}\right) \cdot \alpha=\mathbb{C} \alpha$ and $k_{\alpha}$ is an isometry, we have $\mathbb{C} \operatorname{Ad}\left(k_{\alpha}\right) \cdot \zeta=\mathbb{C} \zeta$ as well), and therefore by (i) for $n=4$ we are reduced to showing

$$
\bigcup_{k_{\alpha} \in K_{\alpha}} \mathbb{P} T_{o}\left(M_{\alpha}\right) \supset \mathscr{S}_{[\alpha]}\left(\mathscr{S}_{o}\left(Q^{n}\right)\right) .
$$

Now $\mathscr{S}_{o}\left(Q^{4}\right) \hookrightarrow \mathscr{S}_{o}\left(Q^{n}\right) \hookrightarrow \mathbb{P} T_{o}\left(Q^{n}\right)$ contains a projecting line $\ell$ which passes through $[\alpha]$. More precisely in the notation of (i)

$$
\mathbb{P}\left(\mathbb{C} e_{\gamma_{11}}+\mathbb{C} e_{\gamma_{12}}\right)
$$

is a projection line contained in $\mathscr{S}_{o}\left(Q^{4}\right)$ since one can easily see that

$$
\left(\mathbb{C} e_{\gamma_{11}}+\mathbb{C} e_{\gamma_{12}}\right) \cap D^{\mathbf{I}}(2,2) \cong B^{2}
$$

Thus

$$
\mathbb{P} T_{[\alpha]}(\ell) \in \mathscr{S}_{[\alpha]}\left(\mathscr{S}_{o}\left(Q^{n}\right)\right) .
$$

Since $K_{\alpha}$ acts transitively on $\mathscr{S}_{[\alpha]}\left(\mathscr{S}_{o}\left(Q^{n}\right)\right)$ and $\mathbb{P} T_{[\alpha]}(\ell)$ is identified with $\left[e_{\gamma_{12}}\right] \in \mathbb{P} T_{o}\left(Q^{4}\right)$, our assertion follows and the lemma is proved. q.e.d.

We turn now to

Proof of Lemma 5.3. $f$ is characteristic; thus $\left[\partial_{\alpha} f(x)\right] \in \mathscr{S}_{f(x)}(X)$ for $[\alpha] \in \mathscr{S}_{x}\left(Q^{3}\right)$. Note that in the following we have used Harish-Chandra embeddings so that $\left\{\mathscr{S}_{p}\left(Q^{3}\right)\right\}_{p \in \mathbb{C}^{3}}$ and $\left\{\mathscr{S}_{p}(X)\right\}_{p \in \mathbb{C}^{n}}$ are parallel in the sense of Euclidean geometry [16]. Hence we have

$$
\partial_{\beta} \partial_{\alpha} f(o) \in T_{[\alpha]}\left(\mathscr{S}_{o}(X)\right) \quad \text { for any } \beta \in T_{o}\left(Q^{3}\right)
$$

Suppose furthermore that $[\beta] \in \mathscr{S}_{o}\left(Q^{3}\right)$. Then,

$$
\partial_{\beta} \partial_{\alpha} f(o)=\partial_{\alpha} \partial_{\beta} f(o) \in T_{[\beta]}\left(\mathscr{S}_{o}(X)\right)
$$

By identifying $\mathscr{H}_{\alpha}$ with $T_{[\alpha]}\left(\mathscr{S}_{o}(X)\right)$ (§1) we have

$$
\partial_{\alpha} \partial_{\beta} f(o) \in \mathscr{H}_{\alpha} \cap \mathscr{H}_{\beta}
$$

if $[\alpha],[\beta] \in \mathscr{S}_{o}\left(Q^{3}\right)$. In the case of quadrics $Q^{n}$ it is known that if $[\alpha] \in \mathscr{S}_{o}\left(Q^{n}\right)$, then $\mathscr{N}_{\alpha}$ is of dimension 1 and $\left[\mathscr{N}_{\alpha}\right] \in \mathscr{S}_{o}\left(Q^{n}\right)$ [18]. We assert

Lemma 5.4. In the notation as above, there exists some $[\alpha] \in \mathscr{S}_{o}\left(Q^{3}\right)$ such that

$$
\mathscr{H}_{\alpha} \cap \mathscr{H}_{\zeta} \subset M
$$

for $\zeta \in \mathscr{N}_{\alpha}\left(Q^{3}\right)$.
Assuming Lemma 5.4, we continue with the proof of Lemma 5.3. Let $\alpha_{0}$ and $\zeta_{0}$ be the vectors satisfying Lemma 5.4. By using the polarization [16] it suffices to show

$$
\partial_{\alpha} \partial_{\zeta} f(o) \subseteq T_{o}(M)
$$

for any $[\alpha] \in \mathscr{S}_{o}\left(Q^{3}\right)$ and $\zeta \in \mathscr{N}_{\alpha}\left(Q^{3}\right)$. By the previous discussion we are reduced to showing that

$$
\mathscr{H}_{\alpha} \cap \mathscr{H}_{\zeta} \subset T_{o}(M)
$$

for $\alpha, \zeta$ as above. Now

$$
d f_{o}\left(\mathscr{S}_{o}(U)\right) \in \mathscr{D}_{2}\left(\mathscr{S}_{o}(X)\right)
$$

and therefore $f(U)$ has the same tangent space as a totally geodesic submanifold $N\left(\cong Q^{3}\right.$ ) does at $o$ (up to $K^{\text {C }}$-transformations; see Corollary 4.7). Since $d f_{o}\left(\mathscr{S}_{o}(U)\right)=\mathscr{S}_{o}(N)$, one can then find an isometry $k$ of $N$ fixing $o$ such that $k \cdot \alpha_{0}=\alpha$ by using the transitivity. Since $\operatorname{dim} \mathscr{N}_{\alpha}\left(Q^{3}\right)=\operatorname{dim} \mathscr{N}_{\alpha_{0}}\left(Q^{3}\right)=1$, one has also $k \cdot \zeta_{0}=\zeta$. Therefore,

$$
\mathscr{H}_{\alpha} \cap \mathscr{H}_{\zeta}=\mathscr{H}_{k \cdot \alpha_{0}} \cap \mathscr{H}_{k \cdot \zeta_{0}}=k \cdot \mathscr{H}_{\alpha_{0}} \cap k \cdot \mathscr{H}_{\zeta_{0}} \subset k \cdot T_{o}(M) .
$$

Now $k$ extends to an isometry of $M \supset N$; we have $k \cdot M=M$. The assertion follows, and hence Lemma 5.3 is proved. q.e.d.

The remainder of this section will be devoted to the proof of Lemma 5.4.

Proof of Lemma 5.4. We shall prove the lemma case by case. The problems being local, we can work with the noncompact dual $\Omega$ of $X$.

Case (i). $\Omega=D^{\mathrm{I}}(2, n) ; M \cong D_{4}^{\mathrm{II}}$.
Let $i: D_{4}^{\text {IV }} \cong D^{\mathrm{I}}(2,2) \hookrightarrow D^{\mathrm{I}}(2, n)$ be the embedding such that $T_{o}\left(D^{\mathrm{I}}(2,2)=\left\{B=\left(b_{i j}\right) \in M(2, n ; \mathbb{C})=T_{o}\left(D^{\mathrm{I}}(2, n)\right): b_{i j}=0\right.\right.$ for $\left.j \geq 3\right\}$, and $j: D_{3}^{\mathrm{IV}} \hookrightarrow D_{4}^{\mathrm{IV}}$ be the embedding such that

$$
T_{o}\left(D_{3}^{\mathrm{IV}}\right)=\left\{B \in T_{o}\left(D^{\mathrm{I}}(2,2)\right):^{t} B=B\right\}
$$

Then $i, j$ are totally geodesic embeddings and are characteristic. Now let

$$
\alpha=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \in \mathscr{S}_{o}\left(D_{3}^{\mathrm{IV}}\right)
$$

By using the curvature formula [18]:

$$
R_{X \bar{X} Y \bar{Y}}=-\left\|^{t} X \bar{Y}\right\|^{2}-\left\|X^{t} \bar{Y}\right\|^{2}
$$

for $X, Y \in T_{o}\left(D^{\mathrm{I}}(2, n)\right)$, one sees that

$$
\begin{gathered}
\zeta=\left(\begin{array}{cc}
0 & 0 \\
0 & 1
\end{array}\right) \in \mathscr{N}_{\alpha}\left(D_{3}^{\mathrm{IV}}\right) \\
\mathscr{N}_{\alpha}\left(D^{\mathrm{I}}(2, n)\right)=\left(\begin{array}{lllll}
0 & 0 & 0 & \cdots & 0 \\
0 & * & * & \cdots & *
\end{array}\right)_{2 \times n} \\
\mathscr{N}_{\zeta}\left(D^{\mathrm{I}}(2, n)\right) \\
=\left(\begin{array}{lllll}
* & 0 & * & \cdots & * \\
0 & 0 & 0 & \cdots & 0
\end{array}\right)_{2 \times n}
\end{gathered}
$$

where (*) denotes constants. Hence

$$
\mathscr{H}_{\alpha} \cap \mathscr{H}_{\zeta} \subset N_{\alpha}^{\perp} \cap N_{\zeta}^{\perp}=\left(\begin{array}{ccccc}
0 & * & 0 & \cdots & 0 \\
* & 0 & 0 & \ldots & 0
\end{array}\right) \subset D_{4}^{\mathrm{IV}}=M,
$$

as claimed.
Case (ii). $D=D^{\text {II }}(5,5) ; M \cong D_{6}^{\text {IV }}$.
We have

$$
T_{o}\left(D^{\mathrm{II}}(5,5)\right)=\left\{B \in M(5,5 ; \mathbb{C})=T_{o}\left(D^{\mathrm{I}}(5,5)\right):^{t} B=-B\right\}
$$

and

$$
T_{o}\left(D^{\mathrm{II}}(4,4)\right)=\left\{B=\left(b_{i j}\right) \in T_{o}\left(D^{\mathrm{II}}(5,5)\right): b_{i 5}=b_{5 i}=0,1 \leq i \leq 5\right\}
$$

Let

$$
\alpha=\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
& 0 & 0
\end{array}\right) \in \mathscr{S}_{0}\left(D^{\mathrm{II}}(5,5)\right)
$$

then

$$
\zeta=\left(\begin{array}{cccc}
0 & & 0 & \\
& 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
& 0 & 0 & 0
\end{array}\right) \in \mathscr{N}_{\alpha}
$$

By using the curvature formula as in case (i), one has

$$
\mathscr{N}_{\alpha}=\left(\begin{array}{cccc}
0 & & 0 & \\
& 0 & -C_{1} & -C_{2} \\
0 & C_{1} & 0 & -C_{3} \\
& C_{2} & C_{3} & 0
\end{array}\right)
$$

and

$$
\mathscr{N}_{\zeta}=\left(\begin{array}{ccccc}
0 & -C_{4} & 0 & 0 & -C_{5} \\
C_{4} & 0 & 0 & 0 & -C_{6} \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
C_{5} & C_{6} & 0 & 0 & 0
\end{array}\right)
$$

where $C_{i}$ 's $(1 \leq i \leq 6)$ are constants. Hence,

$$
\mathscr{H}_{\alpha} \cap \mathscr{H}_{\zeta} \subset\left(\mathscr{N}_{\alpha}+\mathscr{N}_{\zeta}\right)^{\perp} \subset T_{o}\left(D^{\mathrm{II}}(4,4)\right)
$$

Case (iii). $\Omega=E^{6} / \operatorname{spin}(10) \times S^{1} ; M \cong D_{8}^{\mathrm{IV}}$.
To prove the lemma in this case we are going to write down explicitly an invariantly geodesic submanifold isomorphic to $Q^{8}$. The existence of such a $Q^{8}\left(\right.$ or $D_{8}^{\text {IV }}$ ) is guaranteed by the proof of Proposition 4.6. We shall make use of Lemma 5.2 to do the job.

To start with, the root system associated to $E_{6}$ is listed as follows (cf. [Z]):
simple roots:
positive roots:

$$
\begin{aligned}
& x_{i}-x_{i+1}, 1 \leq i \leq 5 ; x_{4}+x_{5}+x_{6} \\
& x_{i}-x_{j}, 1 \leq i<j \leq 6 ; x_{i}+x_{j}+x_{k} \\
& 1<i<j<k \leq 6 ; \sum_{i=1}^{6} x_{i}
\end{aligned}
$$

positive noncompact roots:

$$
\begin{aligned}
& x_{1}-x_{i}, 2 \leq i \leq 6 ; x_{1}+x_{i}+x_{j} \\
& 2 \leq i<j \leq 6
\end{aligned}
$$

maximal strongly orthogonal
noncompact positive roots: $x_{1}-x_{2} ; x_{1}+x_{2}+x_{3}$.

Without loss of generality we assume

$$
\alpha=e_{x_{1}-x_{2}}, \quad \zeta=e_{x_{1}+x_{2}+x_{3}}
$$

By the proof of Lemma 5.2, we have

$$
\left.\mathbb{C} \alpha+\mathbb{C} \zeta+\left\langle i\left[\mathfrak{m}^{-}\left(Q^{8}\right), \alpha\right], \zeta\right]\right\rangle=T_{o}\left(Q^{8}\right)
$$

Since $Q^{8}$ is invariantly geodesic, using Lemma 4.1 we obtain

$$
\left\langle\left[\left[\mathfrak{m}^{-}\left(E_{6}\right), \alpha\right], \zeta\right]\right\rangle \subseteq T_{o}\left(Q^{8}\right)
$$

Now $\mathfrak{m}^{-}\left(Q^{8}\right) \subset \mathfrak{m}^{-}\left(E_{6}\right)$; the above then yields

$$
\begin{equation*}
\left.\mathbb{C} \alpha+\mathbb{C} \zeta+\left\langle\left[\mathfrak{m}^{-}\left(E_{6}\right), \alpha\right], \zeta\right]\right\rangle=T_{o}\left(Q^{8}\right) \tag{*}
\end{equation*}
$$

We are going to find $T_{o}\left(Q^{8}\right)$ by using $(*)$. To do this we have to calculate

$$
\left[\left[\mathfrak{m}^{-}\left(E_{6}\right), \alpha\right], \zeta\right]
$$

In the following by $V_{1} \sim V_{2}$ we mean $\mathbb{C} V_{1}=\mathbb{C} V_{2}$. We have

$$
\left[\left[e_{-\left(x_{1}-x_{3}\right)}, e_{x_{1}-x_{2}}\right], e_{x_{1}+x_{2}+x_{3}}\right] \sim\left[e_{x_{3}-x_{2}}, e_{x_{1}+x_{2}+x_{3}}\right]=0
$$

since $-\left(x_{1}-x_{3}\right)+\left(x_{1}-x_{2}\right)=x_{3}-x_{2}$ is a root and $\left(x_{3}-x_{2}\right)+\left(x_{1}+x_{2}+x_{3}\right)=$ $2 x_{3}+x_{1}$ is not a root by the preceding list of roots. Likewise, we have:

$$
\begin{array}{ll}
{\left[\left[e_{-\left(x_{1}-x_{i}\right)}, e_{x_{1}-x_{2}}\right], e_{x_{1}+x_{2}+x_{3}}\right] \sim e_{x_{1}+x_{3}+x_{i}},} & 4 \leq i \leq 6 ; \\
{\left[\left[e_{-\left(x_{1}+x_{3}+x_{i}\right)}, e_{x_{1}-x_{2}}\right], e_{x_{1}+x_{2}+x_{3}}\right] \sim e_{x_{1}-x_{i}},} & 4 \leq i \leq 6 ; \\
{\left[\left[\eta, e_{x_{1}-x_{2}}\right], e_{x_{1}+x_{2}+x_{3}}\right]=0}
\end{array}
$$

for $\eta$ being the following vectors:

$$
e_{-\left(x_{1}+x_{5}+x_{6}\right)}, \quad e_{-\left(x_{1}+x_{2}+x_{j}\right)}(2<j \leq 6) \quad \text { and } \quad e_{-\left(x_{1}+x_{4}+x_{j}\right)}(j=5,6)
$$

Hence we conclude that $T_{o}\left(Q^{8}\right)$ is linearly spanned by the following vectors:
(*)

$$
\begin{array}{lll}
e_{x_{1}-x_{2}}, & e_{x_{1}-x_{6}}, & e_{x_{1}+x_{3}+x_{5}} \\
e_{x_{1}-x_{4}}, & e_{x_{1}+x_{2}+x_{3}}, & e_{x_{1}+x_{3}+x_{6}} \\
e_{x_{1}-x_{5}}, & e_{x_{1}+x_{3}+x_{4}}
\end{array}
$$

Next we want to show that

$$
\mathscr{H}_{\alpha} \cap \mathscr{H}_{\zeta} \subseteq T_{o}\left(Q^{8}\right)
$$

or equivalently

$$
T_{o}\left(Q^{8}\right)^{\perp} \subseteq \mathscr{N}_{\alpha}+\mathscr{N}_{\zeta}
$$

By the classification of boundary components, the maximal boundary components of $\Omega \cong E^{6} / \operatorname{spin}(10) \times S^{1}$ are isomorphic to $\mathbb{B}^{5}$. Hence $\operatorname{dim} \mathscr{N}_{\alpha}=$ $\operatorname{dim} \mathscr{N}_{\zeta}=5$ by Proposition 1.8 of [20]. Now $R_{a \bar{\alpha} \beta \bar{\beta}}=\|[\alpha, \bar{\beta}]\|^{2}$ so that

$$
\beta \in \mathscr{N}_{\alpha}
$$

if and only if

$$
[\alpha, \bar{\beta}]=0
$$

By a direct verification, we have

$$
\begin{align*}
\mathscr{N}_{\alpha} & =\left\langle e_{x_{1}+x_{2}+x_{3}}, e_{x_{1}+x_{2}+x_{4}}, e_{x_{1}+x_{2}+x_{5}}, e_{x_{1}+x_{2}+x_{6}}, e_{x_{1}+x_{2}+x_{3}+x_{4}+x_{5}+x_{6}}\right\rangle,  \tag{**}\\
\mathscr{N}_{\zeta} & =\left\langle e_{x_{1}-x_{2}}, e_{x_{1}-x_{3}}, e_{x_{1}+x_{4}+x_{5}}, e_{x_{1}+x_{4}+x_{6}}, e_{x_{1}+x_{5}+x_{6}}\right\rangle .
\end{align*}
$$

In view of $(*),(* *)$ and the root system for $E_{6}$, we obtain that

$$
\mathscr{N}_{\alpha}+\mathscr{N}_{\zeta}=T_{o}\left(Q^{8}\right)^{\perp}+\mathbb{C} e_{x_{1}-x_{3}}+\mathbb{C} e_{x_{1}+x_{2}+x_{3}}
$$

proving the desired. The proof of Lemma 5.4 is now completed.

## 6. Proof of Proposition 3.1

We will prove Proposition 3.1 in this section. Our proof is based on a case-by-case examination. Let $\Omega \not \equiv D_{n}^{\text {IV }}$ be an irreducible bounded symmetric domain of rank 2. Then $\Omega$ is biholomorphic to one of the following domains:

$$
D^{\mathrm{I}}(2, n), \quad D^{\mathrm{II}}(5,5), \quad \text { and } \quad D^{\mathrm{V}}
$$

where $D^{\mathrm{V}}$ corresponds to the exceptional Lie algebra $E_{6}$. A precise description of $D^{\mathrm{I}}$ and $D^{\mathrm{II}}$ domains is given as follows.

$$
\begin{aligned}
D^{\mathrm{I}}(p, q) & =\left\{Z \in M(p, q ; \mathbb{C}) \cong \mathbb{C}^{p q}: I_{q}-{ }^{t} \bar{Z} Z>0\right\} \\
D^{\mathrm{II}}(n, n) & =\left\{Z \in D^{\mathrm{I}}(n, n):{ }^{t} Z=-Z\right\}
\end{aligned}
$$

One has also their characteristic varieties [18]:

$$
\begin{aligned}
\mathscr{S}_{o}\left(D^{\mathrm{I}}(2, n)\right) & \cong \mathbb{P}^{1} \times \mathbb{P}^{n-1}, \\
\mathscr{S}_{o}\left(D^{\mathrm{II}}(5,5)\right) & \cong G(2,3), \\
\mathscr{S}_{o}\left(D^{\mathrm{v}}\right) & \cong G^{\mathrm{II}}(5,5),
\end{aligned}
$$

where $G(2,3)$ and $G^{\text {II }}(5,5)$ are the compact duals of $D^{\mathrm{I}}(2,3)$ and $D^{\text {II }}(5,5)$ respectively. Moreover, the inclusion map $i: \mathscr{S}_{o}(\Omega) \hookrightarrow \mathbb{P} T_{o}(\Omega)$ is identified with the first canonical embedding of $\mathscr{S}_{o}(\Omega)$ (this is true for
all irreducible bounded symmetric domains except Type-III domains) [22], [18].

Throughout this section set $X=\mathscr{S}_{o}(\Omega)$, and fix a bisphere $\mathbb{P}^{1} \times \mathbb{P}^{1}$ of $X$, containing the origin $o$. Write $\varphi_{s}$ for the composite map

$$
\mathbb{P}^{1} \stackrel{\Delta}{\hookrightarrow} \mathbb{P}^{1} \times \mathbb{P}^{1} \hookrightarrow X,
$$

where $\Delta$ is the diagonal embedding, and $C_{s}$ for $\varphi_{s}\left(\mathbb{P}^{1}\right)$. The proof for $X \cong \mathbb{P}^{1} \times \mathbb{P}^{n-1}$ uses the following lemma.

Lemma 6.1. Let $\varphi=\left(\varphi_{1}, \varphi_{2}\right): \mathbb{P}^{1} \hookrightarrow \mathbb{P}^{1} \times \mathbb{P}^{n-1} \hookrightarrow \mathbb{P}^{2 n-1}$ be an embedded rational curve of degree 2 in $\mathbb{P}^{2 n-1}$. Then either
(i) $\varphi_{1} \in \operatorname{Aut}\left(\mathbb{P}^{1}\right)$ and $\varphi_{2}$ is a projective linear embedding or
(ii) $\varphi_{1}$ is a constant map and $\varphi_{2}\left(\mathbb{P}^{1}\right)$ is an embedded rational curve of degree 2 in $\mathbb{P}^{n-1}$.
Proof. Let $H$ denote the hyperplane line bundle on projective spaces. The map $i: \mathscr{S}_{1}(\Omega) \rightarrow \mathbb{P} T(\Omega)$ is in fact the Segré map given by the complete linear system of the line bundle $\pi_{1}^{*} H \otimes \pi_{2}^{*} H$ on $\mathbb{P}^{1} \times \mathbb{P}^{n-1}$ [18], [9]. By the assumption that $\varphi\left(\mathbb{P}^{1}\right)$ is of degree 2 , one has

$$
\operatorname{deg}\left(\left.H\right|_{\pi_{1}\left(\varphi\left(\mathbf{P}^{1}\right)\right)}\right)+\operatorname{deg}\left(\left.H\right|_{\pi_{2}\left(\varphi\left(\mathbf{P}^{1}\right)\right)}\right)=2
$$

If $d_{1}=\operatorname{deg}\left(\left.H\right|_{\pi_{1}\left(\varphi\left(\mathbf{P}^{\mathbf{P}}\right)\right)}\right)=1$ and $d_{2}=\operatorname{deg}\left(\left.H\right|_{\pi_{2}\left(\varphi\left(\mathbb{P}^{\mathbf{P}}\right)\right)}\right)=1$, then (i) occurs. If $d_{1}=0$ and $d_{2}=2$, then (ii) occurs. The case where $d_{1}=2$ and $d_{2}=0$ cannot occur since otherwise $\varphi$ would be ramified. Hence the proof is completed.

Now each $\mathbb{P}_{C}^{2} \subseteq X \cong \mathbb{P}^{1} \times \mathbb{P}^{n-1}$ is of the form $\{\mathrm{pt}\} \times$ a projective 2 plane. Clearly $\operatorname{Aut}_{0}(X)$ acts transitively on the set of those $\mathbb{P}_{C}^{2}$ 's contained in $X$; so does $\operatorname{Aut}_{0}\left(\mathbb{P}_{C}^{2}\right) \subset \operatorname{Aut}_{0}(X)$ on the set of all rational curves of degree 2 in $\mathbb{P}_{C}^{2}$. The transitivity of the $\operatorname{Aut}_{0}(X)$-action on $\mathscr{D}_{1}$ follows; so does it on $\mathscr{D}_{2}$ from the lemma. Hence Proposition 3.1 in the case $X \cong \mathbb{P}^{1} \times \mathbb{P}^{n-1}$ is proved.

To prove Proposition 3.1 in the remaining cases we start with
Lemma 6.2. Let $X$ be an irreducible compact Hermitian symmetric space and $C$ be an embedded rational curve of degree 2 such that $[C] \in$ $\mathscr{D}_{2}$. Then $\mathbb{P}(T(C)) \cap \mathscr{S}(X)=\varnothing$.

Proof. Suppose otherwise. Fix $[v] \in \mathbb{P} T_{o}(C) \cap \mathscr{S}_{o}(X)$. Then we can find a minimal rational curve $\ell$ of $X$ such that $T_{o}(\ell)=\mathbb{C} v$. Since $X$ is seated in some $\mathbb{P}^{N}$ via its first canonical embedding and $\mathbb{P}_{C}^{2}$ is projective linear in $\mathbb{P}^{N}$, it follows that $\ell$ is a projective line in $\mathbb{P}^{N}$ and is therefore
contained in $\mathbb{P}_{C}^{2}$. Since $C \neq l, \operatorname{deg}\left(\mathbb{P}_{C}^{2} \cap X\right) \geq \operatorname{deg}(C \cup \ell) \geq 3$. On the other hand considering $C_{s}$, we have $\mathbb{P}_{C}^{2} \cap X=C_{s}$. Hence $\operatorname{deg}\left(\mathbb{P}_{C_{s}}^{2} \cap X\right)=$ 2. This is a contradiction unless $\mathbb{P}_{C}^{2} \subset X$. This again violates the choice of $C$; the lemma is proved.

Proof of Proposition 3.1 in the case $X \cong G(2,3) \hookrightarrow \mathbb{P}^{9}$. To facilitate the proof we work with the noncompact dual

$$
D^{\mathrm{I}}(2,3) \hookrightarrow G(2,3)
$$

By the preceding lemma and the polydisk theorem (cf. [30]) we can assume without loss of generality that

$$
\varphi(0)=o, \quad d \varphi(0)=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right]
$$

for the rational curve $\varphi: \mathbb{P}^{1} \hookrightarrow G(2,3)$ of degree 2 . Suppose

$$
\varphi(t)=\left[\begin{array}{lll}
\varphi_{1}(t) & \varphi_{2}(t) & \varphi_{5}(t) \\
\varphi_{3}(t) & \varphi_{4}(t) & \varphi_{6}(t)
\end{array}\right],
$$

where the $\varphi_{i}, 1 \leq i \leq 6$, are rational functions. We claim first of all that

$$
\varphi_{5} \equiv \varphi_{6} \equiv 0
$$

One knows that the first canonical embedding of the Grassmannian $G(n, m)$ is just its Plücker embedding. Under the Plücker embedding the point

$$
\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23}
\end{array}\right] \in \mathfrak{m}^{+} \hookrightarrow G(2,3)
$$

is mapped to the point in $\mathbb{P}^{9}$ with coordinates given by determinants of all $2 \times 2$ submatrices of the following matrix [9]:

$$
\left[\begin{array}{lllll}
a_{11} & a_{12} & a_{13} & 1 & 0 \\
a_{21} & a_{22} & a_{23} & 0 & 1
\end{array}\right]
$$

Let $\Delta$ be the least common denominator of the (inhomogeneous) coordi-nate-functions of $\varphi$ by the Plücker embedding. Since $C=\varphi\left(\mathbb{P}^{1}\right)$ is of degree 2 in $\mathbb{P}^{9}$, one has that the degree of $\Delta$ must be less than or equal to two. Since the functions $\varphi_{5}$ and $\varphi_{6}$ are still coordinate-functions under Plücker embedding, by using the condition on $\varphi(0)$ and $d \varphi(0)$ we can set

$$
\varphi_{5}=\frac{a t^{2}}{\Delta} \quad \text { and } \quad \varphi_{6}=\frac{b t^{2}}{\Delta}
$$

for some $a, b \in \mathbb{C}$. We have to show that $a=b=0$. Suppose otherwise. Write

$$
\varphi_{i}=\frac{t}{\Delta} \varphi_{i}^{\prime}, \quad 1 \leq i \leq 4
$$

Then from the assumption on $d \varphi(0)$ it follows that

$$
\left|\begin{array}{ll}
\varphi_{1}^{\prime} & \varphi_{2}^{\prime} \\
\varphi_{3}^{\prime} & \varphi_{4}^{\prime}
\end{array}\right|
$$

is not identically zero; hence neither is

$$
\left|\begin{array}{ll}
\varphi_{1} & \varphi_{2} \\
\varphi_{3} & \varphi_{4}
\end{array}\right| .
$$

Thus, without loss of generality we assume

$$
\left|\begin{array}{ll}
\varphi_{1} & \varphi_{5} \\
\varphi_{3} & \varphi_{6}
\end{array}\right|
$$

is not identically zero. But

$$
\left|\begin{array}{ll}
\varphi_{1} & \varphi_{5} \\
\varphi_{3} & \varphi_{6}
\end{array}\right|=\frac{t^{3}}{\Delta^{2}}\left|\begin{array}{ll}
\varphi_{1}^{\prime} & a \\
\varphi_{3}^{\prime} & b
\end{array}\right| .
$$

By the Plücker embedding

$$
\Delta \cdot\left|\begin{array}{ll}
\varphi_{1} & \varphi_{5}  \tag{*}\\
\varphi_{3} & \varphi_{6}
\end{array}\right|=\frac{t^{3}}{\Delta}\left|\begin{array}{ll}
\varphi_{1}^{\prime} & a \\
\varphi_{3}^{\prime} & b
\end{array}\right|
$$

should be a polynomial of degree $\leq 2$. From the assumption that $\varphi(0)=$ 0 , we have

$$
t \nmid \Delta .
$$

Hence

$$
\frac{1}{\Delta} \cdot\left|\begin{array}{ll}
\varphi_{1}^{\prime} & a \\
\varphi_{3}^{\prime} & b
\end{array}\right|
$$

must be a polynomial. This will contradict the condition that $(*)$ is a polynomial of degree $\leq 2$ unless

$$
\left|\begin{array}{ll}
\varphi_{1}^{\prime} & a \\
\varphi_{3}^{\prime} & b
\end{array}\right| \equiv 0
$$

again a contradiction to our choice that

$$
\left|\begin{array}{ll}
\varphi_{1} & \varphi_{5} \\
\varphi_{3} & \varphi_{6}
\end{array}\right| \not \equiv 0
$$

Our claim: $\varphi_{5} \equiv \varphi_{6} \equiv 0$ is now proved.
Next we are going to find a $g \in \operatorname{Aut}_{0}(G(2,3))$ such that $g(C)=C_{s}$. As before

$$
\varphi_{i}=\frac{t \varphi_{i}^{\prime}}{\Delta}, \quad 1 \leq i \leq 4
$$

is one of the coordinate-functions of $\varphi$ by the Plücker embedding; the $\varphi_{i}^{\prime}$ 's can therefore only be linear functions. We claim that

$$
\left(\begin{array}{ll}
\varphi_{1} & \varphi_{2} \\
\varphi_{3} & \varphi_{4}
\end{array}\right)^{-1}=\frac{1}{t}\left(\begin{array}{cc}
\varphi_{4}^{\prime} & -\varphi_{2}^{\prime} \\
-\varphi_{3}^{\prime} & -\varphi_{1}^{\prime}
\end{array}\right)
$$

Assuming the claim ( $\#$ ), write

$$
\begin{aligned}
\varphi_{4}^{\prime} & =C_{11} t+1, & -\varphi_{3}^{\prime} & =C_{21} t \\
-\varphi_{2}^{\prime} & =C_{12} t, & \varphi_{1}^{\prime} & =C_{22} t+1
\end{aligned}
$$

and define $g \in \exp \left(\mathfrak{m}^{-}\right)$to be the element such that

$$
g \cdot Z=Z\left(C Z+I_{3 \times 3}\right)^{-1}
$$

where

$$
C \equiv\left(\begin{array}{cc}
C_{11} & C_{12} \\
C_{21} & C_{22} \\
0 & 0
\end{array}\right)
$$

and $Z$ is any $2 \times 3$ matrix. Then a direct computation by using $\varphi_{5} \equiv$ $\varphi_{6} \equiv 0$ shows that $g\left(C_{s}\right)=C$,

$$
\left(\text { note that } C_{s}=\varphi_{s}\left(\mathbb{P}^{1}\right), \quad \varphi_{s}(t)=\left[\begin{array}{ccc}
t & 0 & 0 \\
0 & t & 0
\end{array}\right]\right)
$$

proving the proposition. To see $(\sharp)$, note that

$$
\left|\begin{array}{ll}
\varphi_{1} & \varphi_{2} \\
\varphi_{3} & \varphi_{4}
\end{array}\right|=\frac{t^{2}}{\Delta^{2}}\left|\begin{array}{ll}
\varphi_{1}^{\prime} & \varphi_{2}^{\prime} \\
\varphi_{3}^{\prime} & \varphi_{4}^{\prime}
\end{array}\right|=\frac{t^{2}}{\Delta^{2}} \delta \not \equiv 0 .
$$

As in the first half of the proof

$$
\Delta \cdot\left|\begin{array}{ll}
\varphi_{1} & \varphi_{2} \\
\varphi_{3} & \varphi_{4}
\end{array}\right|=\frac{t^{2}}{\Delta} \delta
$$

is a polynomial of degree $\leq 2$. This yields, since $t+\Delta$ as before, that $\Delta=C \delta$ for some constant $C$. The normalization on $\varphi(0)$ and $d \varphi(0)$ gives $C=1$. Hence,

$$
\left(\begin{array}{cc}
\varphi_{1} & \varphi_{2} \\
\varphi_{3} & \varphi_{4}
\end{array}\right)^{-1}=\frac{\Delta}{t^{2}}\left(\begin{array}{cc}
\varphi_{4} & -\varphi_{2} \\
-\varphi_{3} & \varphi_{1}
\end{array}\right)
$$

Substituting

$$
\varphi_{i}=\frac{t}{\Delta} \varphi_{i}^{\prime}
$$

into the right-hand side of the above equality proves the claim ( $\sharp$ ). The proof of Proposition 3.1 in the case $X \cong G(2,3)$ is now completed.

We turn now to the proof of Propositoin 3.1 in the case $X \cong G^{\mathrm{II}}(5,5)$. The proof is analogous to the previous case. We work with the noncompact dual $D^{\text {II }}(5,5)$. As described in the beginning of this section, $D^{\text {II }}(5,5)$ is an open subset of the space of all $5 \times 5$ antisymmetric matrices over $\mathbb{C}$. Moreover a typical characteristic vector

$$
\left[\begin{array}{cc|c}
0 & -1 & 0 \\
1 & 0 & 0 \\
\hline 0 & 0
\end{array}\right] \in T_{o}\left(D^{\mathrm{II}}(5,5)\right)
$$

is of rank 2. Conversely any rank two, $5 \times 5$ antisymmetric matrix is a characteristic vector [18]. Define $\varphi_{s}: \mathbb{P}^{1} \hookrightarrow G^{\text {II }}(5,5)$ to be

$$
\varphi_{s}(t)=\left[\begin{array}{cccccc|c}
0 & -t & & & & \\
& & & & 0 & \\
t & 0 & & & & \\
& & & 0 & -t & 0 \\
0 & & t & 0 & \\
\hline & 0 & & 0
\end{array}\right]
$$

Normalize $\varphi: \mathbb{P}^{1} \hookrightarrow G^{\mathrm{II}}(5,5)$ in such a way that $\varphi(0)=0$ and $d \varphi(0)=$ $d \varphi_{s}(0)$. Let $\varphi_{i j}$ be coordinate-functions of $\varphi, 1 \leq i, j \leq 5$. Clearly Proposition 3.1 in this case will follow from the following two lemmas.

Lemma 6.3. $\varphi_{i 5} \equiv-\varphi_{5 i} \equiv 0,1 \leq i \leq 5$. Consequently $\varphi(C) \subset$ $G^{\text {II }}(4,4) \cong Q^{6}$.

Lemma 6.4. Suppose $C_{1}$ and $C_{2}$ are rational curves of degree 2 in $Q^{n}, n \geq 4$, such that $\mathbb{P}_{C_{i}}^{2} \not \subset Q^{n}(i=1,2)$. Then $g\left(C_{1}\right)=C_{2}$ for some $g \in \operatorname{Aut}_{0}\left(Q^{n}\right)$.

Proof of Lemma 6.3. Our proof is to make use of the composite map $j:$

$$
G^{\mathrm{II}}(5,5) \hookrightarrow G(5,5) \hookrightarrow \mathbb{P}^{N}, \quad N=\binom{10}{5}-1
$$

where the first map is the inclusion and the second map is the Plücker embedding. One sees that a minimal rational curve $\ell$ of $G^{\text {II }}(5,5)$ (which homologically generates $H_{2}\left(G^{\mathrm{II}}(5,5), \mathbb{Z}\right)$; cf. §1) is mapped by $j$ to a rational curve of degree 2 in $\mathbb{P}^{N} ; j$ is in fact the second canonical embedding of $G^{\text {II }}(5,5)$. Thus $C=\varphi\left(\mathbb{P}^{1}\right)$ is a rational curve of degree 4 in $\mathbb{P}^{N}$. As the proof of the lemma is similar to that in the previous case, we give only a sketch.

Let $\Delta$ be the least common denominator of inhomogeneous coordinatefunctions of $\varphi$ by $j$. The normalization condition on $\varphi(0)$ and $d \varphi(0)$
gives

$$
\varphi_{i 5}(5)=\frac{t^{2}}{\Delta} \cdot \text { a polynomial }, \quad 1 \leq i \leq 4
$$

Suppose that $\varphi_{i 5}(t) \not \equiv 0$ for some $i \geq 4 \quad\left(\varphi_{55}(t) \equiv 0\right.$ always). By using the normalization on $\varphi(0)$ and $d \varphi(0)$ we can replace some column of the matrix $\left(\varphi_{i j}(t)\right)_{1 \leq i, j \leq 4}$ by $\left(\varphi_{i 5}(t)\right)_{1 \leq i \leq 4}$ so that the determinant of the resulting matrix $\left(\tilde{\varphi}_{i j}(t)\right)_{1 \leq i, j \leq 4}$ is not identically zero. Now by normalization one has

$$
\varphi_{i j}(t)=\frac{t}{\Delta} \psi_{i j}
$$

where $\psi_{i j}$ are polynomials. Thus the determinant of $\left(\tilde{\varphi}_{i j}(t)\right)$ is equal to

$$
\left|\left(\tilde{\varphi}_{i j}(t)\right)\right|=\frac{t^{5}}{\Delta^{4}} \cdot P(t)
$$

for some polynomial $P(t) \not \equiv 0$. We are going to deduce a contradiction. $\left|\left(\tilde{\varphi}_{i j}\right)\right|$ can be seen to be one of coordinate-functions by $j$; thus $\Delta \cdot\left|\left(\tilde{\varphi}_{i j}\right)\right|=$ $\left(t^{5} / \Delta^{3}\right) \cdot P(t)$ must be a polynomial of degree less than or equal to four. From $t \nmid \Delta$, it follows that

$$
\frac{t^{5}}{\Delta^{3}} P(t)=t^{5} \cdot\left(\frac{P(t)}{\Delta^{3}}\right)
$$

must be a polynomial of degree greater than four if $P(t) \not \equiv 0$. Hence our assertion that $\varphi_{i 5}(t) \equiv 0,1 \leq i \leq 4$, follows.

Proof of Lemma 6.4. The lemma is true for $n=4$ as shown in the proof of the case $X \cong G(2,3)$. For $n \geq 5$ it suffices to find some $\chi \in$ $\operatorname{Aut}_{0}\left(Q^{n}\right)$ such that $\chi\left(C_{i}\right) \subset Q^{n-1}$ for some totally geodesic submanifold $Q^{n-1}$. Then, from $\operatorname{Aut}_{0}\left(Q^{n-1}\right) \subset \operatorname{Aut}_{0}\left(Q^{n}\right)$ and induction the lemma follows.

Let $\varphi: \mathbb{P}^{1} \hookrightarrow Q^{n}$ be either of the rational curves stated in the lemma, and $C_{s}$ be the curve as before. $Q^{n}$ is isomoprhic to a hypersurface in $\mathbb{P}^{n+1}$ defined by

$$
Z_{0} Z_{n+1}=\sum_{i=1}^{n} Z_{i}^{2}
$$

Let $Q^{n-1} \subset Q^{n}$ be defined by

$$
Z_{0} Z_{n+1}=\sum_{i=2}^{n} Z_{i}^{2}
$$

One can see that $Q^{n-1}$ is totally geodesic in $Q^{n}$. Let $\varphi_{i}(0 \leq i \leq n+1)$ be the coordinate-functions of $\varphi: \mathbb{P}^{1} \hookrightarrow Q^{n} \hookrightarrow \mathbb{P}^{n+1}$. Assume that $\varphi(0)=$
$(1,0, \cdots, 0) . \varphi\left(\mathbb{P}^{1}\right)$ being of degree 2 , then $\varphi_{i}$ 's can be chosen to be polynomials of degree less than or equal to two. Write

$$
\varphi_{i}=a_{i} t^{2}+b_{i} t, \quad 1 \leq i \leq n,
$$

by the normalization of $\varphi(0)$. We claim that there exist constants $e_{j}$ 's $\in$ $\mathbb{C}, 1 \leq j \leq n$, such that

$$
\begin{equation*}
\sum_{j=1}^{n} e_{j} \varphi_{j}(t) \equiv 0 \quad \text { and } \quad \sum_{j=1}^{n} e_{j}^{2}=1 \tag{*}
\end{equation*}
$$

Granting the claim we can then find constants $e_{i j}$ 's $\in \mathbb{C}, 2 \leq i \leq n$, $1 \leq j \leq n$, together with $e_{1_{j}} \equiv e_{j}$ such that the map $\chi^{\prime}$ defined by sending

$$
Z_{i} \rightarrow \sum_{j=1}^{n} e_{i j} Z_{j}, \quad 1 \leq i \leq n
$$

preserves the quadratic form

$$
Z_{1}^{2}+Z_{2}^{2}+\cdots+Z_{n}^{2}
$$

Define $\chi \in \operatorname{Aut}\left(\mathbb{P}^{n+1}\right)$ by

$$
\begin{aligned}
\chi\left(Z_{0}\right) & =Z_{0}, \\
\chi\left(Z_{n+1}\right) & =Z_{n+1}, \\
\chi\left(Z_{i}\right) & =\chi^{\prime}\left(Z_{i}\right), \quad 1 \leq i \leq n .
\end{aligned}
$$

Then clearly $\chi \in \operatorname{Aut}_{0}\left(Q^{n}\right)$. By the construction of $\chi^{\prime}$, we have $\chi(C) \subset$ $Q^{n-1}$, and the proof is then finished.

We turn now to the proof of the claim (*). Actually we will take $e_{j}$ 's from $\mathbb{R}$. Recall that $\varphi_{i}=a_{i} t^{2}+b_{i} t$ for $1 \leq i \leq n$. The condition

$$
\sum_{j=1}^{n} e_{j} \varphi_{j} \equiv 0
$$

is equivalent to

$$
\sum_{j=1}^{n} e_{j} a_{j}=0 \text { and } \sum_{j=1}^{n} e_{j} b_{j}=0
$$

If $e_{j}$ 's $\in \mathbb{R}$, by separating the real parts and imaginary parts of the above system we get an equivalent system of four linear equations over $\mathbb{R}$. Since $n \geq 5$, the system has a nontrivial solution $e_{j}$ 's $\in \mathbb{R}$. By normalizing $e_{j}$ 's, the condition

$$
\sum_{j=1}^{n} e_{j}^{2}=1
$$

can also be satisfied. The proof of Lemma 6.4 and the proof of Proposition 3.1 are now completed.

Remark. Lemma 6.4 is also true for $n=3$ as can be seen from the proof in which $X \cong G(2,3)$ by using the (totally geodesic) embedding

$$
\begin{aligned}
& i: D_{3}^{\mathrm{IV}} \hookrightarrow D^{\mathrm{I}}(2,2) \simeq D_{4}^{\mathrm{IV}} \\
& i\left(D_{3}^{\mathrm{IV}}\right)=\left\{Z \in D^{\mathrm{I}}(2,2):{ }^{t} Z=Z\right\}
\end{aligned}
$$

Then the construction of $g$ such that $g(C)=C_{s}$ shows that $g \in \operatorname{Aut}\left(Q^{3}\right)$ if $C \subset Q^{3}$.

## Acknowledgments

This problem was originally formulated and proposed to me by Professor Ngaiming Mok. When I stayed at the Institut des Hautes Études Scientifiques for the period July-August 1990, I had many discussions with him, which led to the completion of this work, and I wish to express my deep graditude to him for much invaluable help. Thanks are also due to the Institut des Hautes Études Scientifiques for its hospitality and to Professor M. Gromov for some useful conversations. It is also a pleasure to thank Professors S. Bell, L. Lempert, and Y. L. Tong for helpful discussions. My thanks especially to Professor Tong for his encouragement throughout the course of the research.

## References

[1] S. Bell, Proper holomorphic correspondences between circular domains, Comment. Math. Helv. 57 (1982) 532-538.
[2] __, Mapping problems in complex analysis and the $\bar{\partial}$-problem, Bull. Amer. Math. Soc. (N.S.) 22 (1990) 233-259.
[3] W. Ballmann \& P. Eberlein, Fundamental groups of manifolds of nonpositive curvature, J. Differential Geometry 25 (1987) 1-22.
[4] K. Corlette, Flat G-bundles with canonical metrics, J. Differential Geometry 28 (1988) 362-382.
[5] ___, Archimedean superrigidity and hyperbolic geometry, preprint.
[6] P. Eberlein, Rigidity of lattices of non-positive curvature, Ergodic Theory Dynamical Systems 3 (1983) 47-85.
[7] J. Faran, The linearity of proper holomorphic maps between balls in the low codimension case, J. Differential Geometry 24 (1986) 15-17.
[8] F. Forstnerič, Proper holomorphic mappings: a survey, Preprint series, Dept. of Math., University E. K. Ljubljana.
[9] P. Griffiths \& J. Harris, Principles of algebraic geometry, Pure Appl. Math., WileyInterscience, New York, 1978.
[10] M. Gromov, Lectures on manifolds of nonpositive curvature, Manifolds of nonpositive curvature (Ballmann, Gromov \& Schroeder, eds.), Progr. Math., Vol. 61, Birkhäuser, Boston, 1985.
[11] S. Helgason, Differential geometry, Lie groups and symmetric spaces, Academic Press, New York, 1978.
[12] G. M. Henkin \& R. Novikov, Proper mappings of classical domains, Linear and Complex Analysis Problem Book, Springer, Berlin, 1984, 625-627.
[13] L. Lempert, La mètrique de Kobayashi et représentation des domains sur la boule, Bull. Soc. Math. France 109 (1981) 427-474.
[14] __, A precise result on the boundary regularity of biholomorphic mappings, Math. $\mathbf{Z}$. 193 (1986) 559-579.
[15] G. A. Margulis, Discrete groups of motion of manifolds of nonpositive curvature, Amer. Math. Soc. Transl., Vol. 109, Amer. Math. Soc., Providence, RI, 1977, 33-45.
[16] N. Mok, Uniqueness theorems of Hermitian metrics of seminegative curvature on quotients of bounded symmetric domains, Ann. of Math. (2) 125 (1987) 105-152.
[17] __, Uniqueness theorems of Kähler metrics of semipositive bisectional curvature on compact Hermitian symmetric spaces, Math. Ann. 276 (1987) 177-204.
[18] __, Metric rigidity theorems on Hermitian locally symmetric manifolds, Ser. Pure Math., Vol. 6, World Scientific, Singapore, 1989.
[19] __, Aspects of Kähler geometry on arithmetic varieties, preprint.
[20] N. Mok \& I-H. Tsai, Rigidity of convex realizations of irreducible bounded symmetric domains of rank $\geq 2$, preprint.
[21] G. D. Mostow, Strong rigidity of locally symmetric spaces, Annals of Math. Studies, No. 78, Princeton Univ. Press, Princeton, NJ, 1973.
[22] H. Nakagawa \& R. Takagi, On locally symmetric Kähler manifolds in a complex projective space, J. Math. Soc. Japan 28 (1976) 638-667.
[23] W. Rudin, Real and complex analysis 2nd ed., McGraw-Hill, New York, 1974.
[24] Y.-T. Siu, The complex analyticity of harmonic maps and the strong rigidity of compact Kähler manifolds, Ann. of Math. (2) 112 (1980) 73-111.
[25] __, Strong rigidity of compact quotients of exceptional bounded symmetric domains, Duke Math. J. 48 (1981) 857-871.
[26] W.-K. To, Hermitian metrics of seminegative curvature on quotients of bounded symmetric domains, Invent. Math. 95 (1989) 559-578.
[27] I-H. Tsai, Rigidity of holomorphic maps between compact Hermitian symmetric spaces, J. Differential Geometry 33 (1991) 717-729.
[28] A. E. Tumanov \& G. M. Henkin, Local characterization of holomorphic automorphisms of classical domains, Dokl. Akad. Nauk SSSR 267 (1982) 796-799. (Russian)
[29] V. S. Varadarajan, Lie groups, Lie algebras and their representations, Prentice-Hall, Englewood Cliffs, NJ, 1974.
[30] J. A. Wolf, Fine structure of Hermitian symmetric spaces, Geometry of Symmetric Spaces (Boothby-Weiss, ed.), Marcel-Dekker, New York, 1972, 271-357.
[31] P. C. Yang, On Kähler manifolds with negative holomorphic bisectional curvature, Duke Math. J. 43 (1976) 871-874.
[32] J.-Q. Zhong, The degree of strong nondegeneracy of the bisectional curvature of exceptional bounded symmetric domains, Proc. Internat. Conf. Several Complex Variables, Hangzhou (Kohn-Lu-Remmert-Siu, ed.), Birkhäuser, Boston, 1984, 127-139.


[^0]:    Received November 28, 1990 and, in revised form, October 7, 1991.

