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## 1. Introduction

The inverse spectral problem for planar regions was clearly formulated by M. Kac [9]. In this paper, a summary of which appears in [10], we discuss an approach to this problem, and some limited results, for strictly convex planar domains. The objective of inverse spectral theory is the extraction from the spectrum, say of the Dirichlet problem:

$$
\begin{align*}
& \Delta u=\lambda^{2} u \text { in } \Omega \subset \mathbf{R}^{2},  \tag{1.1}\\
& \left.u\right|_{\partial \Omega}=0,
\end{align*}
$$

of some geometric information about the domain $\Omega$ itself. The technique discussed by Kac relies on the fact that the trace of the associated heat equation

$$
\begin{equation*}
\tau(t)=\operatorname{tr}\left(\exp \left(-t \Delta_{D}\right)\right), \quad t>0 \tag{1.2}
\end{equation*}
$$

where $\Delta_{D}$ is an unbounded self-adjoint operator on $L^{2}(\Omega)$, is determined by the spectrum (always with multiplicity):

$$
\begin{equation*}
\tau(t)=\sum \exp \left(-\lambda^{2} t\right) \tag{1.3}
\end{equation*}
$$

[^0]As $t \downarrow 0, \tau(t)$ has an asymptotic expansion (see McKean \& Singer [11]),

$$
\begin{equation*}
\tau(t) \sim \sum_{j \geqslant 0} d_{j} t^{-1-1 / 2 j} \tag{1.4}
\end{equation*}
$$

where the first few coefficients are known:

$$
\begin{equation*}
d_{0}=(4 \pi)^{-1} \operatorname{Area}(\Omega), \quad d_{1}=\frac{1}{4}(4 \pi)^{-1 / 2} \operatorname{Length}(\partial \Omega), \quad d_{2}=1 / 6, \cdots \tag{1.5}
\end{equation*}
$$

These quantities are examples of spectral invariants. As a simple application (in Kac [9]) the standard isoperimetric inequality (see Osserman [13])

$$
\begin{equation*}
\text { Area }(\Omega) \leqslant \operatorname{Length}(\partial \Omega)^{2} / 4 \pi \tag{1.6}
\end{equation*}
$$

in which there is equality only for the discs, shows that from the spectrum alone it can be determined whether or not the region is a disc.

Now the invariants (1.5) are difficult to determine. We therefore introduce another set of invariants of the problem. These are limited to strictly convex regions and are only shown here to be invariant generically, that is, for an open dense set of regions in a suitable $C^{k}$ topology on the boundary. This set does however contain an open neighborhood of the discs. The new invariants arise in a somewhat subtler way than those in (1.5), and are extracted from

$$
\begin{equation*}
\hat{\sigma}_{D}(t)=\operatorname{tr} \cos \left(\Delta^{1}{ }^{2} t\right)=\frac{1}{2} \sum \exp (i \lambda t) \tag{1.7}
\end{equation*}
$$

where the sum is over all $\lambda$ with $\lambda^{2}$ in the spectrum characterized by (1.1). Thus $\hat{\sigma}_{D}$ is the trace of the solution operator to the wave equation associated to $\Delta_{D}$. For some $\varepsilon(\Omega)>0, \hat{\sigma}_{D}(t)$ is $C^{\infty}$ in $0<t<\varepsilon$ but is singular at $t=0$, having an asymptotic expansion there:

$$
\begin{equation*}
\hat{\sigma}_{D}(t) \sim \sum_{j \geqslant 0} d_{j}^{\prime} t^{-2+j} \tag{1.8}
\end{equation*}
$$

The coefficients of this expansion are combinations of the coefficients in (1.4), so give no new information.

As shown in [1], generalizing earlier work of Colin de Verdière, Chazarain [3] and Duistermaat \& Guillemin [5], $\hat{\sigma}_{D}(t)$ is well-defined as a (tempered) distribution on $\mathbf{R}$ and is $C^{\infty}$ away from the length spectrum $\mathcal{L}(\Omega)$ of $\Omega$. That is, away from the set of lengths of closed reflected geodesics of $\Omega$ (including multiples of the length of the boundary). This result was further refined in [6] where the behaviour of the singularity of $\hat{\sigma}_{D}$ near the length of a nondegenerate geodesic (or clean family of geodesics) was analysed. As an application, a simple inverse spectral problem for the ellipse was solved in [7]. Such an assumption of nondegeneracy on the geodesics, whilst generic for convex regions, is very limiting since it precludes even arbitrary small perturbations of
discs. One of the key results of this paper (Theorem 6.4) shows that for domains satisfying a much weaker noncoincidence condition, $\hat{\sigma}_{D}$ is always singular at a certain subset of $\mathcal{L}(\Omega)$, which we proceed to make precise.

Any closed geodesic on a strictly convex planar region (excluding for the moment the boundary itself from consideration as a geodesic) has associated to it two positive integers, the number $n$ of reflection points and the rotation number $m$ normalized to have $m \leqslant \frac{1}{2} n$. If $\Gamma(m, n)$ denotes the set of such closed geodesics, this set never being empty with these constraints on $m, n$ (see Birkhoff [2]), then

$$
\begin{equation*}
\mathcal{L}(\Omega)=\bigcup_{m, n} L(\Gamma(m, n)) \cup \mathbf{N} L_{\infty}, \tag{1.9}
\end{equation*}
$$

where $L_{\infty}$ is the length of the boundary, and $L(g)$ for $g \in \Gamma(m, n)$ is the length with multiplicity of the closed geodesic. $\mathcal{L}(\Omega)$ is closed and always has $m L_{\infty}$, for each $m \geqslant 1$, as a limit point from below of $\cup_{n} L(\Gamma(m, n))$. Set

$$
T_{m, n}=\sup L(\Gamma(m, n)), \quad t_{m, n}=\inf L(\Gamma(m, n))
$$

then as $n \rightarrow \infty$ with $m$ fixed (see Theorem 5.15)

$$
\begin{equation*}
n^{k}\left(T_{m, n}-t_{m, n}\right) \rightarrow 0 \quad \forall k, \tag{1.10}
\end{equation*}
$$

and moreover there are constants $c_{k, m}=c_{k, m}(\Omega)$ such that

$$
\begin{equation*}
T_{m, n} \sim m L_{\infty}+\sum_{k=1}^{\infty} c_{k, m} n^{-2 k} \quad(\text { as } n \rightarrow \infty) \tag{1.11}
\end{equation*}
$$

Here $c_{1, m}<0$ always, and these constants or more precisely the $c_{k, 1}$ constitute the new collection of invariants mentioned above.

It is shown below, using in the process a simple lemma on degenerate oscillatory integrals due to Soga [14], that the $c_{k, 1}$ are determined by the spectrum (1.1) for any region which has the property (noncoincidence) that $L_{\infty}$ is not a limit point from below of $\cup_{m^{\prime}>1} L\left(\Gamma\left(m^{\prime}, n^{\prime}\right)\right)$. The more technical component of this proof is the microlocal analysis of the hyperbolic boundary problem:

$$
\begin{align*}
& \left(D_{t}^{2}-\Delta\right) u(t, x)=0 \quad \text { in } \mathbf{R}_{t} \times \Omega, \\
& u=0 \quad \text { on } \mathbf{R} \times \partial \Omega,  \tag{1.12}\\
& u(0, \cdot)=u_{0}, \quad D_{t} u(0, \cdot)=u_{1} \quad \text { on } \Omega,
\end{align*}
$$

carried out in [6]; this is used freely.
The constants $c_{k, 1}(\Omega)$ are further reinterpreted in a very useful geometric form. The technical basis for this is the result in symplectic geometry [12] and some remarks in [8]. Thus the behaviour of the geodesics in $\Omega$ is summarized in the billiard ball map, or in the closely related boundary map associated to $\Omega$.

The latter is a homeomorphism

$$
\begin{equation*}
\delta_{+}: B^{*}(\partial \Omega) \rightarrow B^{*}(\partial \Omega) \tag{1.13}
\end{equation*}
$$

of the coball bundle to $\partial \Omega$, the subset of $T^{*} \partial \Omega$ consisting of covectors of length at most one in the induced Riemannian structure on $\partial \Omega$. The map $\delta_{+}$is defined (§2) so that if $p_{j} \in T_{\partial \Omega}^{*} \Omega$ are the successive points of a closed geodesic on $\Omega$, then $i^{*}\left(p_{j+1}\right)=\delta_{+} i^{*}\left(p_{j}\right)$, where $i^{*}: T_{\partial \Omega}^{*} \Omega \rightarrow T^{*} \partial \Omega$ is the projection dual to the inclusion of $\partial \Omega$ in $\Omega$. The map $\delta_{+}$is $C^{\infty}$ in the interior of $B^{*} \partial \Omega$ and symplectic there, i.e., preserves the area 2 -form. The results of [12] apply to $\boldsymbol{\delta}_{+}$, the proof is outlined below in this special case as Theorem 3.2, to show that there is always a $C^{\infty}$ function $\zeta \in C^{\infty}\left(B^{*} \partial \Omega\right)$ such that

$$
\begin{equation*}
\delta_{+} \equiv \exp \left(-\zeta^{1 / 2} H_{\zeta}\right) \tag{1.14}
\end{equation*}
$$

where $H_{\zeta}$ is the Hamilton vector field of $\zeta$, and equality in (1.14) is modulo a $C^{\infty}$ symplectic map which preserves $S_{+}^{*} \partial \Omega$, the counterclockwise component of the boundary of $B^{*} \partial \Omega$, to all orders.

The Taylor series of $\zeta$ at $S_{+}^{*} \partial \Omega$ is uniquely determined by the requirement (1.14). If $d z$ is the 1 -form on the circle $\zeta=t$ (small) normalized by $d z\left(H_{\zeta}\right)=1$, then

$$
I(t)=\int_{\zeta=t} d z
$$

is a $C^{\infty}$ function of $t$ near 0 , with Taylor series at $t=0$ independent of the choice of $\zeta$ satisfying (1.14), i.e.,

$$
\begin{equation*}
I_{k+1}=d^{k} I(0) / d t^{k}=I_{k+1}(\Omega) \tag{1.15}
\end{equation*}
$$

The family of invariants (1.15) is algebraically equivalent to the set of constants $c_{k, 1}$. Explicit formulas (4.6) are obtained for the first two, $I_{1}, I_{2}$, and these are used to find a two parameter family of strictly convex regions which are spectrally determined amongst all regions satisfying the noncoincidence condition. Other spectrally rigid regions can be obtained by considering variational problems involving the area of $\Omega$ in addition to $I_{1}, I_{2}$ and $L_{\infty}$.

In outline this paper proceeds as follows. In the second section formulas for the domain and associated billiard ball map in terms of the curvature function are given. The third section treats the symplectic normal form theorem for the boundary map, which is used in section four to derive formulas for the first two integral invariants, and in section five to relate these invariants to the asymptotic distribution of the lengths of closed geodesics. Section six contains a partial converse to the Poisson relation for convex regions, and this is used in
section seven to show that the integral invariants are generic spectral invariants. The last two sections, eight and nine, examine the extrema of the first two integral invariants.

The authors wish to thank Victor Guillemin for helpful conversations.

## 2. Billiard ball map

Let $\Omega \subset \mathbf{R}^{2}$ be a smoothly bounded strictly convex region. Thus the boundary $\partial \Omega$ of $\Omega$ is a strictly convex curve, in particular a Jordan curve. We shall give $\partial \Omega$ the counterclockwise orientation. The arc length measure

$$
|d s| \in C^{\infty}\left(\partial \Omega,\left|\Lambda^{1}\right|\right), \quad|d s| \neq 0
$$

which is fixed in any nonstationary parametrization of $\partial \Omega$

$$
[0 T] \ni t \mapsto(x(t), \quad y(t)) \in \partial \Omega
$$

by $|d s|=\left((\dot{x}(t))^{2}+(\dot{y}(t))^{2}\right)^{1 / 2}|d t|$, can then be extended to a unique 1 -form $d s \in C^{\infty}\left(\partial \Omega, \Lambda^{1}\right)$ with $d s>0$ the given orientation. If $p \in \partial \Omega$ is a given point, $\Omega$ can be normalized by a rigid motion so that

$$
\begin{equation*}
p=(0,0), \quad \text { and the positive tangent to } \Omega \text { at } p \text { is }(1,0) . \tag{2.1}
\end{equation*}
$$

The curve $\partial \Omega$, and hence the region $\Omega$, is determined up to a rigid motion by the curvature function. Thus, for $p \in \partial \Omega$ given, let $s=s_{p}$ be the arclength measured from $p$ in the counterclockwise direction. Then $\partial \Omega$ normalized by (2.1) is the curve:

$$
\begin{equation*}
c:[0, L] \ni s \mapsto(x(s), y(s)), \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
x(s)=\int_{0}^{s} \cos (\theta(t)) d t, \quad y(s)=\int_{0}^{s} \sin (\theta(t)) d t \tag{2.3}
\end{equation*}
$$

with $\theta(s)$ the angle between tangent and $x$-axis. The curvature function

$$
\begin{equation*}
\kappa(s)=\frac{d}{d s} \theta(s) \tag{2.4}
\end{equation*}
$$

is invariantly defined as a function on $\partial \Omega$. Since $\partial \Omega$ is strictly convex, $\kappa>0$. For later purposes it is convenient to introduce angular or curvature coordinates, fixed by the base point $p$,

$$
\begin{equation*}
r=r_{p}=\theta(s)=\int_{0}^{s} \kappa(t) d t \tag{2.5}
\end{equation*}
$$

and then to define

$$
\begin{equation*}
\chi(r)=1 / \kappa(s) \tag{2.6}
\end{equation*}
$$

(2.7) Proposition. The relationships (2.2)-(2.6) give a 1-1 correspondence between pointed $C^{\infty}$ strictly convex bounded regions normalized by (2.1) and all positive functions $x \in C^{\infty}(\mathbf{R} / 2 \pi \mathbf{Z})$ such that

$$
\begin{gather*}
\inf \chi>0  \tag{2.8}\\
\int_{0}^{2 \pi} \chi(r) \cos r d r=\int_{0}^{2} \chi(r) \sin r d r=0 \tag{2.9}
\end{gather*}
$$

Proof. If a positive function $\kappa \in C^{\infty}(\mathbf{R} / L \mathbf{R})$ is the curvature function in arclength coordinates of a strictly convex curve of length $L$, then (2.3), (2.5) show that

$$
\begin{equation*}
\int_{0}^{L} \theta(t) d t=2 \pi, \quad \int_{0}^{L} \cos (\theta(t)) d t=\int_{0}^{L} \sin (\theta(t)) d t=0 . \tag{2.10}
\end{equation*}
$$

Under the change of variable to $r$ in (2.5) the last two of those conditions reduce to (2.9). The first condition shows that $\chi$ is periodic of period $2 \pi$. Conversely, condition (2.10) shows that (2.3)-(2.6) construct from $\chi \in$ $C^{\infty}(\mathbf{R} / 2 \pi \mathbf{Z})$ a closed strictly convex curve as in (2.1), proving the proposition.

Note that the length of the curve is

$$
\begin{equation*}
L_{\infty}=\int_{0}^{2 \pi} \chi(r) d r \tag{2.11}
\end{equation*}
$$

The billiard ball map of the region $\Omega$ describes the relationship of points on the boundary $\partial \Omega$ lying on the same straight line. Let $G$ be the circle bundle over $\partial \Omega$ with fibres the circles of unit tangent vectors to $\mathbf{R}^{2}$ at each point of $\partial \Omega$. Then

$$
G=\partial \Omega \times S^{1}, \quad S^{1}=(\mathbf{R} / 2 \pi \mathbf{Z})
$$

The billiard ball map can be viewed as an involution $\beta: G \rightarrow G$, defined by

$$
\beta(x, \theta)=\left(x^{\prime}, \theta^{\prime}\right)
$$

if $\boldsymbol{\theta}^{\prime}=\tau \boldsymbol{\theta}$, using the translation of tangent vectors in $\mathbf{R}^{2}$, and $x, x^{\prime}$ lie on the straight line with direction $\theta$ :

$$
\begin{equation*}
x-x^{\prime}=D \theta, \quad D \in \mathbf{R} \tag{2.12}
\end{equation*}
$$

The circle bundle $G$ projects orthogonally, along the normal bundle to $\partial \Omega$, onto $B^{*} \partial \Omega \subset T^{*} \partial \Omega$, the unit coball bundle to $\partial \Omega$. In fact this projection has two continuous inverses

$$
\begin{equation*}
\mu_{ \pm}: B^{*} \partial \Omega \rightarrow G, \quad \pi \cdot \mu_{ \pm}=\mathrm{Id} \tag{2.13}
\end{equation*}
$$

where $\pi$ is the projection and $\mu_{ \pm}$have respectively the inward and outward pointing halves of $G$ as ranges. The composite maps

$$
\delta_{ \pm}: B^{*} \partial \Omega \rightarrow B^{*} \partial \Omega, \quad \delta_{ \pm}=\pi \cdot \beta \cdot \mu_{ \pm}
$$

are symplectomorphisms called the boundary maps-specifically the inward and outward boundary maps-they are inverses of each other.

Next we proceed to compute a formula for $\delta_{ \pm}$in terms of the curvature. If the straight line (2.12) passes through $c(s)=(x(s), y(s))$ and makes an angle $\varphi$, measured inward from the forward tangent at $c(s)$, then $(s, \varphi)$ give global coordinates in $G$, and in terms of the canonical coordinates $(s, \sigma)$ in $T^{*} \partial \Omega$ dual to the arclength,

$$
\begin{equation*}
\pi(x, \varphi)=(s, \sigma) \Leftrightarrow \sigma=\cos \varphi \tag{2.14}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\tan (\varphi+r)=\frac{y\left(s^{\prime}\right)-y(s)}{x\left(s^{\prime}\right)-x(s)}=\frac{\int_{r}^{r^{\prime}} \chi(t) \sin t d t}{\int_{r}^{r^{\prime}} \chi(t) \cos t d t} \tag{2.15}
\end{equation*}
$$

where $r, r^{\prime}$ are the values of the curvature variable at $x=c(s), x^{\prime}=c\left(s^{\prime}\right)$ on the line with angle $\varphi$ at $c(s)$. If $\beta(x, \varphi)=\left(x^{\prime}, \varphi^{\prime}\right)$, then the equality in (2.15) fixes $r^{\prime}$ in terms of $(s, \varphi)$, and clearly

$$
\varphi+r=\varphi^{\prime}+r^{\prime} .
$$

To reduce this to a formula for $\delta_{+}$notice that one should take $\varphi \in[0, \pi]$. In particular, if $r$ is the curvature coordinate normalized at $p$, then

$$
\delta_{+}(0, \sigma)=\left(r^{\prime}, \sigma^{\prime}\right)
$$

if

$$
\begin{equation*}
\frac{\left(1-\sigma^{2}\right)^{1 / 2}}{\sigma}=\frac{\int_{r}^{r^{\prime}} \chi(t) \sin t d t}{\int_{r}^{r^{\prime}} \chi(t) \cos t d t} \tag{2.16}
\end{equation*}
$$

because of (2.14).

## 3. Interpolating Hamiltonian

As noted above (see for example [6]) the boundary maps $\boldsymbol{\delta}_{ \pm}$are symplectic with respect to the standard symplectic (area) form on $T^{*} \partial \Omega$, that is, $\delta_{ \pm}$ preserve the 2 -form

$$
\begin{equation*}
\sin (\varphi) d s \wedge d \varphi=d \sigma \wedge d s \tag{3.1}
\end{equation*}
$$

Note that $\delta_{ \pm}$are not $C^{\infty}$ up to the boundary $S^{*} \partial \Omega$ of $B^{*} \partial \Omega$ but are continuous and fix $S^{*} \partial \Omega$ pointwise. The singularity of $\delta_{ \pm}$at $S^{*} \partial \Omega$ is of square-root type as is clear from (2.16), which shows that $r^{\prime}=R^{\prime}\left(r,(1-\sigma)^{1 / 2}\right)$, with $R^{\prime}$ a $C^{\infty}$ function, $R^{\prime}(r, 0)=0, d R^{\prime}(r, t) / d t>0$ at $t=0$. The precise form of this singularity is described in the theorem below. This is essentially a corollary of the main result of [12], and holds for convex regions in any dimension. For
completeness a proof is given here for the special case of planar domains. For $\zeta \in C^{\infty}\left(T^{*} \partial \Omega\right)$ we denote by $H_{\zeta}$ the Hamilton vector field of $\zeta$ on $T^{*} \partial \Omega$.
(3.2) Theorem. If $\delta_{ \pm}$are the boundary maps of a strictly convex $C^{\infty}$ planar domain, there exists a $C^{\infty}$ function $\zeta \in C^{\infty}\left(T^{*} \partial \Omega\right)$ which is a defining function for the positive half $S_{+}^{*} \partial \Omega$ of the cosphere bundle such that $\zeta \geqslant 0$ in $B^{*} \partial \Omega$ and

$$
\begin{equation*}
\delta_{ \pm} \cdot \exp \left( \pm \zeta^{1 / 2} H_{\zeta}\right)=\rho_{ \pm} \tag{3.3}
\end{equation*}
$$

are $C^{\infty}$ maps near $S_{+}^{*} \partial \Omega \subset B^{*} \partial \Omega$ fixing $S_{+}^{*} \partial \Omega$ to infinite order. The Taylor series at $S_{+}^{*} \partial \Omega$ of $\zeta$ is determined by the requirement (3.3).

As shown in [12], locally near any point of $S_{+}^{*} \partial \Omega, \zeta$ can be chosen so that (3.3) holds with $\rho_{ \pm}=$Id near the point. That is, the boundary maps $\delta_{ \pm}$(and hence the billiard ball map $\beta$ ) are always locally completely integrable. In general it is not possible to choose $\zeta$ so that (3.3) holds in a neighborhood of $S_{+}^{*} \partial \Omega$ with $\rho_{ \pm}=$Id.

Proof of Theorem (3.2). Note that $\pi$ in (2.14) is an isomorphism onto $S^{*} \partial \Omega$, we denote its domain $\pi^{-1}\left(S^{*} \partial \Omega\right)$ by $S^{*} \partial \Omega \subset G$. Again from (2.14) it is clear that if $f \in C^{\infty}(G)$, then $f=\pi^{*} g$, near $S_{+}^{*} \partial \Omega$ with $g \in C^{\infty}\left(T^{*} \partial \Omega\right)$ if and only if $f$ is locally invariant under the involution

$$
\alpha: G \rightarrow G, \quad \alpha(x, \varphi)=(x,-\varphi)
$$

From (3.3) it would follow that the Taylor series of $\zeta$ at $S^{*} \partial \Omega$ was invariant under $\delta_{ \pm}$. Thus we look first for a Taylor series even under $\alpha$,

$$
\begin{equation*}
g=\sum_{j} g_{j}(s) \varphi^{2 j} \tag{3.4}
\end{equation*}
$$

such that $\beta^{*} g$ is also even. If $\beta^{*}(\varphi)=\varphi^{\prime}, \beta^{*}(s)=s^{\prime}$, then

$$
\begin{equation*}
\beta^{*} g=\sum_{j} g_{j}\left(s^{\prime}\right)\left(\varphi^{\prime}\right)^{2 j}=\sum_{k=2}^{\infty} p_{k}(s) \varphi^{k} \tag{3.5}
\end{equation*}
$$

From (2.5) it follows that

$$
\begin{equation*}
\varphi^{\prime}=-h(s) \varphi+k(s) \varphi^{2}+O\left(\varphi^{3}\right), \quad s^{\prime}=s+w(s) \varphi+O\left(\varphi^{2}\right) \tag{3.6}
\end{equation*}
$$

with $h(0)>0, w(0)>0$. Consider the term $p_{3}$ in (3.5):

$$
\begin{equation*}
p_{3}(s)=w(s) d g_{1} / d s+2 k(s) g_{1} \tag{3.7}
\end{equation*}
$$

Thus (3.7) shows that the equation $p_{3}(s)=0$ has a unique local solution $g_{1}(s)$ with $g_{1}(0)=1$. Similarly, adding the terms $g_{j}$ to $g$ changes the coefficient $p_{2 j+1}$ in $\beta^{*} g$ by

$$
w(s) \frac{d g_{j}(s)}{d s}+2 j k(s) g_{j}(s)
$$

and leaves the coefficients $p_{2 r}, r<j$, unchanged. Thus, for $j>1, g_{j}$ is uniquely fixed by requiring that $g_{j}(0)=0$ and that $\beta^{*} g$ have no term $\varphi^{2 j+1}$. By induction we can therefore choose $g$ in (3.4) with $g_{1} \neq 0$ and $\beta^{*} g$ even in $\varphi$. Then

$$
\begin{equation*}
t=\frac{1}{2}\left(g+\beta^{*} g\right) \tag{3.8}
\end{equation*}
$$

is a Taylor series at $S_{+}^{*} \partial \Omega$ even under both $\beta$ and $\alpha$, since these are both involutions. Choosing $t \in C^{\infty}\left(T^{*} \partial \Omega\right)$ consistent with this Taylor series then satisfies

$$
\begin{equation*}
\delta_{ \pm}^{*} t-t \in C^{\infty}\left(B^{*} \partial \Omega\right) \quad \text { near } S_{+}^{*} \partial \Omega \tag{3.9}
\end{equation*}
$$

vanishes to all orders at $S_{+}^{*} \partial \Omega$.
Next solve the equation

$$
H_{t} \tau=1,\left.\quad \tau\right|_{s=0}=0
$$

clearly possible locally since $H_{t}$ is tangent to $S_{+}^{*} \partial \Omega$ and nonzero. This gives local coordinates ( $\tau, t$ ) in which the symplectic 2 -form $\omega$ on $T^{*} \partial \Omega$ is again $\omega=d t \wedge d \tau$. From (3.9), $H_{t}\left(\delta_{+}^{*} \tau\right)=1+e, e \in C^{\infty}$ vanishing to all orders at $S_{+}^{*} \partial \Omega$. Thus, for some $g^{\prime} \in C^{\infty}(\mathbf{R})$,

$$
\delta_{+}^{*} \tau \equiv \tau+g^{\prime}(t) t^{1 / 2}
$$

modulo a $C^{\infty}$ function vanishing to all orders at $S_{+}^{*} \partial \Omega$. From (3.6), $g^{\prime}(0) \neq 0$, so new symplectic coordinates

$$
\zeta=R(t), \quad z=\tau / R^{\prime}(t)
$$

can be introduced satisfying $R(t) d R / d t=-g^{\prime}(t) t$, i.e.,

$$
\begin{equation*}
R(t)=\left(-2 \int_{0}^{t} g^{\prime}(s) s d s\right)^{1 / 2} \tag{3.10}
\end{equation*}
$$

Thus we have

$$
\begin{equation*}
\delta_{+}^{*} z \equiv z-\zeta^{1 / 2}, \quad \delta_{+}^{*} \zeta \equiv \zeta, \quad \omega=d \zeta \wedge d z \tag{3.11}
\end{equation*}
$$

in the sense of Taylor series at $\zeta=0$, i.e., $S_{+}^{*} \partial \Omega$. Since $H_{\zeta}=\partial_{z}$, this leads to (3.3) at least locally near a given point of $S^{*} \partial \Omega$.

The uniqueness of the Taylor series at $S_{+}^{*} \partial \Omega$ follows directly, using the fact that (3.11) must hold in the new coordinates $z^{\prime}, \zeta^{\prime}$. Always in the sense of Taylor series at $\zeta=0$ it follows from $\delta_{+}^{*} \zeta^{\prime} \equiv \zeta^{\prime}$ that $\zeta^{\prime} \equiv w(\zeta)$. Since $H_{\zeta^{\prime}} z^{\prime}=1$, $H_{\zeta} z^{\prime} \equiv w^{\prime}(\zeta)$, so $z^{\prime} \equiv w^{\prime}(\zeta) z$. Thus $\delta_{+}^{*} z^{\prime} \equiv z^{\prime}-w^{\prime}(\zeta) \zeta^{1 / 2}$, i.e., $\zeta^{\prime} \equiv \zeta$. Having constructed $\zeta$ everywhere locally at $S_{+}^{*} \partial \Omega$, this local uniqueness shows that the Taylor series of $\zeta$ satisfying (3.3) exists and is unique around $S_{+}^{*} \partial \Omega$, completing the proof of the theorem.

## 4. Integral invariants

In this section we examine some properties of the integral invariants (1.15), for a given strictly convex region $\Omega \subset \mathbf{R}^{2}$, and compute explicit formulas (4.8) for the first two of them.
(4.1) Lemma. If $\zeta \in C^{\infty}\left(B^{*} \partial \Omega\right)$ is an interpolating Hamiltonian at $S_{+}^{*} \partial \Omega$ for the boundary map of a strictly convex planar region, then for some $\varepsilon>0$ the circles $A(t)=\{\zeta=t\}, 0<t<\varepsilon$, carry $C^{\infty} 1$-forms $d z, d z\left(H_{\zeta}\right)=1$, and

$$
\begin{equation*}
I(t)=\int_{A(t)} d z \in C^{\infty}([0, \varepsilon)) \tag{4.2}
\end{equation*}
$$

Proof. Since $\zeta$ is a defining function for $S_{+}^{*} \partial \Omega$, the $A(t)$ clearly are circles depending smoothly on $t$ for $t \in[0, \varepsilon), \varepsilon$ small. Again, $H_{\zeta}$ is tangent to each $A(t)$, and $H_{\zeta} \neq 0$, so $d z$ is a $C^{\infty} 1$-form depending smoothly on $t$. Thus (4.2) holds, proving the lemma.

Changing from $\zeta$ to another interpolating Hamiltonian $\zeta^{\prime}, \zeta^{\prime}-\zeta$ always vanishes to all orders at $S_{+}^{*} \partial \Omega$, so the new 1-form $d z^{\prime}$ differs by $d z^{\prime}-d z$, from the old, and this vanishes to all orders at $S_{+}^{*} \partial \Omega$, as a 1 -form on $B^{*} \partial \Omega$. Thus the new function $I^{\prime}(t)$ is such that $I^{\prime}(t)-I(t)$ vanishes to all orders at $t=0$. In consequence the coefficients in the Taylor series

$$
I_{k+1}=d^{k} I(0) / d t^{k}
$$

are independent of the choice of $\zeta$.
If we take

$$
\zeta=(1-\sigma) \zeta_{1}(s)+(1-\sigma)^{2} \zeta_{2}(s)+O(1-\sigma)^{3}
$$

then in terms of the variable $s$ on $A(t)$, with $\sigma=\sigma(s), \zeta(s, \sigma(s))=t$,

$$
\begin{align*}
& I_{1}=\int_{0}^{L}\left(\frac{\partial \zeta}{\partial \sigma}\right)^{-1} d s=-\int_{0}^{1} \zeta_{1}^{-1} d s \\
& I_{2}=\left.\frac{d}{d t} \int_{0}^{L}\left(\frac{\partial \zeta}{\partial \sigma}\right)^{-1} d s\right|_{t=0}=\int_{0}^{L} \zeta_{2} \zeta_{1}^{-3} d s \tag{4.2}
\end{align*}
$$

A $C^{\infty}$ function of $(s, \sigma)$, such as $\zeta$, must be $C^{\infty}$ and even in $\varphi$ across $\varphi=0$, $\sigma=\cos (\varphi)$, i.e.,

$$
\zeta=a_{1}(s) \varphi^{2}+a_{2}(s) \varphi^{4}+O\left(\varphi^{6}\right)
$$

Therefore $\zeta_{1}=2 a_{1}, \zeta_{2}=\frac{1}{3} a_{1}+4 a_{2}$. We proceed to compute $a_{1}, a_{2}$.
Let $\delta_{+}(s, \sigma)=\left(s^{\prime}, \sigma^{\prime}\right)$. Since (3.3) holds, the Taylor series of $s^{\prime}$ at $\zeta=0$ is given by

$$
\begin{equation*}
s^{\prime}=s-\zeta^{1 / 2} H_{\zeta} s+\frac{1}{2} \zeta H_{\zeta}^{2} s-\frac{1}{6} \zeta^{3 / 2} H_{\zeta}^{3} s+\cdots \tag{4.3}
\end{equation*}
$$

Now

$$
\begin{aligned}
H_{\zeta} s & =-\frac{I}{\sin (\varphi)} \frac{\partial \zeta}{\partial \varphi}=-2 a_{1}-\left(4 a_{2}+\frac{1}{3} a_{1}\right) \varphi^{2}+O\left(\varphi^{4}\right) \\
H_{\zeta}^{2} s & =\frac{1}{\sin (\varphi)}\left(\frac{\partial \zeta}{\partial \varphi} \partial_{s}-\frac{\partial \zeta}{\partial s} \partial_{\varphi}\right)\left(\frac{1}{\sin (\varphi)} \frac{\partial \zeta}{\partial \varphi}\right)=4 a_{1} \dot{a}_{1}+O\left(\varphi^{2}\right), \\
H_{\zeta}^{3} s & =\cdots=-8\left(a_{1}^{2} \ddot{a}_{1}+a_{1} \dot{a}_{1}^{2}\right)+O\left(\varphi^{2}\right),
\end{aligned}
$$

where $\dot{a}_{1}$ and $\ddot{a}_{1}$ are respectively the first and second derivatives of $a_{1}$ with respect to $s$. Also

$$
\zeta^{1 / 2}=a_{1}^{1 / 2} \varphi+\frac{1}{2} a_{1}^{-1 / 2} a_{2} \varphi^{3}+O\left(\varphi^{4}\right)
$$

Inserting these expansions into (4.3) gives

$$
\begin{align*}
s^{\prime}= & 2 a_{1}^{3 / 2} \varphi+2 a_{1}^{2} \dot{1}_{1} \varphi^{2} \\
& +\left(\frac{1}{3} a_{1}^{3 / 2}+5 a_{1}^{1 / 2} a_{2}+\frac{4}{3} a_{1}^{5 / 2} \dot{a}_{1}+\frac{4}{3} a_{1}^{7 / 2} \ddot{a}_{1}\right) \varphi^{3}  \tag{4.4}\\
& +O\left(\varphi^{4}\right) .
\end{align*}
$$

Next we compute the same thing geometrically and equate the coefficients of $\varphi^{j}, 1 \leqslant j \leqslant 3$. This gives $a_{1}, a_{2}$ in terms of $\kappa$ and its derivatives. With $\theta(s)=\int_{0}^{s} \kappa(t) d t$, set

$$
\theta(s)=s \theta_{1}+\frac{1}{2} s^{2} \theta_{2}+\frac{1}{6} s^{3} \theta_{3}+\cdots
$$

Thus

$$
\begin{aligned}
& x(s)=\int_{0}^{s} \cos (\theta(t)) d t=s-\frac{1}{6} s^{3} \theta_{1}^{2}-\frac{1}{8} s^{4} \theta_{1} \theta_{2}+O\left(s^{5}\right) \\
& y(s)=\int_{0}^{s} \sin (\theta(t)) d t=\frac{1}{2} s^{2} \theta_{1}+\frac{1}{6} s^{3} \theta_{2}+\frac{1}{24} s^{4}\left(\theta_{3}-\theta_{1}^{2}\right)+O\left(s^{5}\right)
\end{aligned}
$$

Then according to (2.15) we have

$$
\tan (\varphi)=\frac{1}{2} s^{\prime} \theta_{1}+\frac{1}{6}\left(s^{\prime}\right)^{2} \theta_{2}+\frac{1}{24}\left(s^{\prime}\right)^{3}\left(\theta_{3}+\theta_{1}^{3}\right)+O\left(s^{\prime}\right)^{4}
$$

and substituting for $s^{\prime}$ from (4.4) and expanding $\tan (\varphi)$ give, after the identification $\theta_{1}=\kappa, \theta_{2}=\dot{\kappa}, \theta_{3}=\ddot{\kappa}$,

$$
a_{1}=\kappa^{-2 / 3}, a_{2}=-\frac{1}{15} \kappa^{-2 / 3}-\frac{8}{135} \kappa^{-14 / 3} \dot{\kappa}^{2}+\frac{2}{45} \kappa^{-11 / 3} \ddot{\kappa} .
$$

Therefore

$$
\begin{equation*}
\zeta_{1}=2 \kappa^{-2 / 3}, \quad \zeta_{2}=\frac{1}{15} \kappa^{-2 / 3}-\frac{2}{135} \kappa^{-14 / 3} \dot{\kappa}^{2}+\frac{8}{45} \kappa^{-11 / 3} \ddot{\kappa} \tag{4.5}
\end{equation*}
$$

Hence after integration by parts we have

$$
\begin{equation*}
I_{1}=-2 \int_{0}^{L} \kappa^{2 / 3} d s, \quad I_{2}=\frac{1}{1080} \int_{0}^{L}\left(9 \kappa^{4 / 3}+8 \kappa^{-8 / 3} \dot{\kappa}^{2}\right) d s \tag{4.6}
\end{equation*}
$$

For the purposes of $\S \S 8$ and 9 it is convenient to rewrite these formulas in terms of the angular coordinate $r$ :

$$
\begin{equation*}
I_{1}=-2 \int_{0}^{2 \pi} \kappa^{-1 / 3} d r, I_{2}=\frac{1}{1080} \int_{0}^{2 \pi}\left(9 \kappa^{1 / 3}+8 \kappa^{-5 / 3}\left(\kappa^{\prime}\right)^{2}\right) d r \tag{4.7}
\end{equation*}
$$

where $\kappa^{\prime}=d \kappa / d r$.
Next we consider the general form of the higher invariants $I_{k}$. First observe that the space $\mathscr{T} \subset C^{\infty}(\mathbf{R} / 2 \pi \mathbf{Z})$ of all functions $\chi$, satisfying (2.8), (2.9) and therefore corresponding to convex regions, has a natural homotheity. Thus the transformation

$$
\begin{equation*}
M_{R}: \chi(r) \mapsto R \chi(r) \tag{4.8}
\end{equation*}
$$

corresponds to the usual radial expansion on $\mathbf{R}^{2}$.
(4.9) Proposition. Under the transformation (4.8), the $I_{k}$ are homogeneous,

$$
\begin{equation*}
I_{k}(R \chi)=R^{1-2 k / 3} I_{k}(\chi) \tag{4.10}
\end{equation*}
$$

Each $I_{k}$ is the integral of a polynomial in the derivatives of $\chi$ up to order $k-1$, with coefficients constant multiples of powers (in general negative) of $\chi^{1 / 3}$.

Proof. We need to analyse the behaviour of $I(t)$, and to do this of $\zeta$ under the transformation (4.8). The basic observation is that the underlying homotheity

$$
\Omega \ni x \mapsto R x \in \Omega_{R}
$$

which corresponds to (4.8) is linear. If $(x, \sigma) \in B^{*} \partial \Omega$, then $(R x, \sigma) \in B^{*} \partial \Omega_{R}$ and

$$
\delta_{+, R}(R x, \sigma)=\left(R y, \sigma^{\prime}\right)
$$

if $\delta_{+}(x, \sigma)=\left(y, r^{\prime}\right)$. That is, the two boundary maps are intertwined by the conformal symplectic transformation, given in terms of the normalization (2.1) and corresponding arclength by

$$
T_{R}:(s, \sigma) \mapsto(R s, \sigma), T_{R}^{*} \omega_{R}=R \omega .
$$

If $\zeta \in C^{\infty}\left(B^{*} \partial \Omega\right)$ and $\zeta=T_{R}^{*} \zeta^{\prime}, \zeta^{\prime} \in C^{\infty}\left(B^{*} \partial \Omega_{R}\right)$, then the two Hamilton vector fields are related by

$$
\left(T_{R}\right)_{*} H_{\zeta}=R H_{\zeta^{\prime}}
$$

The formula $\delta_{+}=\exp \left(-\zeta^{1 / 2} H_{\zeta}\right)$ transforms to $\delta_{+, R}=\exp \left(-R\left(\zeta^{\prime}\right)^{1 / 2} H_{\zeta^{\prime}}\right)$, so

$$
T_{R}^{*} \zeta_{R}=R^{2 / 3} \zeta
$$

In the transformed region therefore, $T_{R}^{*} d z_{R}=R^{1 / 3} d z$,

$$
I_{R}\left(R^{2 / 3} t\right)=R^{1 / 3} I(t)
$$

Thus $I_{k+1}\left(\Omega_{R}\right)=R^{1 / 3-2 k / 3} I_{k+1}(\Omega)$, which is just (4.11). The remainder of the proposition is easily established by a formal power series computation.

## 5. Length spectrum

Reflected geodesics in the manifold with boundary $\Omega$ consist of (continuous) curves in $\bar{\Omega}$ which are the unions of straight line segments $\left[x, x^{\prime}\right], x, x^{\prime} \in \partial \Omega$ with consecutive segments satisfying the usual form of Snell's law:

$$
\begin{gather*}
x^{\prime}-x=D \theta,|\theta|=1, \quad x^{\prime \prime}-x^{\prime}=D^{\prime} \theta^{\prime},\left|\theta^{\prime}\right|=1  \tag{5.1}\\
\theta-\theta^{\prime}=\operatorname{cn}\left(x^{\prime}\right), \quad c>0 \tag{5.2}
\end{gather*}
$$

where $n\left(x^{\prime}\right)$ is the inward normal to $\partial \Omega$ at $x^{\prime}$. Directly from this definition, the end points of the line segments of such geodesics form a sequence with

$$
\begin{equation*}
(x, \theta),\left(x^{\prime}, \theta^{\prime}\right)=\beta(x, \theta), \cdots \tag{5.3}
\end{equation*}
$$

Indeed this sequence determines the geodesic as a curve parametrized by arclength, up to a translation. Since the sequence (5.3) consists of outward pointing elements it is fixed by its projection into $B^{*} \partial \Omega$, where it is of the form

$$
\begin{equation*}
p, \delta_{+} p, \delta_{+}^{2} p, \cdots \tag{5.4}
\end{equation*}
$$

Thus a maximally extended geodesic of $\Omega$ is determined uniquely by an orbit of $\boldsymbol{\delta}_{+}$in $B^{*} \partial \Omega$. The closed geodesics, corresponding to finite $\boldsymbol{\delta}_{+}$-orbits, are of particular interest. Associated with each closed geodesic $g$, is an integer $n=n(g)$ given by the number of reflections. If $g$ is not a simple closed geodesic then $n=k \bar{n}$, where $k$ is the multiplicity, and $\bar{n}$ is the number of reflections along the simple geodesic. There is a second integer determined by $g$, its rotation number. Consistently choosing either the positive (counterclockwise) or negative orientation of $\partial \Omega$, two points $p, p^{\prime} \in \partial \Omega$ determine intervals $\left[p, p^{\prime}\right]_{ \pm}$in $\partial \Omega$ with $\partial \Omega=\left[p, p^{\prime}\right]_{+} \cup\left[p, p^{\prime}\right]_{-}$. In this way, $g$ determines two curves parametrized by arclength:

$$
c_{+}(s, g)=\left[p, \delta_{+} p\right]_{+} \cup\left[\delta_{+} p, \delta_{+}^{2} p\right]_{+} \cup \cdots,
$$

and similarly for $c_{-}$. If $m_{ \pm}$is the number of times $c_{ \pm}$covers $\partial \Omega$, then $m_{+}+m_{-}=n$. The rotation number $m$ of $g$ is then

$$
\begin{equation*}
m=\min \left(m_{+}, m_{-}\right) \leqslant n / 2 . \tag{5.6}
\end{equation*}
$$

(5.7) Proposition (Poincaré). Let $\Omega \subset \mathbf{R}^{2}$ be a strictly convex compact $C^{\infty}$ region. For each pair of positive integers $n, m \in \mathbf{N}$ with $2 m \leqslant n$, the set $\Gamma(m, n)$ of closed geodesics making $n$ reflections and with rotation number $m$ is nonempty.

Proof. (Outline only, see Birkhoff [2]). The definition of $m$ extends directly to any ordered subset of cardinality $n$ :

$$
\begin{equation*}
\mathfrak{h}=\left\{p_{1}, p_{2}, \cdots, p_{n}\right\} \subset \partial \Omega \tag{5.8}
\end{equation*}
$$

Defining the length by

$$
L(\mathfrak{h})=\sum_{i-1}^{n} \operatorname{dist}\left(p_{i}, p_{i+1}\right),
$$

where $p_{n+1}=p_{1}$, one can follow Poincaré in showing that amongst all $\mathfrak{h}$ with $m$ and $n$ fixed the supremum of $L(\mathfrak{h})$ is attained, and this maximum occurs at a closed geodesic.

The convexity of $\Omega$ immediately shows that if $g \in \Gamma(m, n)$, then

$$
\begin{equation*}
L(\mathrm{~g})<m L_{\infty}=L_{\infty, m} \tag{5.9}
\end{equation*}
$$

where $L_{\infty}$ is the length of the boundary. More significantly, if $g_{m, n} \in \Gamma(m, n)$ with $m$ fixed, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} L\left(g_{m, n}\right)=m L_{\infty} \tag{5.10}
\end{equation*}
$$

In fact the curves $g_{m, n}$ approach the gliding geodesics consisting of $m$ circuits of $\partial \Omega$, provided only that the initial points of the curves are constrained to converge.

Now the length spectrum of $\Omega$ consists of the closure

$$
\mathcal{E}(\Omega)=\operatorname{cl}\left\{L \in R^{+} ; L=L(\mathfrak{g}), \mathrm{g} \text { a closed geodesic }\right\}
$$

From (5.10) and Proposition 5.7, the $m L_{\infty}$ are contained in this closure. It follows readily that if the gliding geodesics are included, then the set $\{L(g)\}$ is itself closed.
(5.11) Proposition [8]. If $B^{*} \partial \Omega$ is considered as an abstract manifold, with $\delta_{+}$ and the symplectic structure given, then $\mathcal{L}\left(\delta_{+}\right)$can be recovered, i.e., $\mathcal{L}(\Omega)=$ $\mathcal{L}\left(\delta_{+}\right)$is a symplectic invariant.
Proof. (Outline only, see [8]). Choose a $C^{\infty} 1$-form $\alpha$ on $B^{*} \partial \Omega$ such that

$$
\begin{equation*}
d \alpha=\omega, \delta_{+}^{*} \alpha \text { is continuous, } \int_{S_{+}^{*} \partial \Omega} \alpha=\int_{S_{-}^{*} \partial \Omega} \alpha . \tag{5.12}
\end{equation*}
$$

Such a form exists since $\alpha=\sigma d s$, defined in the canonical coordinates $(s, \sigma)$ dual to arclength, has these properties. For $\alpha=\sigma d s$, it follows by direct computation that if $g$ is a periodic orbit of $\delta_{+}$, then

$$
\begin{equation*}
\delta_{+}^{*} \alpha-\alpha=d f_{\alpha}, \quad L(\mathfrak{g})=\sum_{p \in \mathfrak{g}} f_{\alpha}(p) \tag{5.13}
\end{equation*}
$$

In fact (5.13) is valid for any $C^{\infty} 1$-form $\alpha^{\prime}$ satisfying (5.12), since $\alpha^{\prime}-\alpha$ is exact, $\alpha^{\prime}-\alpha=d g$, and then

$$
\begin{equation*}
\delta_{+}^{*} \alpha^{\prime}-\alpha^{\prime}=d f_{\alpha^{\prime}}, \quad f_{\alpha^{\prime}}=f_{\alpha}+\delta_{+}^{*} g-g \tag{5.14}
\end{equation*}
$$

The sum in (5.13) is therefore independent of the choice of $\alpha$, proving the Proposition.

That $\mathcal{L}(\Omega)$ is a symplectic invariant of $\delta_{+}$leads one to expect a connection with the invariants $I_{k}$ discussed in $\S 4$ above. Not only does $\mathfrak{L}(\Omega)$ determine the $I_{k}$ 's, but it suffices to know the asymptotic behaviour as $n \rightarrow \infty$ of a sequence
$L\left(g_{m, n}\right)$ to be able to find the $I_{k}$. If $\Omega$ is a strictly convex planar region set
(5.14) $t_{m, n}=\inf \{L(g) ; g \in \Gamma(m, n)\}, \quad T_{m, n}=\sup \{L(g) ; g \in \Gamma(m, n)\}$, and more particularly, $t_{n}=t_{1, n}, T_{n}=T_{1, n}$.
(5.15) Theorem. For each fixed $m \in \mathbf{N}$ and all $k$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n^{k}\left(T_{m, n}-t_{m, n}\right)=0 . \tag{5.16}
\end{equation*}
$$

There are constants $c_{k}$ such that if $g_{1, n} \in \Gamma(1, n)$, then

$$
\begin{equation*}
L\left(g_{1, n}\right) \sim L_{\infty}+\sum_{k=1}^{\infty} c_{k} n^{-2 k} \text { as } n \rightarrow \infty \tag{5.17}
\end{equation*}
$$

and for any $p=1,2, \cdots$ the $c_{k}$ for $k \leqslant p$ determine algebraically the $I_{k}$ for $k \leqslant p$, and conversely.

Proof. Notice that (5.16) implies that the coefficients $c_{k}$ in (5.17) are independent of the choice of sequence $g_{1, n}$. It is clear that as $n \rightarrow \infty$ the reflected geodesics approach $\partial \Omega$ uniformly. From (3.13) it follows that $\zeta=$ $O\left(n^{-2}\right)$ on $g_{1, n}$ and that $\zeta$ is constant on the orbit $g_{1, n}$ up to order $n^{-k}$ for any $k$. More particularly, if $d z$ is the dual 1 -form to the interpolating Hamiltonian $\zeta$, then

$$
\alpha=\zeta d z+d s
$$

satisfies (5.13), provided $\zeta$ is extended to $B^{*} \partial \Omega$ to have $d \zeta \neq 0$ and $\zeta=2$ on $S_{-}^{*} \partial \Omega$. In view of (3.3)

$$
\delta_{+}^{*} \alpha-\alpha=d\left(-\zeta^{3 / 2}+h+\delta_{+}^{*} s-s\right),
$$

where $h$ vanishes to infinite order at $S_{+}^{*} \partial \Omega$. Thus

$$
\begin{equation*}
L\left(g_{1, n}\right)=\sum_{\mathfrak{g}_{1, n}}\left(-\zeta^{3 / 2}+h+\delta_{+}^{*} s-s\right)=L_{\infty}-n \zeta^{3 / 2} \tag{5.18}
\end{equation*}
$$

$\bmod n^{-k}$ for any $k$. Computing $I(\zeta)$ from (4.1) for a value of $\zeta$ taken on $g_{1, n}$ gives

$$
I(\zeta)=\sum_{j=1}^{n} \int_{\left[p_{j}, p_{j+1}\right]} d z \equiv n \zeta^{1 / 2} \quad\left(\bmod n^{-k} \forall k\right)
$$

This shows that $\zeta=\zeta\left(g_{1, n}\right)$ has an asymptotic expansion as $n \rightarrow \infty$, determined by and determining the $I_{k}$. Substituting this into (5.18) demonstrates both (5.16) and (5.17), completing the proof of the theorem.

Not only are the lengths of the geodesics $g_{1, n}$ asymptotically well-behaved, but as $n \rightarrow \infty$, the distribution of points in $\mathfrak{g}_{1, n}$ is well-behaved asymptotically with respect to any one point. We shall not use such a result below, so simply state without proof.
(5.19) Theorem. Suppose $g_{1, n} \in \Gamma(1, n)$. Then there are functions $g_{k}\left(\kappa, \cdots, \kappa^{(2 k)}\right)$ such that if $g_{1, n}=\left\{p_{1}, \cdots, p_{n}\right\}$ then

$$
\int_{p_{j}}^{p_{j+1}} d s \sim \frac{1}{n} L_{\infty}+\sum_{k=1}^{\infty} n^{-2 k} \int_{p_{j}}^{p_{j+1}} g_{k}\left(\kappa, \cdots, \kappa^{(2 k)}\right) d s
$$

uniformly as $n \rightarrow \infty$.

## 6. Poisson relation

The Poisson relation for a compact Riemannian manifold with geodesically convex boundary, such as a strictly convex region in Euclidean space, was derived in [1]. Thus, if $\sigma_{D}(\lambda)$ is the spectral enumerating measure

$$
\begin{equation*}
\sigma_{D}(\lambda)=\sum \delta(\lambda-\bar{\lambda}) \tag{6.1}
\end{equation*}
$$

summed over those $\bar{\lambda}$ for which $\bar{\lambda}^{2}$ is an eigenvalue of (1.1), with multiplicity, then the Fourier transform satisfies

$$
\begin{equation*}
\text { sing } \cdot \operatorname{supp} \cdot\left(\hat{\sigma}_{D}\right) \subset-\mathscr{L}(\Omega) \cup\{0\} \cup \mathfrak{L}(\Omega) \tag{6.2}
\end{equation*}
$$

where $\mathcal{L}(\Omega)$ is the length spectrum, described above in $\S 5$. Furthermore, as a consequence of the formula $[6,(1.3)]$, if there is precisely one closed geodesic (up to parameter translation) of length $L$, and this is differentially isolated, then

$$
\begin{equation*}
L \in \operatorname{sing} \cdot \operatorname{supp} \cdot\left(\hat{\sigma}_{D}\right) \tag{6.3}
\end{equation*}
$$

It is the purpose of this section to show that, even without such an assumption of nondegneracy on the closed geodesics, such a converse, (6.3) to (6.1), holds for a large class of convex planar regions subject to a noncoincidence condition.
(6.4) Theorem. If $\Omega \subset \mathbf{R}^{2}$ is $C^{\infty}$, bounded and strictly convex, $t_{n}$ and $T_{n}$ are defined by (5.16) with $m=1$, and there exists $N=N(\Omega)$ such that if $n>N$

$$
\begin{equation*}
L\left(g_{m^{\prime}, n^{\prime}}\right) \neq t_{n}\left(\text { resp. } T_{n}\right), \quad \forall g_{m^{\prime}, n^{\prime}} \in \Gamma\left(m^{\prime}, n^{\prime}\right), \quad m^{\prime} \neq 1 \tag{6.5}
\end{equation*}
$$

then $t_{n} \in \operatorname{sing} \cdot \operatorname{supp} \cdot\left(\hat{\sigma}_{D}\right)\left(\right.$ resp. $\left.T_{n} \in \operatorname{sing} \cdot \operatorname{supp}\left(\hat{\sigma}_{D}\right)\right)$. The same is true for Neumann or Robin boundary conditions.

As a first step in the proof of this theorem we recall briefly from [6] the proof of (6.2), (6.3) and specialize to two dimensions. The basic identity underlying (6.2) is

$$
\begin{equation*}
\hat{\sigma}_{D}=\pi_{*} \Delta^{*} E \tag{6.6}
\end{equation*}
$$

where $E$ is the fundamental kernel of the Dirichlet problem for the wave equation

$$
\begin{align*}
& \left(D_{t}^{2}-\Delta_{x}\right) E(t, x, y)=0, \quad(t, x, y) \in \mathbf{R} \times \Omega \times \Omega \\
& E(t, x, y)=0, \quad x \in \partial \Omega  \tag{6.7}\\
& E(0, \cdot)=0, \quad D_{t} E(0, \cdot)=-i \delta(x-y)
\end{align*}
$$

$\Delta: \mathbf{R} \times \Omega \rightarrow \mathbf{R} \times \Omega \times \Omega$ is the lift of the embedding of $\Omega$ as the diagonal in $\Omega \times \Omega$, and $\pi: \mathbf{R} \times \Omega \rightarrow \mathbf{R}$ is projection onto the first factor. On a manifold without boundary, (6.6), for the corresponding fundamental kernel, is sanctioned by wavefront set considerations [5]. For a boundary problem such as considered here, a more elaborate treatment is needed (see [1]) to deal with the gliding rays. We do not need to reexamine such arguments since the desired results are related to the geometry and analysis of hyperbolic boundary points. We can summarize this as follows.

Suppose $\varepsilon>0$ is given. Then there is a distribution

$$
E_{\varepsilon}^{\prime}(t, x, y) \in \mathscr{D}^{\prime}\left(\mathbf{R} \times \mathbf{R}^{2} \times \mathbf{R}^{2}\right)
$$

which has the following property. If $\varphi$ is a defining function for $\partial \Omega, \varphi>0$ in $\Omega$, then provided $\rho \in C_{c}^{\infty}(\Omega)$ is equal to one on a sufficiently large compact subset of $\Omega$,

$$
\begin{equation*}
\hat{\sigma}_{D}-\pi_{*} \Delta^{*}\left(\rho E_{\varepsilon}^{\prime}\right)-\int_{0}^{\infty}\left(\pi_{\varphi}\right)_{*} \Delta^{*}\left((1-\rho) E_{\varepsilon}^{\prime}\right) d \varphi \in C^{\infty}\left(\left(\delta, L_{\infty}-\varepsilon\right)\right) \tag{6.8}
\end{equation*}
$$

for $\delta<L_{\infty}$ fixed. Here $\pi_{\varphi}: \Omega \rightarrow \mathbf{R}$ is the fibration near $\partial \Omega$ given by $\varphi$, i.e., with fibres on which $\varphi$ is constant. Again in (6.8) the term $\pi_{*} \Delta^{*}\left(\rho E_{\varepsilon}^{\prime}\right)$ is sanctioned by wavefront set considerations, as is the term $\left(\pi_{\varphi}\right)_{*} \Delta^{*}\left((1-\rho) E_{\varepsilon}^{\prime}\right)$, and this depends smoothly on $\varphi$, as a distribution on $(\delta, L-\varepsilon)$, where $\delta=\delta(\Omega)>0$.

The distribution $E_{\varepsilon}^{\prime}$ can be taken to be Lagrangian, and represents up to a $C^{\infty}$ error term the part of the fundamental kernel of the Dirichlet problem away from the gliding rays, not only the part away from the boundary. We recall from [6] the geometry associated to, and some of the symbolic properties of, $E_{\varepsilon}^{\prime}$. The wavefront set of $E_{\varepsilon}^{\prime}$ is contained in the union

$$
\begin{equation*}
\Lambda=\bigcup_{j} \Lambda_{j} \tag{6.9}
\end{equation*}
$$

where $\Lambda_{j} \in T^{*}\left(\mathbf{R} \times \mathbf{R}^{2} \times \mathbf{R}^{2}\right) \backslash 0$ is the relation defined by $j$-fold reflection. Thus

$$
(t, x, \zeta, \xi ; y, \eta) \in \Lambda_{j}
$$

if the geodesic through $(y, \eta)$ meets $\partial \Omega$ transversally and after $j$-fold reflection from the inside of $\partial \Omega$ (and finally possible extension beyond $\partial \Omega$ ) passes through $(x, \xi) \in T^{*} \mathbf{R} \backslash 0$ with the total length $t, \tau= \pm|\xi|$.


The construction in [6], following that of Chazarain in [3], shows that one can take

$$
E_{\varepsilon}^{\prime}=\sum_{\text {finite }} E_{j}, \quad E_{j} \in I^{-1 / 4}\left(\mathbf{R} \times \mathbf{R}^{2} \times \mathbf{R}^{2} ; \Lambda_{j}\right)
$$

where for each $\varepsilon$ only finitely many terms need to be taken, and the $E_{j}$ can be chosen independent of $\varepsilon$. The lower limit $\delta<L_{\infty}$ in (6.8) is just to ensure that $\Lambda_{j}$ satisfies a suitable transversality condition with respect to the $\pi_{\varphi}$. In fact, the $E_{j}$ can be taken to satisfy the wave equation in a neighborhood of $\partial \Omega$ :

$$
\begin{equation*}
\left(D_{t}^{2}-\Delta_{x}\right) E_{j}(t, x, y)=\left(D_{t}^{2}-\Delta_{y}\right) E_{j}(t, x, y)=0, \quad \varphi>-\delta, \tag{6.10}
\end{equation*}
$$

and to be fixed by suitable boundary conditions on $\partial \Omega$. Again from [6] we note that the densities $d t, d x, d y$ on $\mathbf{R}$ and $\Omega$ and a suitable parametrization of $\Lambda_{j}$ near $\partial \Omega$ can be used to trivialize the symbol (Maslov-Keller) bundle on $\Lambda_{j}$ so that the symbol of $E_{j}$ is $(-1)^{j} a_{j}, a_{j}>0$, with $a_{j}>0$ in a conic neighborhood of points of $\Lambda_{j}$ contributing to the singularities of $\hat{\sigma}_{D}$ within the interval $(\delta, L)$.

The main extension of [6] we use here is the following result which shows that $\hat{\sigma}_{j}$, the contribution of $E_{j}$ to $\hat{\sigma}_{D}$, is an oscillatory integral associated to the $j$ th iterate of the boundary map.
(6.11) Proposition. If $\Omega$ is a $C^{\infty}$ bounded and strictly convex planar region, there exists $N=N(\Omega)$ such that if $j>N$, then the contribution $\hat{\sigma}_{j}$ of $E_{j}$ to $\hat{\sigma}_{D}$ is of the form

$$
\begin{equation*}
\hat{\sigma}_{j}(t)=\frac{1}{2 \pi} \int_{0} \int^{L_{\infty}} e^{i\left(t-\mu_{j}(s)\right) \tau} a_{j}(s, \tau) d s d \tau \tag{6.12}
\end{equation*}
$$

where in terms of an arclength coordinate s on $\partial \Omega$,

$$
\begin{equation*}
\mu_{j}(s)=\left.\psi_{j}\left(s, s^{\prime}\right)\right|_{s=s} \tag{6.13}
\end{equation*}
$$

with $\psi_{j}\left(s, s^{\prime}\right)=L(\mathfrak{g})$, with $\mathfrak{g}$ a $j$-fold reflected geodesic from $s$ to $s^{\prime}$, and $a_{j}$ is periodic in $s$, classical and elliptic of order zero, with principal part of the form $e^{i \pi r_{j} / 4} \alpha_{j}(s), \alpha_{j}(s)>0$.

Proof. We remark first that for $j$ large and $\left(s, s^{\prime}\right)$ a point near the diagonal in $\partial \Omega \times \partial \Omega$, there is a unique $j$-fold reflected geodesic making approximately one circuit of $\partial \Omega$ starting at $s$ and finishing at $s^{\prime}$. Thus $\psi_{j}$ in the statement
above is well-defined for large $j,\left|s-s^{\prime}\right|<\varepsilon(j)$ and is a $C^{\infty}$ function. Moreover, it is clear from the results of [8] that $\psi_{j}$ is the generating function of the $j$ th iterate $\delta_{+}^{j}$ of the boundary map of $\partial \Omega$. Thus (6.12) can be restated as

$$
\begin{equation*}
\hat{\sigma}_{j}=\left(\pi^{\prime}\right)_{*}\left(\Delta^{\prime}\right) * K_{j} \tag{6.14}
\end{equation*}
$$

where $K_{j} \in \mathscr{D}^{\prime}(\mathbf{R} \times \partial \Omega \times \partial \Omega)$ is a Lagrangian distribution associated to the homogeneous lift of the boundary map:

$$
\begin{gather*}
K_{j} \in I^{0}\left(\mathbf{R} \times \partial \Omega \times \partial \Omega ; \Lambda_{j}^{\prime}\right),  \tag{6.15}\\
\Lambda_{j}^{\prime}=\left\{\left(t, s^{\prime}, \tau, \sigma^{\prime}, s^{\prime \prime}, \sigma^{\prime \prime}\right) \in T^{*}(\mathbf{R} \times \partial \Omega \times \partial \Omega) \backslash 0 ; t=\psi_{j}\left(s^{\prime}, s^{\prime \prime}\right),\right.  \tag{6.16}\\
\left.\delta_{+}^{j}\left(s^{\prime \prime}, \sigma^{\prime \prime} / \tau\right)=\left(s^{\prime}, \sigma^{\prime} / \tau\right),\left|s^{\prime}-s^{\prime \prime}\right|<\varepsilon(j), \tau \neq 0\right\} .
\end{gather*}
$$

The statements in the proposition about the symbol $a_{j}$ then follow from suitable statements about the symbols of the $K_{j}$ in (6.15).

Now (6.14) is a consequence of (6.8) with the additional use of (6.10). To exploit (6.10) first use the translation invariance in $t$ of the problem to note that

$$
\tilde{E}_{j}\left(t, x, t^{\prime}, y\right)=E_{j}\left(t-t^{\prime}, x, y\right)
$$

satisfies

$$
\begin{equation*}
\left(D_{t}^{2}-\Delta_{x}\right) \tilde{E}_{j}=\left(D_{t^{\prime}}^{2}-\Delta_{y}\right) \tilde{E}_{j}=0 \quad \text { near } \Omega . \tag{6.17}
\end{equation*}
$$

For large $j$, the bicharacteristics making up $\Lambda_{j}$ are uniformly nearly, but never quite, tangent to $\partial \Omega$. Microlocally near any such curve $\beta$ here is a coordinate $r$ defined near $\pi(\beta) \in \mathbf{R}^{2}$ such that
(6.18) $r=0, \quad r=1 \quad$ on the two components of $\partial \Omega$ near $\pi(\beta)$,
and such that $\left(D_{t}^{2}-\Delta_{x}\right)$ is noncharacteristic with respect to $r$. Then (6.17) can be microlocally factorized to

$$
\begin{equation*}
\left(D_{r}-A(r)\right) E_{j} \equiv\left(D_{r^{\prime}}-A\left(r^{\prime}\right)\right) E_{j} \equiv 0, \tag{6.19}
\end{equation*}
$$

where $A(r) \in \psi^{1}\left(\mathbf{R}_{t} \times \mathbf{R}\right)$ is, microlocally near $\beta$, an elliptic pseudodifferential operator in the surface $r=$ constant, which is $t$-translation invariant. If we write $G\left(r, r^{\prime}\right)$ for the solution operator to the microlocal Cauchy problem for (6.19) (see for example [15])

$$
\begin{equation*}
\left(D_{r}-A(r)\right) u \equiv 0,\left.\quad u\right|_{r=r^{\prime}}=u_{0} \Rightarrow u(r)=G\left(r, r^{\prime}\right) u_{0} \tag{6.20}
\end{equation*}
$$

then in terms of the coordinates $r$ and arclength on $\partial \Omega$,

$$
\begin{equation*}
\tilde{E}_{j}\left(t, r, s ; t^{\prime}, r^{\prime}, s^{\prime}\right)=G(r, 0) G^{*}\left(r^{\prime}, 0\right) E_{j}^{\#} \tag{6.21}
\end{equation*}
$$

where $E_{j}^{\#} \in \mathscr{D}^{\prime}(\mathbf{R} \times \partial \Omega \times \mathbf{R} \times \partial \Omega)$. Indeed, as is clear from the definition of $\boldsymbol{\delta}_{+}$,

$$
\begin{equation*}
E_{j}^{\#} \in I^{\cdot}\left(\mathbf{R} \times \partial \Omega \times \partial \Omega ; \Lambda_{j}^{\prime \prime}\right) \tag{6.22}
\end{equation*}
$$

where $\Lambda_{j}^{\prime \prime}$ is obtained from $\Lambda_{j}^{\prime}$ in (6.16) by translation

$$
\begin{align*}
& \Lambda_{j}^{\prime \prime}=\left\{\left(t, \bar{s}, \tau, \bar{\sigma}, t^{\prime}, s^{\prime}, \tau^{\prime}, \sigma^{\prime}\right)\right.  \tag{6.23}\\
&\left.0=\tau+\tau,\left(t-t^{\prime}, \bar{s}, \tau, \bar{\sigma}, s^{\prime}, \sigma^{\prime}\right) \in \Lambda_{j}^{\prime}\right\}
\end{align*}
$$

Decomposing $\tilde{E}_{j}$ into suitable microlocal pieces and carrying out the restriction to $r=r^{\prime}$ in (6.8) and integration over $s=s^{\prime}$ give

$$
\begin{align*}
\int \tilde{E}_{j}\left(t, r, s ; t^{\prime}, r, s\right) d s & =\int\left(G(r, 0) G^{*}(r, 0) E_{j}^{\#}\right)\left(t, s, t^{\prime}, s\right) d s  \tag{6.24}\\
& =\int E_{j}^{\#}\left(t, s, t^{\prime}, s\right) d s
\end{align*}
$$

since $G^{*}(r, 0)=G(0, r)=G^{-1}(r, 0)$. Then we get (6.14) by taking

$$
\begin{equation*}
K_{j}=E_{j}^{\#}\left(t, s ; 0, s^{\prime}\right) \tag{6.25}
\end{equation*}
$$

giving (6.15) as well. This proves the representation (6.12) since, as remarked above, $\left(t-\psi_{j}\left(s, s^{\prime}\right)\right) \tau$ is a nondegenerate phase function parametrizing $\Lambda_{j}^{\prime}$. The operators $G(r, 0)$ all have positive, classical symbols, and since $K_{j}$ is obtained by restriction from $E_{j}^{\#}$ the positivity results as stated for the symbol $a_{j}$ follow directly.
(6.26) Proposition. Any distribution of the form (6.12) with $a_{j}$ elliptic, classical and with positive principal symbol has

$$
\begin{equation*}
\left\{\inf \left(\varphi_{j}\right), \sup \left(\varphi_{j}\right)\right\} \subset \operatorname{sing} \cdot \operatorname{supp} \cdot\left(\hat{\sigma}_{j}\right) \subset\left[\inf \left(\varphi_{j}\right), \sup \left(\varphi_{j}\right)\right] \tag{6.27}
\end{equation*}
$$

provided $j>N(\Omega)$.
Proof. The fact that $\operatorname{sing} \cdot \operatorname{supp} \cdot\left(\hat{\sigma}_{j}\right) \subset\left[\inf \left(\varphi_{j}\right), \sup \left(\varphi_{j}\right)\right]$ is of course standard, since the singular support of such an oscillatory integral is always contained in the set of singular values of the phase. The converse is an application (in the rather simple 1-dimensional case) of results of Soga [14] on singularities of degenerate oscillatory integrals. First if all the points at which $\sup \left(\varphi_{j}\right)$ is attained are nondegenerate maxima, then $\sup \left(\varphi_{j}\right) \in \operatorname{sing} \cdot \operatorname{supp} \cdot\left(\hat{\sigma}_{j}\right)$ follows from the lemma of stationary phase. Thus we can suppose that $\sup \left(\varphi_{j}\right)$ is attained at, at least one, degenerate maximum. Then Theorem 1 in Soga [14] shows that $\hat{\sigma}_{j}$ is still singular at $\sup \left(\varphi_{j}\right)$. A similar argument applies to the infimum of $\varphi_{j}$, completing the proof of the proposition.

Proof of Theorem (6.4). The hypothesis (6.5) is that $t_{n}$ is not the length of any closed geodesic with rotation number greater than one. If $n$ is large
enough, it follows from (5.17) and $c_{1}<0$ that

$$
t_{n} \notin\left[t_{j}, T_{j}\right], \quad j \neq n
$$

and therefore that the only singular contribution to $\hat{\sigma}_{D}$ near $t_{n}$ comes from $\hat{\sigma}_{n}$. Applying Proposition (6.26) we deduce that $t_{n} \in \operatorname{sing} \cdot \operatorname{supp} \cdot\left(\hat{\sigma}_{D}\right)$. The same argument applies to show that $T_{n} \in \operatorname{sing} \cdot \operatorname{supp} \cdot\left(\hat{\sigma}_{D}\right)$ for large $n$ under the hypothesis (6.5) for $T_{n}$, completing the proof of the theorem.

## 7. Spectral invariants

Let $\mathcal{T} \subset C^{\infty}(\mathbf{R} / 2 \pi \mathbf{Z})$ be the set of all curvature functions $\chi$ satisfying (2.8), (2.9). Let $\Re \subset \mathscr{J}$ be the subset of curvature functions corresponding to regions with the following property:

$$
\begin{equation*}
L_{\infty} \text { is not a limit point, from below, of } L(\Gamma(m, n)) \quad(m>1) \tag{7.1}
\end{equation*}
$$

(7.2) Proposition. $\Re$ is dense in $\mathscr{T}$ in the $C^{\infty}$ topology, and contains a $C^{1}$ neighborhood of the constants.

Proof. Notice that on any sequence of closed geodesics $\mathrm{g}_{m, n}$ with $m \rightarrow \infty$, $L\left(\mathrm{~g}_{m, n}\right) \rightarrow \infty$, so that near any fixed element of $\mathscr{T}, L_{\infty}<L\left(\mathrm{~g}_{m, n}\right)$ if $m>M(\chi)$. Thus if $\Re_{1} \subset \mathscr{J}$ is fixed by the condition that

$$
\begin{equation*}
L_{\infty} \neq L\left(g_{m, n}\right) \quad \text { for any } m \tag{7.3}
\end{equation*}
$$

then $\Re_{1} \subset \Re$. Moreover, the complement of $\Re_{1}$ characterized by the existence of a closed geodesic $\mathfrak{g}_{m, n}$ with $L\left(\mathfrak{g}_{m, n}\right)=L_{\infty}$ is clearly closed in the $C^{1}$ topology. Certainly the circles satisfy (7.3), so $\Re_{1}$, and hence $\Re$, contains a $C^{1}$ neighborhood of the constants.

To prove the first part of the proposition it is sufficient to note that the set $\Re_{2} \subset \mathscr{T}$ of curvature functions corresponding to domains for which all the $\Gamma(m, n)$ are finite and consist of only nondegenerate geodesics is itself open and dense in the $C^{\infty}$ topology, in $\mathscr{T}$. Thus $\Re \supset \Re_{2}$ is dense. Of course, $\Re_{2}$ does not contain an open neighborhood of the circles.
(7.4) Theorem. For any convex region $\Omega$, with $\chi \in \Re$ the integral invariants $I_{k}(\Omega)$, are all uniquely determined by the spectrum of the Dirichlet problem. The same is true for Neumann or Robin boundary conditions.

Proof. The condition (7.1) defining $\Re$ requires that for some $\delta>0$,

$$
(L-\delta, L) \cap \mathcal{L}(\Omega) \subset \bigcup_{n} L(\Gamma(1, n))
$$

The combination of (6.2) and Theorem (6.4) shows that

$$
\bigcup_{n>N(\Omega)}\left\{t_{n}, T_{n}\right\} \subset \text { sing } \cdot \operatorname{supp} \cdot\left(\hat{\sigma}_{D}\right) \cap(L-\delta, L) \subset \bigcup_{n}\left[t_{n}, T_{n}\right] .
$$

Moreover, from (5.16) the lengths of these intervals are rapidly decreasing as $n \rightarrow \infty$, whereas from (5.17) the distance between successive intervals is

$$
\frac{c}{n^{2}}+O\left(n^{-4}\right) \text { as } n \rightarrow \infty, c>0
$$

Thus the values of the $T_{n}$ for $n>N(\Omega)$ can be determined from sing $\cdot \operatorname{supp} \cdot\left(\hat{\sigma}_{D}\right)$.

Of course this only determines the $T_{n}$ from an unknown initial point onwards, i.e., gives a sequence

$$
\begin{equation*}
D_{k}=T_{k+p}, \quad k>\bar{k} \tag{7.5}
\end{equation*}
$$

However, it follows from (5.17) that $D_{k}$ has an asymptotic expansion as $k \rightarrow \infty$,

$$
\begin{equation*}
D_{k} \sim L+\sum_{r=1}^{\infty} c_{r}(k+p)^{-2 r} \sim L+c_{1} k^{-2}-2 p c_{1} k^{-3}+O\left(k^{-4}\right) \tag{7.6}
\end{equation*}
$$

Since $c_{1}<0$ always, from (4.8), the value of $p$, and hence the values of all the invariants $c_{k}$, can be recovered from (7.6). The last part of Theorem (5.15) confirms that knowledge of the $c_{k}$ is equivalent to that of the $I_{k}$.

## 8. Maximising $I_{1}$

Up to a constant the first integral invariant is

$$
\begin{equation*}
I_{2}^{\prime}=-\frac{1}{2} I_{1}=\int_{0}^{L} \kappa^{2 / 3} d s=\int_{0}^{2 \pi} \chi^{1 / 3} d r \tag{8.1}
\end{equation*}
$$

In view of Theorem (7.4), this is a spectral invariant of regions in $\Re$. Here we remark that amongst all strictly convex regions of fixed boundary length $L=L_{\infty}, I_{1}$ attains its maximum value only for the circles. Hence once more but in a different way one sees that the circular domains are spectrally determined (at least amongst the regions corresponding to $\Re$ ).

Indeed, by Hölder's inequality,

$$
\begin{equation*}
-\frac{1}{2} I_{1} \leqslant\left(\int_{0}^{2 \pi} \chi d r\right)^{1 / 3}\left(\int_{0}^{2 \pi} d r\right)^{2 / 3}=L^{1 / 3}(2 \pi)^{2 / 3} \tag{8.2}
\end{equation*}
$$

with equality only for the constants, so the maxima is attained only for $\chi=L$, i.e., for the circle of circumference $L$.

## 9. Minimizing $I_{2}$

The second invariant is

$$
\begin{align*}
I_{2}^{\prime \prime} & =1080 I_{2}=\int_{0}^{L}\left(9 \kappa^{4 / 3}+8 \kappa^{-8 / 3} \dot{\kappa}^{2}\right) d s \\
& =\int_{0}^{2 \pi}\left(9 \chi^{-1 / 3}+8 \chi^{-7 / 3}\left(\chi^{\prime}\right)^{2}\right) d r, \tag{9.1}
\end{align*}
$$

where $\chi^{\prime}=d \chi / d r$. For fixed $L>0$ and $0<\varepsilon<(2 \pi)^{1 / 3} L^{1 / 6}$, set

$$
\begin{equation*}
S_{\varepsilon}=\left\{\chi \in \mathscr{T} ; \int_{0}^{2 \pi} \chi d r=L, I_{1}^{\prime \prime}(\chi)=(2 \pi)^{2 / 3} L^{1 / 3}-\varepsilon^{2}\right\} \tag{9.2}
\end{equation*}
$$

(9.3) Proposition. For each $L>0$ and $\varepsilon$ as above, the infimum of $I_{2}^{\prime \prime}(\chi)$ over $S_{\varepsilon}, \bar{I}_{2}^{\prime \prime}$, is attained. Moreover, for each $L>0$ there exists $\varepsilon_{0}>0$ such that for $0<\varepsilon<\varepsilon_{0}$ the minimum of $I_{2}^{\prime \prime}$ in $S_{\varepsilon}$ satisfies

$$
\begin{equation*}
9(2 \pi)^{4 / 3} L^{-1 / 3} \leqslant \bar{I}_{2}^{\prime \prime} \leqslant 9(2 \pi)^{4 / 3} L^{-1 / 3}+\gamma \varepsilon^{2}+C \varepsilon^{4} \tag{9.4}
\end{equation*}
$$

where $\gamma=306\left(\frac{L}{2 \pi}\right)^{-2 / 3}$.
Proof. Certainly $S_{\varepsilon} \neq \varnothing$ for $0 \leqslant \varepsilon<(2 \pi)^{1 / 3} L^{1 / 6}$, although $S_{0}=\left\{\chi=\frac{L}{2 \pi}\right\}$. $I_{2}^{\prime \prime}(\chi)$ being positive is bounded from below on $S_{\varepsilon}$. Let $\chi_{n}, n=1, \cdots$, be a minimizing sequence. We shall show the existence of $\delta>0$ such that if $\kappa_{n}=1 / \chi_{n}$, then

$$
\begin{equation*}
\kappa_{n} \in\left\{\kappa \in S_{\varepsilon} ; \kappa(r) \geqslant \delta, r \in \frac{\mathbf{R}}{2 \pi \mathbf{Z}}\right\} \quad n \gg 0 . \tag{9.5}
\end{equation*}
$$

This suffices to prove the existence of the minimum of $I_{2}^{\prime \prime}$ on $S_{\varepsilon}$, since the set in (9.5) is weakly closed in $H^{1}\left(\frac{\mathrm{R}}{2 \pi \mathrm{Z}}\right)$, on which $I_{2}^{\prime \prime}$ is an elliptic integrand.

Setting $\psi(r)=(\kappa(r))^{1 / 6}$, note that

$$
I_{2}^{\prime \prime}(\chi)=I_{2}^{\prime}(\psi)=9 \int_{0}^{2 \pi}\left(32\left(\psi^{\prime}\right)^{2}+\psi^{2}\right) d r .
$$

Thus if $\psi_{n}=\left(\kappa_{n}\right)^{1 / 6}$ is the minimizing sequence for $I_{2}^{\prime},\left\{\psi_{n}\right\}$ is bounded in the Sobolev space $H^{1}\left(\frac{\mathrm{R}}{2 \pi \mathrm{Z}}\right)$. Thus $I_{2}^{\prime}\left(\psi_{n}\right) \leqslant C^{2}$, set $\alpha_{n}=\inf _{r} \psi_{n}(r)$, attained at $r_{n}$. Then

$$
\left|\psi_{n}(r)-\psi_{n}\left(r_{n}\right)\right| \leqslant \int_{r_{n}}^{r}\left|\psi_{n}^{\prime}\right| d r \leqslant C\left|r-r_{n}\right|^{1 / 2}
$$

Thus

$$
L=\int_{0}^{2 \pi} \psi_{n}^{-6} d r \geqslant w\left(\sup _{\left|r-r_{n}\right| \leqslant w} \psi_{n}\right)^{-6} \geqslant w\left(\alpha_{n}+c w^{1 / 2}\right)^{-6},
$$

which shows that $1 / \alpha_{n}$ is bounded, proving (9.5). Hence the infimum is attained.

To prove the bound (9.4) note that for small $\varepsilon$,

$$
\begin{equation*}
\psi=\frac{L}{2 \pi}+\delta \cos (2 r) \tag{9.6}
\end{equation*}
$$

is in $S_{\varepsilon}$ for a choice of the constant $\delta$ of the form

$$
\begin{equation*}
\delta=3 \sqrt{2} L^{5 / 6}(2 \pi)^{-4 / 3} \varepsilon+O\left(\varepsilon^{2}\right) \tag{9.7}
\end{equation*}
$$

Then direct computation shows that

$$
I_{2}^{\prime \prime}(\kappa) \leqslant 9(2 \pi)^{4 / 3} L^{-1 / 3}+\gamma \varepsilon^{2}+O\left(\varepsilon^{4}\right)
$$

with $\gamma$ as stated in the proposition. This gives the upper bound in (9.4). The lower bound follows from Hölder's inequality. This completes the proof of the proposition.

Our goal is to show that any minimizer is a $\pi$-periodic function, rather than just a $2 \pi$-periodic function. We start with
(9.8) Lemma. If $\bar{\psi} \in S_{\varepsilon}$ is a minimizer for $I_{2}, 0<\varepsilon<\varepsilon_{0}$, then

$$
\int_{0}^{2 \pi} \bar{\psi} d t \geqslant(2 \pi)^{7 / 6} L^{-1 / 6}-\frac{7}{4}(2 \pi)^{1 / 2} L^{-1 / 2} \varepsilon^{2}+O\left(\varepsilon^{3}\right)
$$

where $\bar{\psi}=(\bar{\kappa})^{1 / 6}$.
Proof. The inequality

$$
\int_{0}^{2 \pi} \kappa^{-1 / 3} d r \leqslant\left(\int_{0}^{2 \pi} \kappa^{-1} d r\right)^{3 / 7}\left(\int_{0}^{2 \pi} \kappa^{1 / 6} d r\right)^{4 / 6}
$$

shows that, using the definition of $S_{\varepsilon}$,

$$
\begin{aligned}
\int_{0}^{2 \pi} \bar{\psi} d r & \geqslant\left(\int_{0}^{2 \pi} \bar{\kappa}^{-1 / 3} d r\right)^{7 / 4}\left(\int_{0}^{2 \pi} \bar{\kappa}^{-1} d r\right)^{-3 / 4} \\
& \geqslant(2 \pi)^{7 / 6} L^{-1 / 6}-\frac{7}{4}(2 \pi)^{1 / 2} L^{-1 / 2} \varepsilon^{2}+O\left(\varepsilon^{3}\right)
\end{aligned}
$$

as claimed.
(9.9) Corollary. If $\bar{\chi}$ is a minimizer for $I_{2}$ in $S_{\varepsilon}$, and $\varepsilon<\varepsilon_{0}, \bar{\psi}=(\bar{\chi})^{-1 / 6}$,

$$
I_{2}^{\prime}\left(\bar{\psi}-(2 \pi / L)^{1 / 6}\right) \leqslant C \varepsilon .
$$

Proof.

$$
\begin{aligned}
I_{2}^{\prime}\left(\bar{\psi}-(2 \pi / L)^{1 / 6}\right)= & I_{2}^{\prime}(\bar{\psi})+9(2 \pi)^{4 / 3} L^{-1 / 3} \\
& -18(2 \pi / L)^{1 / 6} \int_{0}^{2 \pi} \bar{\psi} d r \\
\leqslant & \left(\gamma+\frac{63}{2}(2 \pi / L)^{2 / 3}\right) \varepsilon^{2}+O\left(\varepsilon^{3}\right)
\end{aligned}
$$

This estimate shows that for any minimizer, $\bar{\chi}=1 / \bar{\kappa}$,

$$
\begin{equation*}
\bar{\chi}=\frac{L}{2 \pi}+\nu \tag{9.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\|\boldsymbol{\nu}\|_{H^{\prime}} \leqslant C \varepsilon \tag{9.11}
\end{equation*}
$$

Thus

$$
\begin{aligned}
I_{2}^{\prime \prime}(\bar{\chi})= & 8\left(\frac{L}{2 \pi}\right)^{-5 / 6} \int_{0}^{2 \pi}\left(\nu^{\prime}\right)^{2}+9(2 \pi)^{4 / 3} L^{-1 / 3} \\
& +2\left(\frac{L}{2 \pi}\right)^{-7 / 3} \int_{0}^{2 \pi} \nu^{2}+O\left(\varepsilon^{3}\right)
\end{aligned}
$$

since

$$
\int_{0}^{2 \pi} \bar{\kappa}^{-1 / 3}=\int_{0}^{2 \pi}\left(\frac{L}{2 \pi}+\nu\right)^{1 / 3}=(2 \pi)^{2 / 3} L^{1 / 3}-\frac{1}{9}\left(\frac{L}{2 \pi}\right)^{-5 / 6} \int_{0}^{2 \pi} \nu^{2}+O\left(\varepsilon^{3}\right)
$$

and similarly

$$
\int_{0}^{2 \pi} \nu^{2}=9\left(\frac{L}{2 \pi}\right)^{5 / 3} \varepsilon^{2}+O\left(\varepsilon^{3}\right)
$$

Therefore

$$
\begin{aligned}
I_{2}^{\prime \prime}(\bar{\chi})= & 9(2 \pi)^{4 / 3} L^{-1 / 3}+18\left(\frac{L}{2 \pi}\right)^{2 / 3} \varepsilon^{2} \\
& +8\left(\frac{L}{2 \pi}\right)^{-5 / 6} \int_{0}^{2 \pi}\left(\nu^{\prime}\right)^{2}+O\left(\varepsilon^{3}\right)
\end{aligned}
$$

Now suppose the minimizer is given by (9.10), then it follows that

$$
\int_{0}^{2 \pi}\left(\nu^{\prime}\right)^{2} d r \leqslant 36\left(\frac{L}{2 \pi}\right)^{5 / 3} \varepsilon^{2}+O\left(\varepsilon^{3}\right)
$$

Take a trigonometric expansion for $\nu$, normalized by translation to have no term $\sin (2 r)$,

$$
\begin{equation*}
\nu=\delta \cos (2 r)+\sum_{k \geqslant 3}\left(s_{k}^{\prime} \cos (k r)+s_{k}^{\prime \prime} \sin (k r)\right) \tag{9.12}
\end{equation*}
$$

which shows in particular that

$$
\begin{equation*}
\sum_{k \geqslant 3} k^{2}\left(s_{k}^{\prime}\right)^{2}+k^{2}\left(s_{k}^{\prime \prime}\right)^{2} \leqslant C \varepsilon^{2} . \tag{9.13}
\end{equation*}
$$

(9.14) Lemma. For a minimizer of $I_{2}^{\prime \prime}$ on $S_{\varepsilon}$, put in the form (9.10), with $\nu=\delta \cos (2 r)+\nu_{e}+\nu_{0}$, where $\nu_{e}$ and $\nu_{0}$ are respectively the sums in (9.12) over $k \geqslant 4$ even and $k \geqslant 3$ odd,

$$
\begin{equation*}
\left\|\nu_{e}\right\|_{H^{1}}, \quad\left\|\nu_{0}\right\|_{H^{1}} \leqslant C \varepsilon^{3 / 2} \tag{9.15}
\end{equation*}
$$

Proof. Suppose $\chi_{t}$ is a curve in $S_{\varepsilon}$ with $\chi_{0}=\bar{\chi}$, the minimizer, and tangent vector $\mu$ at $t=0$. Then

$$
\begin{equation*}
0=\frac{d}{d t} I_{1}^{\prime}\left(\chi_{t}\right)_{t=0}=-\frac{1}{3} \int_{0}^{2 \pi} \bar{\chi}^{-4 / 3} \mu d r \tag{9.16}
\end{equation*}
$$

Since $\bar{\chi}^{-4 / 3}=\left(\frac{L}{2 \pi}\right)^{4 / 3}+\frac{4}{3}\left(\frac{L}{2 \pi}\right)^{1 / 3} \nu+O\left(\varepsilon^{2}\right)$, it follows from this that if

$$
\begin{equation*}
\mu=\sum_{k \geqslant 4}^{\text {even }}\left(s_{k}^{\prime} \cos (k r)+s_{k}^{\prime \prime} \sin (k r)\right)+\tau \cos (2 r) \tag{9.17}
\end{equation*}
$$

then $\delta \tau=-\Sigma\left(s_{k}^{\prime}\right)^{2}+\left(s_{k}^{\prime \prime}\right)^{2}+O\left(\varepsilon^{3}\right)$, since $|\delta|>c \varepsilon, c>0$; this gives an admissible tangent vector.

Now, we also have

$$
0=\frac{d}{d t} I_{2}^{\prime \prime}\left(\chi_{t}\right)_{t=0}=\int_{0}^{2 \pi}\left(\frac{16}{9}\left(\frac{L}{2 \pi}\right)\right)^{-7 / 3} \nu^{\prime} \mu^{\prime}+\frac{2}{9}\left(\left(\frac{L}{2 \pi}\right)^{-7 / 3} \nu \mu\right)+O\left(\varepsilon^{3}\right)
$$

from which it follows that $\Sigma_{k \geqslant 4 \text {, even }}\left(k^{2}-4\right)\left(\left(s_{k}^{\prime}\right)^{2}+\left(s_{k}^{\prime \prime}\right)^{2}\right)=O\left(\varepsilon^{3}\right)$.That is, $\left\|\nu_{e}\right\|_{H^{1}} \leqslant C \varepsilon^{3 / 2}$. The odd part of the remainder can be handled similarly, proving the lemma.

Treating the error terms in such a computation a little more carefully we now proceed to
(9.18) Proposition. For $\varepsilon$ small, any minimizer of $I_{2}$ in $S_{\varepsilon}$ is $\pi$-periodic.

Proof. With the minimizer written in the form of Lemma (9.14), the objective is to show that $\nu_{0}=0$. Consider a variation of the type

$$
\chi_{t}=\frac{L}{2 \pi}+(\delta+\tau t) \cos (2 r)+\nu_{e}+(1-t) \nu_{0}
$$

The necessary condition $\frac{d}{d t} I_{1}\left(\chi_{t}\right)=0$ at $t=0$ becomes $A \tau+B=0$, where

$$
\begin{aligned}
A & =\frac{1}{3} \int_{0}^{2 \pi} \cos (2 r)\left(\frac{L}{2 \pi}+\delta \cos (2 r)+\nu_{e}+\nu_{0}\right)^{-2 / 3} \\
B & =-\frac{1}{3} \int_{0}^{2 \pi} \nu_{0}\left(\frac{L}{2 \pi}+\delta \cos (2 r)+\nu_{e}+\nu_{0}\right)^{-2 / 3}
\end{aligned}
$$

Expanding in Taylor series and using the orthogonality of even and odd functions shows that
$A=-\frac{1}{9}(2 \pi) \delta\left(\frac{L}{2 \pi}\right)^{-5 / 3}(1+O(\varepsilon)), B=\frac{2}{9}\left(\frac{L}{2 \pi}\right)^{-5 / 3}\left(\int_{0}^{2 \pi}\left|\nu_{0}\right|^{2} d r\right)(1+((\varepsilon))$.

Hence it is possible to obtain an admissible variation in $S_{\varepsilon}$ by taking

$$
\tau=\left(\int_{0}^{2 \pi}\left|\nu_{0}\right|^{2} d r\right)(1+O(\varepsilon)) /(\delta \pi)
$$

Computing directly, using the fact that $\int_{0}^{2 \pi}\left|\nu_{0}^{\prime}\right|^{2} \mathrm{dr} \geqslant 9 \int_{0}^{2 \pi}\left|\nu_{0}\right|^{2} d r$, one finds that with this variation,

$$
\frac{d}{d t} I_{2}\left(\chi_{t}\right) \leqslant-80\left(\frac{L}{2 \pi}\right)^{-7 / 3} \int_{0}^{2 \pi}\left|\nu_{0}\right|^{2} d r(1+O(\varepsilon)), \text { at } t=0
$$

which is only possible if $\nu_{0}=0$, proving the proposition.
(9.19) Proposition. For $\varepsilon>0$ small, the minimizer of $I_{2}$ in $S_{\varepsilon}$ is unique.

Proof. The arguments above apply to any minimizer. In particular, always for $\varepsilon<\varepsilon_{0}$ small enough, it follows from Lemma (9.14) that any minimizer can be normalized by translation to be of the form (9.10) with (9.15) valid. Then any two minimizers can be connected by a curve in $S_{\varepsilon}$ of the form (9.10) with uniform estimates (9.15). From the ellipticity of $I_{2}$ in $S_{\varepsilon}$ and the mountain pass lemma $I_{2}$ should then have another stationary point of the form (9.10), (9.15) and this cannot be a proper minimum. Computing the second variation of $I_{2}$, in directions transverse to the translation along the minimizer one easily obtains a contradiction since this partial Hessian is positive definite for small $\varepsilon$.
(9.20) Theorem. There exists $\varepsilon_{0}>0$ such that for each $0<\varepsilon<\varepsilon_{0}$, the infimum of $I_{2}$ on $S_{\varepsilon}$ defined by (9.2) is attained at a function $\chi \in \Re$, given by an elliptic integral, which corresponds to a convex region determined amongst regions with curvature in $\Re$ by its Dirichlet (or Neumann or Robin) spectrum.

Proof. Being $\pi$-periodic, the minimizer satisfies the Euler-Lagrange equation derived from the Lagrangian $I_{2}$ without the second two constraints in (2.10). That is,

$$
\begin{equation*}
32 \dot{\kappa}^{2}=\kappa^{2}+a \kappa^{-2}+b \kappa^{-6}+c \tag{9.21}
\end{equation*}
$$

for some constants $a, b, c$. Any solution of this is given by an elliptic integral. Since $L, I_{1}$ and $I_{2}$ are determined by the spectrum for regions in the noncoincidence set $\Re$ this completes the proof of the theorem.
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