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FLOER H O M O L O G Y OF B R I E S K O R N H O M O L O G Y 
S P H E R E S 

NIKOLAI SAVELIEV 

Abstract 
Every Brieskorn homology sphere S(p, q, r) is a double cover of the 3-sphere 
ramified over a Montesinos knot k(p,q,r). We express the Floer homology 
of E(p, q,r) in terms of certain invariants of the knot k(p,q,r), among which 
are the knot signature and the Jones polynomial. We also define an integer 
valued invariant of integral homology 3-spheres which agrees with the fi-
invariant of W. Neumann and L. Siebenmann for Seifert fibered homology 
spheres, and investigate its behavior with respect to homology 4-cobordism. 

Let p, q, and r be pairwise coprime positive integers. A Brieskorn 
homology 3-sphere E(p, q, r) is the link of the singularity of f_ 1(0), 
where f : C3 —> C is a map of the form f(x, y, z) = x p + y q + z r. The 
complex conjugation in C3 acts on S(p, q, r) turning it into a double 
branched cover of S 3 branched over a Montesinos knot k(p, q, r). 

The Floer homology groups I n(T.), 0 < n < 7, are abelian groups 
associated with an integral homology 3-sphere S; see [14]. The Floer 
homology of S(p, q, r) was studied by R. Fintushel and R. Stern [13] who 
showed in particular that the groups I*(E(p, q, r)) are free abelian, and 
if a n denotes the rank of I n(E(p, q, r)) then a n = 0 for odd n. Therefore, 

(1) a0 + a2 + a4 + a6 = 2A(£(p, q, r)), 

where \(E(p,q,r)) is the Casson invariant; see [36]. We add to this 
knowledge the following result: 
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T h e o r e m 1. Let T,(p,q,r) be a Brieskorn homology sphere repre­
sented as a double branched cover of S3 ramified over a Montesinos knot 
k(p, q, r). Let a n denote the rank of the free abelian group I n(T.(p, q, r)), 
and signk(p,q,r) the signature of the knot k(p,q,r). Then 

(2) - a 0 + a2 - a4 + a6 = - signk(p,q,r). 

According to [15], the groups I n(Yj(p, q, r)) are 4—periodic, that is, 
I n(T.(p,q,r)) = I n+4(T.(p,q,r)) for all n. Therefore, equations (1) and 
(2) give a closed form formula for the Floer homology of Brieskorn 
homology spheres, and answer Question 3.5 of [26] (which is at tr ibuted 
to M. Atiyah). 

Theorem 1 establishes links between the Floer homology and the 
Jones polynomial. The following result is obtained by combining equa­
tion (2) with D. Mullins formula for the Casson invariant of two-fold 
branched covers; see [24]. 

T h e o r e m 2. Let T,(p,q,r) be a Brieskorn homology sphere repre­
sented as a double branched cover of S3 with the branch set a Mon­
tesinos knot k(p,q,r). Let a n denote the rank of the free abelian group 
I n(T.(p,q,r)), and V k the Jones polynomial of the knot k = k(p,q,r). 
Then 

lnV k(t). 
t=-i 

For an integral homology 3-sphere S, we defined in [31] an invariant 
v by the formula 

-, 7 
1 x—v (n + l ) n + 2 ) 

(3) iz(E) = - £ ( - l ) M J — > rank Q I n(E). 
n=0 

For a Brieskorn homology sphere T,(p,q,r) with the orientation of an 
algebraic link, the invariant v is of the form u(E(p,q,r)) = \{—ao + 
a2 — a4 + aQ) where a n = r a n k I n (S(p ,q , r ) ) as before. It should be 
also mentioned that the ^-invariant changes sign with the change of 
orientation. We conjectured in [31] that the ^-invariant equals the ß-
invariant of W. Neumann [25] and L. Siebenmann [34] for all Seifert 
fibered homology spheres. Now we can prove that this conjecture is 
true. 

1 d 

a2 + a" = Y2-dt 
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T h e o r e m 3 . For any Brieskorn homology 3-sphere T,(p,q,r), the 
v-invariant defined by (3) and the ß-invariant coincide, v(E(p,q,r)) = 
ß(Z(p,q,r)). 

Theorem 3 is equivalent to Theorem 1 due to the observation that 
/z(E(p, q, r)) = | sign k(p,q,r); see Section 7. The statement of the 
conjecture for a general Seifert fibered homology sphere E ( a i , . . . , a n) 
now follows from Theorem 3 by induction with the help of the so called 
splicing additivity. Namely, it has been proved in [12]; see also [31], that 
£Z(E(ai, . . . , a n)) = / 2 (S (a i , . . . ,a j,p)) + ß(T,(q,a j+i,... ,a n)) where j 
is any integer between 2 and n — 2, and the integers q = a\ • • • a j and 
p = a j+i • • • a n are the products of the first j and the last (n — j) Seifert 
invariants, respectively. The same additivity holds for the invariant v\ 
see [31]. 

Corollary 4 . For any Seifert fibered homology sphere E ( a i , . . . , a n), 
the v- and the ß-invariants coincide, 

u(T,(ai,... ,a n)) = / i ( S ( a i , . . . , a n)). 

Thus, the invariant u is an extension of the //-invariant from Seifert 
fibered homology spheres to arbitrary integral homology spheres. In 
fact, the invariant ß is defined for a broader class of homology 3-spheres, 
including all integral graph homology spheres. The question whether ß 
equals v on this bigger class remains open. 

W. Neumann conjectured in [25] that the //-invariant is in fact a 
homology cobordism invariant. In [30] and [33] we proved this conjec­
ture for certain classes of Seifert fibered homology spheres. Due to the 
identification ß = u, the corresponding results hold for the z^-invariant. 

T h e o r e m 5. (1) Let S ( a i , . . . ,a n) be a Seifert fibered homology 
sphere homology cobordant to zero. Then u(E(ai,... , a n)) > 0. 

(2) Let S = T,(p, q,pqm± 1) be a surgery on a (p, q)-torus knot, and 
suppose that E is homology cobordant to zero. Then ^(S) = 0. 

(3) For all Seifert fibered homology 3-spheres E which are known to 
be homology cobordant to zero, including the lists of Casson-Harer [7] 
and Stern [35], i/(S) = 0. 

Further progress in this direction is due to Fukumoto and Furuta 
[16], who proved the homology cobordism invariance of ß (and therefore 
that of v) for all Seifert fibered homology spheres E ( a i , . . . , a n) with a\ 
even. It should be mentioned that the homology cobordism invariance 
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of v has also been checked on certain classes of integral homology 3 -
spheres which are not graph manifolds; see [32]. 

The idea of proof of Theorem 1 is shortly as follows. In [36], C. Taubes 
proved that , for any integral homology 3-sphere £ , 

(4) A(S) = l / 2 - x ( I * ( S ) ) . 

The Casson's A-invariant on the left is defined using a Heegaard split­
ting of £ and SU(2)-representation spaces. The number on the right 
is the Euler characteristic of Floer homology I*(£) ; it can be defined 
using SU(2) gauge theory as an infinite dimensional generalization of 
the classical Euler characteristic. 

Let now £ = T,(p,q,r) be endowed with an involution a induced 
on S C C 3 by the complex conjugation. We work out a-invariant 
versions of both invariants in (4) for E = Yì(p,q,r). We use a a-
invariant Heegaard splitting of £ and the corresponding equivariant 
SU(2)-representation spaces to define an invariant Ap(£) in a manner 
similar to that of A. Casson. On the other hand, an equivariant gauge 
theory produces an equivariant Euler characteristic which we denote 
XP(E). Note that the latter can be defined without actually working 
out any Floer homology. Then, a cr-invariant version of the Taubes 
result (4) is that 

(5) A"(£(p,q, r ) ) = l / 2 - x P ( E C p , q , r ) ) . 

Our next step is to show that Ap(£(p, q, r)) = | signk(p, q, r). We 
achieve this by pushing equivariant representations of the manifolds in 
the cr-invariant Heegaard splitting down to their quotients. We note 
that the push-down representations are only defined on the comple­
ments of the ramification sets, and they map all their meridians to 
trace-free matrices in SU(2). After that we identify \p(E(p, q, r)) with 
one forth of the Casson-Lin invariant h(k(p, q, r)) of the knot k{p, q, r). 
The invariant h(k) was defined in [21] for an arbitrary knot k by us­
ing trace-free representation spaces associated with the knot k com­
plement. X.-S. Lin proved in [21] that the invariant h(k) equals one 
half of the knot k signature, which in our case immediately implies 
that Ap(£(p, q, r)) = | signk(p, q, r). The crucial observation is that 
all the representations of 7ri£(p, q, r) are in fact equivariant, and the 
Ap-invariant just counts them with signs different from those defined by 
Casson for his A-invariant. 

Finally, we identify 1/2 • x p (E(p , q, r)) with v(E(p, q, r)) by compar­
ing the equivariant spectral flow used to define x p ( £ ( p , q, r)) with the 



BrIesKOrN hOMOLOGY s p h e r e s 19 

"regular" spectral flow of [36] with the help of the G-index theorem of 
[11]. 

It should be pointed out that many results and definitions in the 
paper hold in more general situation. Recently, several papers have ap­
peared that discuss a similar circle of ideas. C. Herald in [18] extended 
the Lin's result to SU(2)-representations of the knot complement whose 
trace along the meridian is fixed but not necessarily zero; the resulting 
invariant is an equivariant knot signature. This result was refined by 
O. Collin and B. Steer, who developed in [10] an instanton Floer ho­
mology for knots via orbifolds; the Euler characteristic of their Floer 
homology is an equivariant knot signature. This orbifold theory was 
related to an equivariant gauge theory on finite cyclic branched covers 
of a knot in [8] and [9]. W. Li in [20] constructed a symplectic Floer 
homology theory for knots in S3 whose Euler characteristic equals the 
Casson-Lin invariant. 

The paper is organized as follows. It begins with a short introduction 
to the relevant topology of Brieskorn homology spheres and Montesinos 
knots. In Section 2 we investigate equivariant SU(2)-representation 
spaces associated with a a-invariant Heegaard splitting of S(p, q, r) and 
define the Ap-invariant. The equality Ap(E(p, q, r)) = | signk(p, q, r) is 
proved in Section 3. Section 4 is devoted to equivariant gauge theory and 
the definition of the xp- invariant . In Section 5 we express x p (E(p , q, r)) 
in terms of the Floer homology as x p (E(p ,q,r ) ) = 2v(E(p,q,r)). The 
equality of \p and \ xp for Brieskorn homology spheres is proved in 
Section 6. One should mention that all the equalities of the invariants 
above are proved up to a universal (±)-sign. The sign is fixed at the 
end of Section 6, which completes the proof of Theorem 1. Section 7 
contains a detailed discussion on the /i-invariant of W. Neumann and 
L. Siebenmann. 

I thank Boris Apanasov, Josef Dodziuk, Igor Dolgachev, Ron Fin-
tushel, Michael Gekhtman, Walter Neumann, Liviu Nicolaescu, Frank 
Raymond, Shuguang Wang, and Arthur Wasserman for helpful conver­
sations and useful remarks. 

1. Topology of Brieskorn h o m o l o g y spheres 

In this section we describe shortly topology of Brieskorn homology 
spheres and Montesinos knots. More detailed account will be given in 
Section 7. 
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Let p, q, r be relatively prime integers greater than or equal to 2. The 
Brieskorn homology sphere Y^{p,q,r) is defined as the algebraic link 

S(p,q,r) = f (x,y, z) G C3 j x p + y q + z r = 0 g n S5, 

where S5 is a sphere in C3 . This is a smooth naturally oriented 3-
manifold with H*(Yi(p,q,r)) = H*(S3). Moreover, S(p,q,r) is Seifert 
fibered; see [27], with the Seifert invariants f b, (p, bi), (q, b2), (r, b3) g 
such that 

(6) b1 qr + b2pr + b3pq = 1 + bpqr. 

The complex conjugation on C3 obviously acts on T,(p,q,r) as 

(7) a : S(p, q, r) ->• £(p, q, r), (x, y, z) ^ (x, y, z). 

The fixed point set of this action is never empty. The quotient of 
S(p, q, r) by the involution a is S3, with the branch set the so called 
Montesinos knot k(p,q,r); see [6], [23], or [34]. The knot k(p,q,r) can 
be described by the diagram in Figure 1, where a box with a, ß in it 
stands for a rational (a, /3)-tangle; see [6], Fig. 12.9. 

b half twists 

Figure 1 

The parameters b, (p, bi), (q, b2), (r, b3) are the Seifert invariants of the 
corresponding Y^{p,q,r). According to [6], Theorem 12.28, these pa­
rameters together with (6) determine the knot k(p,q,r) uniquely up to 
isotopy. 
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2. The invariant Xp 

In this section we first shortly recall the definition of Casson's A-
invariant following the exposition [1]. Our Ap-invariant for T,(p, q, r) will 
be an equivariant version of A. To define Ap, we introduce a cr-invariant 
Heegaard splitting of S(p, q, r). Then we define the corresponding equiv­
ariant representation spaces and investigate closely the representation 
space of 7Ti£(p, q, r). It turns out that all the representations in the 
latter space are cr-invariant. After computing the necessary dimensions 
and checking the transversality condition, we define the Ap-invariant as 
an intersection number of equivariant representation spaces. 

2.1 Casson invariant 

Let M be an oriented integral homology 3-sphere with a Heegaard split­
ting M = M\ U M<2 where M\ and M ̂  are handlebodies of genus g > 2 
glued along their common boundary, a Riemann surface MQ. Let 

K(M k) =Hom*(7riM k,SU(2))/SU(2), k = 0,1, 2,0, 

be the set of conjugacy classes of irreducible representations of niM k 
is SU(2). Each IZ(M k), k = 0,1,2, is naturally an oriented manifold. 
The dimension of TZ(M\) and 72.(M2) is 3g — 3, and that of TZ(MQ) is 
6g — 6. The inclusions MQ C M k, k = 1,2, induce embeddings TZ(M k C 
TZ(MQ). The points of intersection of TZ(M\) with 72.(M2) are in one-
to-one correspondence with 1Z(M). If the intersection is transversal we 
define the Casson invariant as the integer 

(8) A(M) = i Yl e« 
aeTZ(M) 

where ea = ±1 is a sign obtained by comparing the orientations on 
TaK(Mi) © TaK{M2) and TaTZ{Mü). Note that the intersection is 
transversal if E = Yì(p,q,r); see R. Fintushel and R. Stern [13, Propo­
sition 2.5]. 

The formula (8) defines the invariant A up to a (±l)-sign, which only 
depends on the orientation of S, and changes by (—1) if the orientation 
of S changed. One can show that |A(S(2, 3, 5))| = 1; the invariant A is 
then normalized by the requirement that A(E(2, 3, 5)) = +1 . An explicit 
formula for A(E(p, q, r)) and more generally, for A(E(ai, . . . ,a n)), is 
given in [26, Lemma 1.5]. 
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2.2 a—invariant Heegaard spl i t t ing 

We are going to construct a a-invariant Heegaard splitting of S(p, q, r). 
Let us first fix notation. By E we denote a Brieskorn homology sphere 
E(p, q, r ) , and by a : S —>• S the involution defined by (7). The projec­
tion on the quotient space will be denoted by n, so n : E —> E / a = S3. 
The projection n maps the fixed point set Fix(cr) C E onto a Montesinos 
knot k = k(p, q, r) C S 3 . 

The knot k C S3 can be represented as the closure of a braid ß on n 
strings. We think about k as consisting of the braid ß and n untangled 
arcs in S 3 forming its closure; see Figure 2. Let S C S 3 be an embedded 
2-sphere in S3 splitting S3 in two 3-balls, B\ and B2, with common 
boundary S1, and such that the entire braid ß belongs to i n t B i . The 
intersection k H S consists of 2n points, Pi, • • • , Pin-

Figure 2 

Now, we define a Heegaard splitting E = M\ UM 0 M2 as follows: 

(9) M1 = n-1(B1), M2 = ir-1(B2), M 0 = T T " 1 S ) . 

Obviously, Mi and M2 are handlebodies branched over the braid ß 
and the n untangled arcs, respectively. Their common boundary is Mo, 
which is a closed surface branched over the points Pi, • • • , Pin £ S. The 
genus g of Mo can be found by comparing Euler characteristics, 

2 - x ( S ) = x ( M 0 ) + x ( F i x ( a ) n S ) , 

where x(S) = 2, x(Fix(o-) r\ S) = In, and x(Mo) = 2 - 2g. Therefore, 
g = n — 1. The Heegaard splitting we just defined is a-invariant in the 
sense that a(M k) = M k for k = 0 ,1 , 2. 
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2 .3 R e p r e s e n t a t i o n s o f B r i e s k o r n h o m o l o g y s p h e r e s 

Let S(p, q, r) be a Brieskorn homology 3-sphere, and 

(10) ft(S(p, q, r)) = Hom*(7TiS(p, q, r ) , SU(2))/ SU(2) 

the space of the conjugacy classes of irreducible representations of its 
fundamental group in SU(2). In this subsection we are concerned with 
describing the space Tl(E(p,q,r)) and the involution a* induced on the 
representation space by a. 

We will follow R. Fintushel and R. Stern [13] and first identify the 
group SU(2) with the group S3 of unit quaternions in the usual way, so 
that 

i=(o - i ) ' j = ( - ° i J)' k = ( i o)-
Under this identification, the trace tr(A) of an element A G SU(2) coin­
cides with the number 2 Re A, AG S 3 , and the mapping r : S3 —>• [0, n], 
r(A) = arccos(Re A), is a complete invariant of the conjugacy class of 
the element A. This conjugacy class is a copy of S2 in S3 unless A = ± 1 , 
in which case the conjugacy class consists of just one point. 

The fundamental group 7riS(p, q, r) has the following presentation; 
see [6] or [13], 

7TiS(p, q, r) = {x,y,z,h j h central ,x p =h~ 1,y q = h~ 2, 

z r =h 3,xyz = h ) , 

where b\, b2,b3, and b satisfy (6). Specifying an irreducible representa­
tion 

a :7T iS(p ,q , r ) -> SU(2) 

amounts to specifying a set {a(h), a(x), a(y), a(z)} of unit quaternions. 
In fact, we only need to specify the first three quaternions in this set 
because a(z) will then be expressed in their terms as 

a(z) = (a(x)a(y))~l a(h) . 

Since h is central and the representation a is irreducible, a(h) = ± 1 . 
Let us denote ei = a(h)b* = ± 1 , i = 1,2, and £3 = a(h)bs~rb = ± 1 . 
Then the relations x p = h~bl,y q = h~b2 and (xy)r = h bs~rb imply the 
following restrictions on a(x) and a(y): 

(11) r(a(x)) = n£i/p, r(a(y)) = n£2/q, r(a(x)a(y)) = 7r£3/r, 
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where ti is even if si = 1, i is odd if ei = —1, and 

0 < £i < p, 0 < £2 < q, 0 < £3 < r. 

After conjugation, we may assume that a(x) = em£l'p. The quater­
nions a(y) and a(x)a(y) should lie in their respective conjugacy classes, 
S2 = r~l(irÌ2/q) and S3 = r~1(irÌ3/r). On the other hand, a(x)a(y) 
lies in a(x) • S2, therefore, in order for a(x) and a(y) to define a rep­
resentation, the intersection a(x) • S2 fl S3 must be non-empty. Since 
a(x) • S2 is a 2-sphere centered at a(x), the intersection a(x) • S2 C\ S3 
in S13 (if non-empty) is a circle. This circle parametrizes a whole collec­
tion of representations a' coming together with a such that r(a'(x)) = 
r(a(x)), r(a'(y)) = r(a(y)), and r(a'(x)a'(y)) = r(a(x)a(y)). In fact, 
all these representations are conjugate to each other by simultaneous 
conjugation of a(x) and a(y) by the complex circle Sl C S3. This can 
be seen from the following elementary technical lemma. 

Lemma 6. Let a and ß be irreducible representations of the group 
TTiT,(p,q,r) in SU(2) such that 

(1) a(h) = ß(h) and a(x) = ß(x) G C, 

(2) r{a{y)) = r{ß{y)), and 

(3) r(a(x)a(y))=r(ß(x)ß(y)). 

Then the representations a and ß are conjugate to each other, that is 
there exists a unit quaternion c such that 

ß(t) = c • a(t) • c~l forall t G 7riS(p, q, r). 

Moreover, the quaternion c may be chosen to be a complex number, 
c G C . 

Corollary 7 ( Compare [13] ). The representation space lZ(E(p, q, r)) 
is finite. 

The involution a : T,(p,q,r) —> T.(p,q,r) induces the involution on 
the fundamental group, 

a* : 7TiE(p,q,r) ->• iri^{p,q,r), 

h i-)- h~ , x i-)- x~ , y H- xy~ x~ , z *-> xyz~ y~ x~ ; 
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see [6, Proposition 12.30], which in turn induces an involution on the 
corresponding representation space ( [•] stands for conjugacy class), 

(12) a*:R(X(p,q,r))^RÇZ(p,q,r)), [a] ^ [a'], 

where 

(13) a/(t)=a(a*(t)), t G 7nE(p ,q , r ) . 

Propos i t i on 8. If a' : -KiT,(p,q,r) —> SU(2) is a representation 
defined by the formula (13), then there exists an element p G SU(2) 
such that p2 = — 1 and 

a'(t) = p • a(t) • p~ for all t G 7riS(p, q, r). 

The element p is defined uniquely up to multiplication by ± 1 , and the 
elements p corresponding to different representations a are conjugate 
to each other. In particular, the action (12) on the space R(E(p,q,r)) 
of the conjugacy classes of irreducible representations of -KiT.(p,q,r) in 
SU(2) is trivial. 

Proof. After conjugation we may assume that a(x) is a unit complex 
number. Then a'(x) = a(a*(x)) = a(x~l) = a(x)~l is a complex 
number as well. Let us consider another representation, ß, defined as a 
conjugate of a by the unit quaternion j , 

ß(t) = j " 1 -a'(t)-j foral l t G 7r i£(p ,q , r ) . 

Next we want to verify that the representations a and ß satisfy the 
conditions of Lemma 6. We have 

ß{x) =j~1 -a'{x) -j 

= j ~ 1 -a{x)~l • j 

= j ' 1 • a{x) • j 

= j ~ -j-a(x), since a(x) G C, 

= a(x). 

Note that , for any unit quaternion a, we have r(a) = r(a) = r(a~l). 
Therefore, 

r(ß(y)) = r{j~x • a'(y) • j) = r(a'(y)) 

= r(a(xy~ x~ )) = r(a(x)a(y)~ a(x)~ ) 

= r(a(y)~1) = r(a(y)), 
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and similarly, 

r(ß(x)ß(y)) = rij1 • a'(x)a'(y) • j) = r(a'(x)a'(y)) 

= r(a(x)~ a(x)a(y)~ a(x)~ ) = r((a(x)a(y))~ ) 

= r(a{x)a{y)). 

Since r(a(h)) is equal to r(ß(h)) we can apply Lemma 6 to the 
representations a and ß to find a complex number c G C such that 
ß{t) = c • a(t) • c _ 1 for all t G 7riE(p, q, r ) . Since /3(t) = j ~ l • a'{t) • j = 
c • a(t) • c _ 1 , we get that a'(t) = p • a(t) • p~l with p = jc. 

If we apply a* twice to the representation a, we will get a again 
because a* is an involution. Therefore, a is conjugate to itself by the 
element p2. But the representation a is irreducible, therefore, p2 = ± 1 . 
The following easy computation shows that p2 is in fact —1, 

P2 = jcjc = jjcc = -jcj2 = - 1 . 

The uniqueness of p up to ± 1 follows from the irreducibility of a. 
The fact that the elements p defined by different representations are 
conjugate follows from the fact that tr(jc) = 0 for any complex number 
c. q.e.d. 

2 .4 H e e g a a r d s p l i t t i n g a n d r e p r e s e n t a t i o n s p a c e s 

Let E = S(p, q, r) be a Brieskorn homology sphere with a a-invariant 
Heegaard splitting of genus g, 

E = Mi UMo M 2 , 

constructed in (9). According to Proposition 8, for any a : 7TiE(p, q, r) —> 
SU(2), there exists an element p G SU(2) such that a*a = pap~l and 
p2 = — 1. Generally speaking, p depends on a but it follows from Propo­
sition 8 that the elements p corresponding to different a ' s are conjugate 
to each other. Therefore, the following definition makes sense. 

For each manifold M k, k = 0 ,1 , 2, in the splitting (9), we define the 
equivariant representation space, 

(14) R { M k) = {a : niM k ->• SU(2) j a is irreducible and 

a(a,{t)) = pa(t)p-\ t G mM k }/S1
pJ 

as the space of all irreducible p-invariant representations modulo the 
adjoint action of the 1-dimensional Lie group Sj, C SU(2) consisting of 
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all g G SU (2) such that pg = g p. Note that whenever p' = hph l , h G 
SU(2), we have that R { M k) = R p ' (M k), hence each of the spaces (14) 
only depends on the conjugacy class of p and not on p itself. 

We first describe the space R P ( M Q ) . The classical result of Luroth 
and Hurwitz; see [4, Theorem 3.4], implies that a double branched cover 
of S2 is uniquely determined by the cardinality of its branch set. Thus 
we are free to visualize the covering MQ —> S2 by using the model shown 
in Figure 3, the action of a being the rotation through 180° about the 
horizontal symmetry axis. 

F i g u r e 3 

One can easily see that 

TTIMQ = ( t l , . . . ,t2g \ t • • • t2g = t2g • • • t ) , 

where the generators t\,... , t2g are represented by the respective curves 

in Figure 3. The induced involution a* : TTIMQ —> TTIMQ acts on the 

generators t i by inverting them, cr*(t i) = t~ . 

Let us introduce the surface MQ = MQ n {D,a(D) } where D and 

a(D) are a pair of disjoint open discs as shown in Figure 4. 

F i g u r e 4 
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The group TTIMQ is a free group on 2g + 1 generators, and obviously 

R" (M 0 ) C Hom"(7riM0*,SU(2))/Sj, 

where Homp(-7TiMQ, SU(2)) consists of all the representations 
a : 7TIMQ —> SU(2) such that a*a = Adpa. Let t2g+i be the curve 
shown in Figure 4. Then cr*(t2g+i) = t g+i' and the curves t\,... , t2g+i 
together give a basis of the free group -K\MQ. This choice of generators 
allows us to make the following identification, 

Hom'(7riM0*, SU(2)) = {(TU... ,T2g+1) G SU(2)2g+ 1 j 

T-l = pT ip-\ i = l,... ,2g + l}. 

L e m m a 9. Let p G SU(2) be such that p2 = —1. Then the subset 
S2 of SU(2) consisting of all a G SU(2) such that a~l = pap~l is a 
two-dimensional sphere. 

Proof. Any element p of SU(2) with p2 = — 1 has zero trace. There­
fore, there exists x G SU(2) such that p = xjx~l (remember that we 
identify SU(2) with the group of unit quaternions), and then the map 
a H- x~lax establishes a diffeomorphism between S2 and S2. Now, 
S2 consists of all b G SU(2) such that bj = jb and jbj2 = 1, hence 
b = u + vi + wk for some real u, v, w with u2 + v2 + w2 = 1. This of 
course determines a 2-sphere. q.e.d. 

Therefore, Hom^vriMo*, SU(2)) = (S2)2g+1; in particular, 
Homp(7TiMQ, SU(2)) gets a smooth manifold structure from (S 2 ) 2 g + 1 . 
A (2g + l ) - tuple ( T i , . . . ,T 2g+ i ) G (S 2 ) 2 g 4 1 defines an equivariant 
representation of TTIMQ in SU(2) if T\ • • -T ^g+i = 1. We call a point 
( T i , . . . ,T2g+i) G (S 2 ) 2 g 4 1 reducible if there is a matrix A G SU(2) such 
that AT i A~l are all diagonal matrices for i = 1 , . . . , 2g + 1, and call it 
irreducible otherwise. 

L e m m a 10. Let S2 C SU(2) be the 2-sphere of unit quaternions T 
such that T _ 1 = pTp , and 6 the product map, 

e : {S2
p)

2g+1 -)• SU(2), 

6(Ti,... ,T2g+i) = Ti • • -T 2g+ i . 

Then the differential dO is onto at any irreducible point ( T i , . . . , T2g+i) 
such that Ti • • • T2g+i = 1. 
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Proof. Let us assume that p = j and suppose that (T\,... , T2g+i) is 
an irreducible point such that 0(Ti,... , T2g+i) = 1 G SU(2). Without 
loss of generality, we may assume that 

T l = e o e ) and T g + l = [ i B i A ) 

with A a complex number and B a non-zero real number. 
The tangent space to S'j at X\ is the image under the left multipli­

cation by T\ of the linear subspace of su(2) consisting of the matrices 

_( ia i /3e"^\ 
u l ~ iße i* -ia 

with real a and ß. For such a u i , 

{d6)(ul,0, • • • , 0) = TlulT2 ... T2g+1 = TlulT{1 

_ f ia iße ^\ 
~ [iße-V -ia 

(15) = a • i — ßsincfi • j + ßcoscfi • k, a,ßGR. 

Thus, the image of d0 restricted to the tangent space to S j at Ti is 
2-dimensional. 

The tangent space to S'j at T2g+i is the image under the left mul­
tiplication by T<2g+i of the linear subspace of su(2) consisting of the 
matrices 

f ia b \ 
u + 1 = { - b -ia) 

such that a G R and Re(Ab + aB) = 0. For such a u2g+1, 

(d6) (0, . . . ,0, u2g+l) = Tl • • • T2g+lu2g+l = u2g+1. 

Let us choose b = ßcos4> + ißsincf) with (f> as in (15), and / 9 G R . The 
equation Re(Ab+aB) = 0 can be solved for a G R to get a = Re(Ab) jB, 
and then the vector 

(16) Re(Ab)/B-i + ßcoscß-j + ßsincß-k 

will lie in the image of d0. The vectors (15) and (16) span the entire 
Lie algebra su(2), therefore, d0 is onto. q.e.d. 
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This lemma implies that R ( M Q ) is a smooth (open) manifold of 
dimension 4g — 2. A choice of basis t i , . . . ,t g in -K\M\ with the prop­
erty that <7*(t) = t~ identifies RP(M\) with a smooth submanifold in 
{Sp)g1'Sp of dimension 2g — 1. The construction for R{M<i) is com­
pletely analogous. 

Due to Seifert-Van Kampen Theorem, we have the following com­
mutative diagrams of the fundamental groups 

niT,(p,q,r) i ixiMi 

niM2 i 7TiM0 

and of the equivariant representation spaces 

R"(E) > Rp{M{) 

R{M 2 ) > RP (Mo) 

where 

RP(E) = fa : 7riE —> SU(2) j a is irreducible, a*a = pap~ g/Sp. 

The maps in the latter diagram are injective, so we can think of RP(E) 
as the intersection of RP{M{) and R (M 2 ) inside R ( M 0 ) . 

Lemma 11. The space RP(Y,) is a (regular) double cover of 
R(T.(p,qir)). The manifolds RP(M\) andR^M ^) intersect transver-
sally inside the manifold RP(MQ) in a finite number of points. 

Proof. Let a, ß : 7TI£ —> SU(2) be irreducible representations such 
that a*a = pap-1 and o*ß = pßp~l. If they are conjugated, ß = 
hah-1, h G SU(2), then a*(hah~l) = p • hah-1 • p _ 1 , and therefore, 

a*a = (h~ ph) • a • (h~ ph)~ = pap~ . 

Since a is irreducible, p = ±hph~l, or ph = ±hp. Hence, 

R(E(p,q,r)) = fa : 7riS —> SU(2) j a is irreducible, a*a = pap~l g/Sl, 
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where Sj, is a subgroup of SU(2) consisting of all h such that ph = ±hp. 
The group Sp is a subgroup of Sp of index 2. This proves the first part 
of the lemma. 

Each of the manifolds R p (M k), k = 0,1,2, is the fixed point sub-
manifold of the involution a i—> Adp a*a on the corresponding manifold 
R ( M k). The intersection of R (Mi) with R(M2) in R(M0) is transversal; 
see e.g. [13, Proposition 2.5], and R ^(Mi) n R ^(M2) = R5(S(p,q,r)) is 
finite. q.e.d. 

2.5 The definition of A" 

Let S = T,(p,q,r) be a Brieskorn homology sphere. Choose a a-
invariant Heegaard splitting E = Mi U M2 along a Riemann surface 
Mo = Mi n M2 as in (9). We define the \p-invariant of S as one-
forth of the algebraic intersection number of R ( M \ ) and Rp(M2) inside 
R (M0), so that 

(17) A>(E) = i . J]) £Q, 

where ea equals ±1 depending on whether the orientations on the spaces 
TaR{Mi) © TaRP(M2) and TaR5(M0) agree; see below. Due to (8) 
and the fact that R ( E ) double covers R(S) , the number AP(E) is an 
integer. 

The manifolds R ( M 0 ) and R ( M i), i = 1,2, are oriented as fol­
lows. First, we fix an orientation on SU(2). There are two transversal 
submanifolds in SU(2), 

Sl
p = { g G SU(2) | gp = pg } and S2

p = { g G SU(2) | g~l = pgp~l }. 

At 1 G SU(2), we obviously have the decomposition 

(18) T i S U ( 2 ) = T i S ®TtS
2

p 

of T\ SU(2) = su(2) into the (±l)-eigenspaces of the operator Adp : 
su(2) —> su(2). We orient Sj, and S2 so that the orientations are consis­
tent with the decomposition (18). 

Let us now fix an orientation on Mo- This orientation orients the two 
boundary circles of MQ , 7 and a(-y). As we have seen, a choice of basis 
in 7TiM0* identifies Hom^TnMo*, SU(2)) with {S2)2g+\ which allows to 
orient Homp(7riMg, SU(2)) as a product. This orientation is indepen­
dent of the choice of a basis due to the fact that S2 is even-dimensional. 
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The orientations on 7 and on Sj, G SU(2) orient the manifold R ( M Q ) . 
Note that this orientation is independent of the initial choice of orien­
tations on SU(2) and Sp, as soon as the orientation of S2

p is consistent 
with those via (18). The orientation of R ( M Q ) , however, depends on 
the orientation of MQ through the induced orientation of 7; change the 
orientation of MQ, and the orientation of R ( M Q ) changes by (—1). 

The manifolds R ( M i ) and RP(M<2) are oriented as submanifolds of 
{Sp1)g1'Sp. Their orientations depend on the choices of SU(2) and Sp 
orientations, but the orientation ofTRp(Mi) © TRiM ^) at a point of 
intersection in R { M Q ) is insensitive to these choices. Switching the roles 
of Mi and M2 in the sum TR(Mi) © TR{M2) changes its orientation 

by ( - 1 ) . 
Thus, the signs ea in (17) are well-defined given the orientation of 

MQ and the order of the handlebodies. Changing both choices leaves 
AP(S) invariant, so it is only the induced orientation of S that must be 
specified to avoid an ambiguity. The sign of AP(S) changes with the 
change of orientation of S. 

The invariant Xp may a priori depend on the choice of Heegaard 
splitting. In fact, it does not, and this will follow from Corollary 16, 
which expresses Xp in terms of the knot signature. 

3. T h e invariant Xp and the knot s ignature 

The signature of a knot in S5 has been interpreted by X.-S. Lin in 
[21] as an intersection number of trace-free SU(2)-representation spaces 
associated with the knot complement. This number is usually referred to 
as the Casson-Lin invariant. In this section we use this interpretation to 
show that , under proper normalizations, the invariant Xp of a Brieskorn 
homology sphere T.(p, q, r) equals the signature of the Montesinos knot 
k{p,q,r). 

3.1 D e f i n i t i o n o f t h e Casson—Lin i n v a r i a n t 

Let B n be the braid group of rank n with the standard generators 
ßi,... , ßn-i represented in a free group F n on symbols 
follows: 

Pi '• x i ' ' x i x i-\-lx i 1 

x i+1 ' ' x il 

x j H- x j , if j ^ i,i + 1. 
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If ß G B n, then the automorphism of F n representing ß maps each x i 
to a conjugate of some x j and preserves the product x\ • • • x n. 

Let k C S3 be a knot represented as the closure of a braid ß G B n. 
Let us fix an embedding of k into S 3 as shown in Figure 2, the sphere S 
separating S3 in two 3-balls, B\ and B2, with the braid ß inside B\ and 
n untangled arcs inside B2- The fundamental group -K\K of the knot k 
complement K = S3 n k, has the presentation 

•K\K = {xi,... ,x n jx i = ß(x i), i = l,... , n ) , 

the generators xi,... ,x n being represented by the meridians of ß. 

The knot complement K can be now decomposed as K = M[ UM/ M'2 

where M'ü = S n K and M'k = B k n K, k = 1,2. The manifolds" M{ 
and M2 are handlebodies of genus n = g + 1, and M'0 is a 2-sphere 
with 2g + 2 punctures at the points P i , . . . ,P2g+2; see Figure 2. Due 
to Seifert-Van Kampen Theorem, we get the following commutative 
diagram of fundamental groups 

iriK < niM[ 

-KXM'2 < TTlM^ 

where 

TTIMQ = (xi,... ,x2g+2 jxi •••x2g+2 = 1 ) , 

TTiM[ = (xi,... ,x g+ij ), -niM^ = (x g+2,... ,x2g+2 j ) 

are all isomorphic to free groups, and the generators xi,... ,x2g+2 
of 

7TIMQ are represented by the loops in Figure 5. 
In complete analogy with the definition of the Casson invariant, we 

will define SU(2)-representation spaces of the groups niK and niM ^, k = 
0,1,2, and compute the corresponding intersection number. To make 
this program work, we impose the extra condition on the representa­
tions that all the meridians xi,... -,x2g+2 go to trace-free matrices in 
SU(2). Thus the representation spaces in question are 

R 0 (K) = {a: iriK ->• SU(2) j a is irreducible, t r a ( x i) = 0 } / S U ( 2 ) , 

R0(M'k) = {a: KiM'k -+ SU(2) j a is irreducible, t r a ( x i) = 0 } / S U ( 2 ) , 
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Figure 5 

where k = 0,1, 2. The commutative diagram of the fundamental groups 
above induces the following commutative diagram of inclusions of rep­
resentation spaces, 

Ro(K) > R0(M[) 

R0(M^ > R ÌM'Q) 

In particular, the irreducible trace-free representations of ix\K in SU(2) 
are in one-to-one correspondence with the intersection points of R o ( M ) 
with RÜ{M'2) in RQ{M'Q). X.-S. Lin showed in [21] that R0{M'k), k = 
0,1, 2, are smooth (open) manifolds of dimensions d imRoC^) = 4g — 2 
and dimRo(M[) = dimR0(M2) = %g — 1, and that the intersection 
Ro(K) = R0(M[) n Ro(M^) in RQ{M^ is compact. As we will see 
later, this intersection is finite if the knot k is a Montesinos knot. The 
Casson-Lin invariant for k = k(p,q,r) is now defined as 

(19) h(k)= Y, <*> 
aen0(K) 

where e'a = ±1 is a sign obtained by comparing the orientations (see 
below) on TaRo{M[) © TaRo{M'2) and TaR0(M^). For a general knot, 
the number (19) is well defined after some compact perturbations. 
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The orientations of R(M'k), k = 0,1,2, are defined as follows. Let 
SU(2) be oriented by the standard basis i,j,k in its Lie algebra su(2). 
The submanifold of SU(2) consisting of the trace-free matrices is a 2 -
dimensional sphere, which we denote by SQ C SU(2). It is naturally 
oriented as S2 = exp(S(0, | ) ) where S(0, f ) is the 2-sphere in su(2) 
centered at 0 and of radius | in the metric 

(uiv) = 77 tr (uv t), u,vGsu(2). 

Let us introduce the manifold M'ü n D where D is an open disc in 
MQ away from the points Pi, • • • , P2g+2; see Figure 5. An orientation of 
MQ orients the boundary circle, 7, of M'ü n D. The choice of generators 
x\,... ,x2g+2 in VTIMQ identifies the representation space of M'ü n D, 
{a : TTIM'Q -+ SU(2) | t r a ( x i) = 0 } , with the product (S$)2g+2. The 
manifold RO(MQ) is then identified with an SU(2)-quotient of the open 
set of irreducible representations in # _ 1 (1) where 

e : (S$)2g+2 -)• SU(2) 

is defined by parallel t ransport around 7. The differential d0 of the map 
9 is onto at all irreducible representations a such that 6(a) = 1; see [21, 
Lemma 1.5]. This orients RO(MQ) so that the natural isomorphism 

T XlS
2 © . . . © T X2g+2S

2 = Ti SU(2) © T{Xu,„iX2g+2)R0(M^ © Tt SU(2) 

(with the second T\ SU(2)-factor corresponding to the SU(2)-action) is 
orientation preserving. Note that the orientation of RO(MQ) changes by 
( —1) with the change of orientation on MQ (through the orientation of 

7)-
The manifolds Ro(M[) and R0(M2) are oriented as SU(2)-quotients 

of open subsets in (Sg)g+1 , and their orientations are well defined as soon 
as the orientations of SU(2) and S2 are fixed as above. 

The switch of Mi and M ^ changes the orientation of TaRo(M[) © 
TaRo(M2). Thus the sign e'a in (19) is well defined given the orientation 
of MQ and the specification of the handlebody to call M[. Changing 
both choices does not change h(k), therefore, we only need to fix an 
orientation of K to avoid an ambiguity. The sign of h(k) changes by 
(—1) if the orientation of K is changed. 

The next result follows from Corollary 2.10 of [21]. 

Propos i t i on 12. For a knot k = k(p,q,r), h(k) = | s i g n k ; where 
e = ± 1 is a universal constant independent of k. 
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3.2 Some equivariant gauge theory 

Let E = T,(p,q,r) be a Brieskorn homology sphere endowed with the 
involution (7) and a a-invariant Heegaard splitting E = Mi UM 0 M2-

Let E —> E be a (necessarily trivial) SU(2)-vector bundle over E 
with a fixed trivialization. Let us fix a a-invariant Riemannian metric 
on E and consider the space A of smooth connections on E. The choice 
of trivialization gives an isomorphism of A with Q 1(E,su(2)) , the lin­
ear space of smooth differential 1-forms on E with su(2)-coefficients. 
We use the Lf-inner product on Q1(E,su(2)) to define A as a smooth 
manifold modeled on a pre-Hilbert space; see [29]. 

The bundle E restricts to trivial SU(2)-bundles E k over M k, k = 
0,1 , 2. The metric on E induces a-invariant Riemannian metrics on M k, 
and we denote by A k the corresponding space of smooth connections on 
E k, k = 0 ,1 , 2. The spaces A k are defined as smooth manifolds modeled 
on pre-Hilbert spaces n1(M k,su(2)) with the L\-inner product. 

The group G = C°°(E,SU(2)) is called the gauge group; it acts on 
A as (g, A) t-> g • dg~l + g • A • g~l. Let B = A/G be the quotient space. 
Set 

B* = A*/G, 

where A* C A is the subspace of irreducible connections A on which G 
acts with the stabilizer ± 1 . It is the complement of a space of infinite 
codimension in A. Then B* is an infinite dimensional manifold modeled 
on a pre-Hilbert space using the L^-theory. 

The projection A* —> B* can be shown to be a principal G-bundle, 
so that 7Ti(B*) = n0(G) = TT0 C°°(E, SU(2)) = [E,SU(2)] = Z, the last 
isomorphism given by the mapping degree. 

For every k = 0 ,1 , 2, the gauge group G k = C0C(M ki SU(2)) acts on 
A k, and we define B*k as the G-quo t i en t of the subspace A*k C A k of 
irreducible connections. Each of the spaces B*k can be endowed with the 
structure of an infinite dimensional simply-connected manifold. 

It is a classical result in differential geometry that the holonomy map 
establishes a one-to-one correspondence between the gauge equivalence 
classes of irreducible flat connections in a bundle and the conjugacy 
classes of irreducible representations of the fundamental group of its 
base. 

For every k = 0, 0,1,2, the involution a can be lifted to a bundle 
endomorphism of E k. Any endomorphism of E k clearly induces an ac­
tion on A k by pull-back, and an action on B*k as well. Since any two 
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liftings of a differ by a gauge transformation, we have a well-defined ac­
tion a* : B*k —> B*k. Denote by B k the manifold consisting of connections 
invariant with respect to a*. 

Let p G SU(2) be such that p2 = — 1. The formula 

(20) (x,0^(a(x),p-C) 

defines a lifting of a : E —> E on E k, which will again be denoted by 
p : E —>• E. Let B k C B k be the manifold consisting of the gauge equiva­
lence classes of irreducible connections A in E k such that p*A = A. For 
instance, Proposition 8 implies that all irreducible flat connections on 
E belong to Bp. The following lemma can be easily checked; compare 
with Proposition 1 of [37]. 

Lemma 13. Let k = 0,0,1,2. For any p,p' G SU(2) such that 
p2 = p' = — 1, Bpk = Bpk . Furthermore, Bpk is bijective to A k/G ,̂ 
where G k = G kj ± 1 and Apk = f A G A*k j p*A = A g. 

With the inner L2—product, A ̂  k is a smooth manifold whose tangent 
space at any point A is identified with the pre-Hilbert space of smooth 
1-forms u) G Q1(E,su(2)), respectively, u) G ü1(M k,su(2)) if k = 0,1,2, 
such that u)(a(x)) = Adpo;(x) (= pLo(x)p~l) for all x E S , respectively, 
x G M k. The gauge group G k consists of all smooth maps g : E —> SU(2) 
such that g(a(x))p = ±pg(x), the maps g and — g being identified. 

It is more convenient for us to work with the double covers 

(21) Bp = ApJGl 

of the manifolds B k, k = 0, 0,1, 2, where the gauge groups G k consist of 
all the smooth maps g : E —> SU(2), respectively, g : M k —> SU(2), such 
that gp = pg. Again, Apk —> B k, k = 0, 0,1, 2, is a principal G-bundle, 
hence, 

7 T 1 ^ = 7T0G = [ S , S U ( 2 ) ] z / 2 , 

7riB k = 7ToG£ = [M k,SU(2)]z / 2 , 

where [ , ]z/2 stands for the group of Z/2-equivariant homotopy classes. 
The equivariant obstruction theory of [5] can be used to show that 
-K\BP = Z © Z, and that the manifolds B k are simply-connected for 
k = 0,1,2. 
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3 .3 R e p r e s e n t a t i o n s of t h e k n o t k(p,q,r) c o m p l e m e n t a n d 
t h e Xp—invariant 

Let E = S(p, q, r) be a Brieskorn homology sphere with a cr-invariant 
Heegaard splitting S = M I U M 0 M 2 as in (9). Let K be the knot k(p, q, r) 
complement in S13; then K = M[ yjMi M'2 where 

(22) M[ = Bt n K, M'2 = B2r\KJ M'Q = S n K. 

Let us fix orientations on T,,K and MQ,MQ so that the projection n is 
orientation preserving. 

Let E —> S be a trivialized SU(2)-bundle over E. The quotient of 
S by the involution a is Since p T^ ± 1 , it is impossible to define the 
quotient bundle of E over S 3 . However, one can define it away from the 
knot k c S 3 , that is, on the knot complement K. Given an irreducible 
equivariant flat connection A G Ap in E, its push-down A' is an irre­
ducible SU(2)-connection over K. In other words, A' is an irreducible 
flat SU(2)-connection singular along k in the sense of P. Kronheimer 
and T. Mrowka [19]. The next result follows from Proposition 17 of 
[37]. 

L e m m a 14. The flat SU(2)-connection A' has holonomy 1/4 around 
k, i.e., the holonomy is trace free. 

Let E k be the restriction of the bundle E to the submanifold M k, k = 
0,1,2. Given an irreducible flat connection in E k, its push-down is a 
singular irreducible flat connection over M'k with trace-free holonomy. 

Propos i t i on 15. The push-down of flat connections induces orien­
tation preserving diffeomorphisms R { M k) —> R ( M ^), k = 0 ,1 ,2, and 
RP(E) —> Ro(K) , which commute with the embeddings of representation 
spaces. 

Corollary 16. There exists a universal constant e = ± 1 such 
that, for any Brieskorn homology sphere S(p, q, r) and the corresponding 
Montesinos knot k{p,q,r), 

1 e 
A p (£(p ,q , r ) ) = -h(k(p,q,r)) = - sign k(p, q,r). 

Proof of Proposition 15. The push-down of flat connections defines 
a map of representation spaces, (fio : R ( M Q ) —> RQ(MQ) , as follows. Let 
a : TTIMQ —> SU(2) be the holonomy representation of a flat connection 
A over MQ, a = hol-i- For every loop x in MQ, we define (fio(a)(x) = 
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hol A(x) where x is a lift of the loop x to MQ. Note that the curve x is 
not necessarily closed. 

With respect to the generators x\,... , x2g+2 and t , • • • , t2g+i of the 
groups 7TIMQ and TTIMQ, respectively; see Figures 3, 4 and 5, the map 
0o can be given by the following formula (remember that we used the 
left multiplication by p in (20) to identify the fibers over the pairs of 
points P and cr(P)) 

(ßo(a)(xi) = p, 

4>o{a)(x2) = a{ti)p~l, 

(23) (£0 (a) (x3) = pa(t2), 

4>o{a){x2g+2) = a(t2g+l)p~l. 

If we think about R ( M Q ) and RO(MQ) as the following smooth mani­
folds, 

Rp(MQ) = { (Ti , . . . ,T2g+1) j (Ti , . . . ,T2g+i) is irreducible, 

T ieS%T1---T2g+1 = l}/S1
p and 

RO(MQ) = {(XI,... ,X2g+2) j (Xi,... ,X2g+2) is irreducible, 

X e S i , X t - - -X 2g+ 2 = i}/ SU(2), 

the map 0o is given by the formula 

00 (Ti , . . . ,T2g+i) = (p,Tip~x, pT2,... ,T2g+ip~1). 

The map 0o is obviously smooth. To check its injectivity we suppose 
that there exists h G SU(2) such that 

p = hph~ , 

Tip'1 =hT1p~1h~1, 

pT'2 = hpT2h
x, 

Tlg+ip-1 = hT2g+lp-lh~l 

for some (Ti , . . . ,T2g+i) and (T{,.. . , T g+1) in R"(M0). Then the first 
equation implies that hp = ph, and the remaining equations assure that 
T i = hT i h'1, i = 1 , . . . , Ig + 1, with h G S*. 
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To show that (po is surjective we take an arbitrary (2g + 2)-tuple in 
RO(MQ) , conjugate it to a (2g + 2)-tuple of the form (p,X2, • • • ,X2g+2), 
and define 

(Ti,T2,... ,T2g+i) = (X2p,p~ X3,... ,X2g+2p). 

Obviously, 0o ( T i , . . . ,T2g+i) = (p,X2,... ,X2g+2). 

Next we need to check that the map 0o is orientation preserving. We 
orient SU(2) and SQ as in the definition of the Casson-Lin invariant. As 
we have seen in Section 2.5, the orientation of R ( M Q ) is independent 
of the orientation choices for S and SU(2), as soon as the orientation 
on Sp is consistent in the sense that the natural isomorphism 

(24) TiSU(2) = T i S j © TxS
2

p 

is orientation preserving. We use the already fixed orientation on SU(2), 
and orient Sj, in such a way that the left multiplication by p, 

S -> So, g ^ pg, 

is orientation preserving. Then the right multiplication by p~l is also 
orientation preserving. 

In our construction of the map 0o we used the identification SQ = 
SU(2)/Sp where S2 is the orbit space of the adjoint SU(2)-action on 
itself with Sp the stabilizer at p. The natural isomorphism 

(25) TpSU(2)=T1S
1
p®TpS

2
0 

orients Sp, and this orientation is consistent with the one obtained from 
(24) because the left multiplication by p is orientation preserving on 
both SU(2) and S2

p. 

The orientations of both RQ(MQ) and R P ( M Q ) included a choice 
of orientations of manifolds M'ü and MQ, respectively. The latter two 
are oriented consistently by the requirement that the projection n be 
orientation preserving. With all the choices made, the map 0o is an 
orientation preserving diffeomorphism. 

The maps 4>k : R ( M k) ->• R0(M'k), k = 0 ,1,2, are defined af­
ter choosing suitable bases in the free groups ^\M'k and niM k, by the 
formulas similar to (23). Both 4>\ and 4>2 are orientation preserving 
diffeomorphisms with the above choices of the orientations. 
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The maps <f>k, k = 0,1,2, commute with the embeddings of repre­
sentation spaces due to the naturality of the construction. In particular, 
the sets of intersection points, 

R" (E) = R {Mi) n R ( M 2 ) and R 0 (K) = R0{M[) n Rü{M'2) 

are in one-to-one correspondence. With the order of handlebodies 
( M i , M 2 ) and (M[,M^ fixed by (9) and (22), the conclusions of both 
Proposition 15 and Corollary 16 follow. q.e.d. 

4. T h e invariant xp 

We use gauge theory to define an invariant \ p for Brieskorn homol­
ogy spheres as an infinite dimensional equivariant Euler characteristic. 
In Section 5 we will express xp in terms of the Floer homology, and in 
Section 6 will prove that , under proper normalizations, x p = 2 • Xp. 

4 .1 E q u i v a r i a n t g a u g e t h e o r y o n Y,(p,q,r) 

Let Bp = Ap/Gp be the manifold defined in (21). Remember that S is 
endowed with a a-invariant Riemannian metric. The assignment to an 
su(2)-valued smooth differential p-form LO of the form p*u> = Adp a*u> 
defines an involution on the space Qp(E,su(2)). This involution splits 
Qp(E,su(2)) in the direct sum of its (ztl)-eigenspaces. Denote the ( + 1 ) -
eigenspace by fp(E,su(2)) so that 

(26) 0p(E,su(2)) = fco e £p(E,su(2)) j a*to = poop'1 g. 

If A G Ap is a p-invariant flat connection, the covariant differentia­
tion d A commutes with the splitting (26). Therefore, we have a splitting 
in de Rham cohomology. In particular, for any p, 

H pÇZ,d A) C H ( E , d A), 

where Hp(E,d A) is the p-th equivariant cohomology group whose ele­
ments are canonically represented by p-invariant harmonic forms to G 
ftp(S,su(2)). 

A 1-form on Ap assigns to a connection A a homomorphism from 
T A A P = fìp(E,su(2)) into the real numbers. Define such a homomor­
phism by the formula 

a e f ì J ( E , s u ( 2 ) ) ^ A(a)= Z tr(aAF A), 
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where F A G f2p(£,su(2)) is the curvature of the connection A. Due to 
the Bianchi identity, f A annihilates the tangent space to the Gp-orbit 
through A, 

(27) T A(GP •A) = fd A ̂  = diß + [A, V] j V G fiJ(S,su(2)) g. 

Since f is Gp-equivariant, it can be thought of as being the pull-back 
of a 1-form f on Bp. The zeroes of f on Bp are precisely the G ̂ - o r b i t s 
of the /9-invariant flat connections. 

Let * denote the Hodge star operator associated with the chosen 
cr-invariant Riemannian metric on £ , and 

(28) * : f i p ( £ , s u ( 2 ) ) - > f i J - p ( S , s u ( 2 ) ) 

its restriction to the p-invariant forms. The restriction (28) is well-
defined due to the fact that a is an orientation preserving isometric 
involution. The Riemannian metric on E defines an L 2- inner product 
on Op(E,su(2)) by the formula 

ha,bi = — tr(a A *b). 

With respect to this metric, the formal adjoint d*A to the restriction of 
the operator d A on the p-invariant forms is given by the usual formula, 
d*A = -*d A*: 0p(E,su(2)) ->• p _ 1 (E , su(2) ) . Thus the tangent space 
to Bp at an orbit [A], which is isomorphic to the orthogonal complement 
ofT A{Gp • A) in Qi(E,su(2)) , is simply the vector space 

T A = fLO G fiJ(S,su(2)) j d A a = - * d A* = 0g. 

If A G Ap is a flat connection, the operator 

*d A :T A ^ T A 

is well-defined. In general, we compose the operator *d A with the or­
thogonal projection onto T A to get the operator 

(29) r f A :T A ^ T A, 

a i-)- *d A a — d A u(a), 

where u(a) is the unique solution in Q),(E,su(2)) of the equation 

(30) *d A * d A u(a) = *(F A A a — a A F A). 
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One easily checks that u(a) G Q°(S,su(2)) ; namely, if we plug the form 
AdpO*u(a) in the equation (30), we will get 

* d A * d A(Adp a*u(a)) = Adp a*(*d A * d A u(a)) 

= Adpa*(*(F A Aa-aAF A)) = *(F A Aa-aAF A). 

Since the equation (30) has only one solution, we must have o*u(a) = 
Adpu(a). 

The operator rf A : T A —> T A is an elliptic operator on the closed 
manifold X. It follows from the standard elliptic theory that the L 2 -
completion of rf A is a selfadjoint Fredholm operator whose domain 
is the Lf-Sobolev completion of T A. Its eigenvalues form a discrete 
subset of the real line which has no accumulation points, and which is 
unbounded in both directions. Each eigenvalue has finite multiplicity, 
compare with Lemma 1.1 of [36]. 

A non-degenerate zero of the 1-form f on Bp is, by definition, the 
orbit of a flat connection in AP for which ker rf A = 0. 

L e m m a 17. All zeroes off on Bp are non-degenerate. 

Proof. The statement follows from the observation that k e r r f A = 
Hx

p (S; ad A) C ^(^adA) for any flat A G Ap and the fact that 
Hl(Y,;adA) = 0 for S = S(p, q, r) and any irreducible flat connection 
A; see [13, Proposition 2.5]. q.e.d. 

4 .2 D e f i n i t i o n o f xp 

The assignment to an orbit [A] G Bp of the operator rf A on the L 2 -
completion of T A defines a smooth map from Bp into the Banach space 
of real, selfadjoint operators on a separable Hilbert space. Let [AQ] and 
[Ai] in Bp be ( non-degenerate ) zeroes of f. Consider a continuously 
differentiable path of operators r f At) with [A(0)] = [AQ] and [A(1)] = 
[Ai]. The one-parameter family of spectra of operators rf A(t) can be 
thought of as a collection of spectral curves in the plane (see Figure 
6) connecting the spectrum of rf Ao to the spectrum of r f Al. These 
curves are continuously differentiable functions of t, at least near zero. 
The number of eigenvalues which cross from "minus" to "plus" minus 
the number which cross from "plus" to "minus" is well-defined and 
finite along a generic path. This number is called the spectral flow of 
the family along the path; see [3]. 

The spectral flow only depends on the homotopy class rel f 0 , 1 g of 
the path t —> [A(t)]. Therefore, it defines a locally constant function on 
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spectral 
flow = — 1 

t 
• 

1 

Figure 6 

the space of continuous paths between [AQ] and [A\]. We denote this 
function by s f ' ( [A 0 ] , [Ai]). 

L e m m a 18. The integer sfP([AQ], [AI]) is independent of the ho-
motopy class of the path between [AQ] and [A\] modulo 4-

Proof. Let us consider a path A(t) in Ap connecting AQ to a gauge 
equivalent of itself. It can be thought of as a connection in an SU(2)-
bundle E (not necessarily trivial) on the 4-manifold E x S 1 , and then 
the spectral flow along the path A(t) will be equal to the index of the 
restricted self-duality operator, 

DPA = d*A + d~A : fij (S x S \ s u ( 2 ) ) - • (fi° © n2_)p (S x S\su(2)). 

The involution CT extends to S x S 1 as the product involution u x l 
with the quotient space S3 x S1 and the fixed point set B' C S3 x S11 

an embedded torus with the trivial normal bundle. According to [37, 
Theorem 18], 

indexD = 4c2(E) -\{x~ T)(S3 X S1) + X (B') + \ B'. B', 

where x stands for Euler characteristic, r for signature ( the sign in 
(x~T) is different from that in [37] because we work with self-dual rather 
than anti-self-dual connections). Therefore, indexD A = 0 mod 4. 

q.e.d. 

Now we are in a position to define the invariant x p (^0 up to a ( ± ) -
sign. Pick a G R ( £ ) and define 

(31) X P ( S ) = £ a - £ ( - l ) ^ ( ^ ) , ea = ±l. 

spectrum 
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To define an overall sign of xp(^0? it is sufficient to associate a sign to 
one particular flat connection orbit, a G R ( E ) . In principle, we would 
like to take a path from the trivial connection 9 to the connection a 
and set ea = sfp(6,a). The latter though is ill defined because 9 is 
reducible, hence, is a degenerate zero of f. In what follows we describe 
a way around this problem. 

To begin with, we replace the operator r f A : T A —> T A by the 
operator 

(32) 
Kp 

A 

0 d*A 

d A *d A 
: ( 0 ° © 0 1 ) p ( E , s u ( 2 ) ) 

-> ( Q ° © Q 1 ) p ( S , s u ( 2 ) ) . 

We will use K A to define the spectral flow sfp(6,a). The advantage 
of K A over r f A is that the operator K A and its spectrum depend con­
tinuously on A even if A is reducible. For any A, the operator K A is 
an elliptic operator on £ . Its L2-completion is a self-adjoint Fredholm 
operator. It has pure point real spectrum without accumulation points, 
which is unbounded in both directions. 

The operators r f A and K A are related as follows. At any irreducible 
connection A G Ap, the principal Gp-bundle n : Ap —> Bp induces the 
canonical exact sequence 

0 ->• TXGP d T A AP ->• TT*T A BP -+ 0. 

The operator d*A : T A A P —> T\GP provides a Gp-equivariant splitting of 
this sequence, so that rf A '• T A BP —> T A BP extends to a Gp-equivariant 
endomorphism ofTxG

p © T A A = 0 ° ( £ , s u ( 2 ) ) © ft* (E,su(2)) given 
by the formula 

K(f)A = (d A ^ A : (0° © Q 1) p(E,su(2)) -+ (fi° © 0 1 ) p (E , su (2 ) ) . 

By construction, K(f)pA has the same spectral flow as r f A- Note that 
K(f)pA = K A if A is flat, and that the difference K A—K(f)A is a relatively 
compact perturbation of K A. For a generic path t —> A(t), the spectral 
flow of KPA{t) equals sfp{a,ß) where [A(0)] = a and [A(l]} = ß. 

L e m m a 19. At the trivial connection 6, the operator Kg has a 1-
dimensional kernel given by the dg-constant elements in Qp(£,su(2)) . 
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Proof. The kernel of Kg consists of the harmonic, hence constant, 
functions </>:£—>• su(2) which are p-invariant. If we think of (f> as 
an element of su(2), the latter condition means that Adp <f> = 4>- Since 
p2 = — 1, (f> = c • p for some real constant c. Therefore, dimker Kg = 1. 
q.e.d. 

From now on, we identify the kernel of Kg with 

kerKp
e=H°p(Z,su(2))=sup(2) = {Ç£su(2) j A d p e = C}-

Let fîp(S,su(2)) = im dß © kerd*e be the Hodge decomposition corre­
sponding to the operator 

d f l : f i J ( S , s u ( 2 ) ) - > f i J ( £ , s u ( 2 ) ) . 

Note that the operator *de : ker d*g —> ker d*g is invertible since S is an 
integral homology 3-sphere. Choose a G ker d*e and define the following 
symmetric bilinear form on sup(2), 

(33) a (£ , r?) = Z tr ([£, a] A *fo, ( d Ö ) " 1 a ] ) . 
s 

This form plays an important part in the perturbation theory of Kg. 

L e m m a 20. There exists e > 0 such that, for any a G ker d*e and 
any 0 < s < e, the operator Kg+s.a has exactly one eigenvalue in the 
interval (—e,e). To order s3, the eigenvalue of Kg+sa in (—e,e) is \-s2 

where A is the eigenvalue of the form ra. 

Proof. Let a G 0^(E,su(2)) be an su(2)-valued 1-form on S; then 
Ke+s.a = K0 + s- B a where 

B a 
0 a 

and i a : 0° (E ,su(2) ) —> 0^(E,su(2)) is given by i a{^p) = [a, <£>]• Suppose 
that for a small s > 0, 

(34) Kö+s.aV>s = Xstpsi 

where A0 = 0 and tßs = ((fs,tos) G (0° © 0 1 ) p (E , su (2 ) ) . Up to the 
order s3 , As = Ai s + A2 s2 + • • • and ips = ipo + ip\ s + ip2 s2 + . . . so 
that the equation (34) is of the form 

(35) KeiPo = 0, 

(36) Keipi + B aipo = AiV>o, 

(37) Kg i>2 + B afa = AsV'O + Al lp!. 
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Since Kg is the Laplace operator, equation (35) implies that ipo = 
(</30)0) with tpo G suP(2) a constant. Equation (36) now takes the form 

d*eLO\ = Xnpo, 

dg(pi + *deu>i = -[a,ipo\. 

We apply dg and d*s respectively to the first and second equations in the 
system. Since dgd^LOi = Xidgfo = 0, we get that d*eu)\ = 0 and Ai = 0. 
The second equation implies that dgdgipi = — dg[a, ipo] = — [d^a, <po] = 0. 
Therefore, ipi = (ipi,uji) where f\ G sup(2) is a constant. Equation (37) 
is now of the form 

dßtp2 + *deLü2 = - [ a , ipi] - i*aLüi, 

therefore, for any £ G sup(2), 

hi*aui,0 = h<Wo,£> - hdgu)2,0 = A2h^o,£), 

which implies that hu)i,i a£) = \2h<P0iQ- On the other hand, *d$u>i = 

-i afo, so that wi = (*de)~
1(i a ̂ o), and 

X2h<fo,0 = -h{*dg)~1{i aipa)ìi aCì. 

In other words, the eigenvalues of Kg+s.a up to the order s 3 are of the 
form A • s2 where A is the eigenvalue of the bilinear form 

(Po,0 •->• - h ( * d ) _ 1 ( i a ̂ o ) , i a£) = Z tr([(*de)-1a,ipo}A*[a,Ç]), 
E 

which is isomorphic to (33). q.e.d. 

This lemma justifies the following definition. Choose a G Q*(£,su(2)) 
for which Ta is non-degenerate (the existence of such forms will follow 
from section 6.4). Fix a = [A] G 7£(E), and define ea in (31) equal 
signdet(ra) times the spectral flow of the family 

for s small enough. 

The invariant x p ( ^ ) is now well-defined by the formula (31) due to 
the fact that for any ai,a2 G 0^(E,su(2)) for which ra i and Ta.2 are 
non-degenerate, the difference in s igndet(ra i) and signdet(ra2) is given 
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by the spectral flow of KPA between 6 + s • a\ and 9 + s • a% see Lemma 
2.9 of [36]. 

In a less formal way, one can think of X p(^) as the sum 

aerc(E) 

where sfp(6,a) is defined as follows. For a generic nearby connection 
0' of 6, the operator Kg, has one small non-zero eigenvalue. Define 
p(9') = 1 if this eigenvalue is negative, and p{6') = 0 otherwise. Then 

sfP(0, a) = p{6') + sfp{e\ a) mod 4. 

Geometrically, to define sfp(6, a) we simply count the intersection points 
of the spectral curves with the straight line connecting the points (0, —e) 
and ( l ,e ) where e > 0 is chosen smaller than the absolute value of any 
non-zero eigenvalue of Kg and Ka\ see Figure 7. 

spectrum spectral 
flow = — 1 

Figure 7 

We further note that the invariant xpC^) is metric independent. The 
definition of a flat connection requires no metric, so the metric can only 
affect x p (E) through the spectral flow. In fact, it does not because the 
space of cr-invariant Riemannian metrics on S is pa th connected. 

5. T h e invariant xp and Floer h o m o l o g y 

In this section we express the invariant \ p of Brieskorn homology 
spheres in terms of their Floer homology. 

5.1 C a s s o n i n v a r i a n t v i a g a u g e t h e o r y 

C. Taubes gave in [36] a gauge-theoretical interpretation of the Casson's 
invariant. We shortly recall his construction in the special case of a 
Brieskorn homology sphere S = T,(p,q,r). 
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Let E —> E be a trivialized SU(2)-bundle over E. For any connection 
A in E define the following elliptic differential operator 

: (0° © 0 1 ) (S , su (2 ) ) - • (0° © 0 1 ) (E , su (2) ) , 

where d A stands for the covariant derivative with respect to A, and * is 
the Hodge operator associated with a Riemannian metric on E. If the 
metric is cr-invariant and the connection A is p-invariant in the sense of 
Section 3.2, then the restriction of the operator K A on the p-invariant 
forms 0*(E,su(2)) coincides with the operator (32). 

In proper Sobolev completions of (0° © 0 1 ) (E , su(2) ) the operator 
(38) is Fredholm. Therefore, for any pair a, ß G B of flat connections in 
E one can define the spectral flow sf(a, ß) as follows. Let A(t), 0 < t < 
1, be a path of connections in E such that [A(O)] = a and [A(l)] = ß. 
Associated to A(t) is a path of Fredholm operators K At\. The spectral 
flow (a, ß) is the net number of the eigenvalues of K A(t) which change 
from under —e to over e as A(t) varies from A(0) to A(l); here, e > 0 
is chosen smaller than the absolute value of any non-zero eigenvalue of 
K AIQ) and K Am, compare with the definition of sfp(a,ß) in Section 
4.2. 

Note that in our case of E(p, q, r), all flat connections except for the 
trivial one are irreducible and non-degenerate. The latter means that 
ker Ka = 0 unless a ^ 6. The kernel of KQ is 3-dimensional, while the 
kernel of Kg is 1-dimensional. 

The spectral flow sf(a,ß) is well-defined modulo 8. C. Taubes 
proved in [36] that 

A(S) = i Yl (-l)sf(ö'a), 

where flat connections, as usual, are identified with SU(2)-representations 
via holonomy. Furthermore, R. Fintushel and R. Stern showed in [13] 
that for any a G lZ(E(p,q,r)), the spectral flow sf(6,a) is even. Thus 
X simply counts the irreducible representations. 

For any oriented integral homology 3-sphere E, A. Floer defined 
in [14] a (Z/8)-graded instanton homology theory I*(E) whose Euler 
characteristic equals 2 • A(E). In the special case of E = Yì(p,q,r) this 
theory is of a particularly simple form. Namely, the group I n(E(p, q, r)) 
is trivial for odd j , and is a free abelian group generated by all irreducible 
a G Tl(E(p, q, r)) such that sf(0, a) = j mod 8 for even j . 

(38) K A 
0 d*A 

d A *d A 
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5.2 Comparing the spectral flows 

With any irreducible a G Tl(E(p, q, r)) we have associated two numbers, 
sf(6,a) mod 8 and sfp(6,a) mod 4. The aim of this section is to 
compare them. 

Let a and ß be flat (possibly trivial) connections in a trivial SU(2)-
bundle E over E = T,(p,q,r). By pull-back we extend E to a trivial 
bundle (which is also denoted by E) over the infinite cylinder E x R 
Let us choose a cr-invariant metric on E, and the corresponding product 
metric o n E x R Let further p : E —> E be the lift of o defined in 
(20), and A(t) a pa th of p-invariant connections in E forming a p-
invariant connection over E x R vanishing in the R-direction and equal 
to respectively a and ß near the ends of S x R. 

Let us consider the self-duality operator 

(39) D A = d*A © d A : fi^E x R,su(2)) - • (Q° © Çi1)ÇS x R,su(2)) , 

and impose the global boundary condition (2.3) of Atiyah-Patodi-Singer 
[2]. This boundary value problem has well-defined index, index D A (ce,ß). 

The assignment to an su(2)-valued differential p-form w on S x R 
of the form p*u> = Adpcr*u; defines an involution on the space Qp(E x 
R,su(2)) , p = 0 , 1 , 2 , . . . This involution splits all the spaces fp (E x 
R,su(2)) , as well as the space Q?_(E x R,su(2)) , in the direct sum of the 
(ztl)-eigenspaces of p*. According to this splitting, 

(40) D A = D+®D~A. 

We denote the operator TA by D A, so that 

(41) DPA : n J ( S x R,su(2)) -^ (0° © 0 ^ ) p ( E x R,su(2)); 

compare with (26). The Atiyah-Patodi-Singer index of the operator 
(41) will be denoted by i ndex"A ^ ( a , ß). 

L e m m a 2 1 . Let A(t) be a 1-parameter family of p-invariant con­
nections connecting a to 6, where a is an irreducible flat connection on 
Y^{p,q,r). Then 

sf(6,a) = — 3 — index D ^ ( a , 6) mod 8, 

sfP(0, a) = - 1 - index DPA(a, 9) mod 4. 

If A(t) connects two irreducible flat connections, a and ß, then 

sf(a, ß) = index " A (a, ß) mod 8 and 

sfP(a, ß) = index DPA(a, ß) mod 4. 
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Proof. Both statements concerning sf are proved in [13, Lemma 
3.2]; the other two follow by the same argument after one notes that 
sfP(0,0) = - l . q.e.d. 

Let index(/9* ,D A) = tr(p* j kerD^) — tr(p* j c o k e r D ) . A standard 
argument proves the following result. 

L e m m a 22 . For any 1-parameter family A(t) of p-invariant con­
nections connecting an irreducible flat connection a to a connection ß, 
which is either trivial or flat irreducible, 

index D A(a, ß) = - index î A (a, ß) + — index(p*, 'A)(o; , ß). 

Proof. According to (40), the operator D A splits in the direct sum 
D A = D \ © D ~ with D \ = DPA. Therefore, 

indexD A = t r ( l j ke rD^) — t r ( l j c o k e r D ) 

= t r ( l j ke rD ̂ ) + t r ( l j ke rD A) 

— t r ( l j cokerTA) — t r ( l j cokerD^) , 

index(/9*,D A) = tr(p* j k e r D ) — tr(p* j cokerD^) 

= t r ( l j ke rD ̂ ) - t r ( l j ke rD A) 

— t r ( l j coker D \ ) + t r ( l j cokerD^) . 

Adding these two formulas together completes the proof. q.e.d. 

The G-index theorem for manifolds with boundary proved by H. Don­

nelly in [11], gives the following formula for index(p*,D A)(O>, ß), 

index(p*,D A)(«,/?) = Z ßo- \{hp
ß + ^ ( 0 ) ) ( E ) 

(42) N
 l 

+ ^(-h + <(o))(s), 

where N is the fixed point set of the involution < j x l : S x E - > S x K , 
the integrand ßo is a universal polynomial in characteristic forms, ha 

is the trace of the map induced by p* on H°(E,da) © Hl(T.,da), and 
r/a(0) is the ^ - i n v a r i a n t of the operator Ka; see (38). 

More precisely, the ^ - i n v a r i a n t is defined as follows. We define the 
^ - func t i on of a by the formula 

(43) rfa{s) = X gnA • tr(p* j W%) jAj"s, 
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where W" is the A-eigenspace of the operator Ka, and tr(p* j W") the 
trace of the operator p* restricted to W®. Standard methods show 
that the series on the right converges for Re(s) large enough and has 
a meromorphic continuation to the entire complex s-plane such that 
77a (0) is finite. 

The formula (42) will be further simplified by using the flat cobor-
dism techniques of R. Fintushel and R. Stern [13]. Any Brieskorn ho­
mology 3-sphere E(p, q, r) with p,q,r > 2, is the boundary of the (com-
pactified) complex surface 

V(p, q,r) = { (x,y, z) G C 3 j x p + y q + z r = 0 } , 

which is non-singular except at the origin, and 

E(p ,q , r ) = V ( p , q , r ) n S 5 C C 3 

is a smooth manifold. It is Seifert fibered over S2 with the Seifert invari­
ants {b; (p, bi), (q, b2), {r, b3)} satisfying the equation (6). For simplicity, 
we will sometimes denote the Seifert invariants (p, b1), (q,b2), (r, b3) by 
respectively (ai , b1), (a2, b2), (a3, b3), and T,(p,q,r) = S ( a i , a 2 , a 3 ) by E. 

If we blow up the surface V(p,q,r) once at the origin, we get an­
other surface, W, which is non-singular except at three points. The 
singularities of W are just cones on the lens spaces L ( a i, b,), i = 1, 2, 3. 
Topologically, one can identify W with a 4-dimensional orbifold ob­
tained as the mapping cylinder of the Seifert orbit map E —> S2. The 
oriented boundary of W is E. Let Wo denote W with open cones around 
the singularities removed. Then WQ is a smooth manifold with the ori­
ented boundary dWo = EU— L(a\, b\) U—L(a2, b2) U— L(a3, b3) and the 
fundamental group 

niWo = 7TiE/(h) = {x,y,z j x p = y q = z r = xyz = 1), 

the (p, q, r )- tr iangle group. Since E is a homology sphere, there is a one-
to-one correspondence between SU(2)-representations a of 7riE and 
SO(3)-representations of niWo, which we again denote by a. 

The involution (7) is the restriction on E of the complex conjugation 
involution, which we still call a, on W. The involution on W, in its 
turn, restricts to involutions a on Wo and on each of the lens spaces 
L(a i,b i). The latter can be described as follows. Let {a i ̂ b i be a pair 
of relatively prime positive numbers, and S 3 C C 2 be defined by the 
equation jzj2 + jwj2 = 1. The group Z / a i acts on S 3 by the formula 

(44) t*(z,w) = (tz,t b i w), t = e 2 i E C , 0 < j < a i - 1. 
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This action is free, and its quotient is the lens space L(a i , b i) = S3/(Z/aJ). 
The involution a acting on L(a i,b i) is induced by the complex conju­
gation on S 3 , (z,w) i-)- (z,w). It turns L(a i,b i) into a double branched 
cover of S 3 with branch set a two bridge link of type (a i,bj); see [6], 
Chapter 12. 

Note that the manifold Wo itself is a double branched cover of Wo/'a, 
which is a 4-ball with three disjoint 4-balls in its interior removed. The 
branch set is a surface No in Wo/cr providing a cobordism between the 
Montesinos knot k(p,q,r) on one side and three two bridge links of the 
types (a i, b i), i = 1,2, 3, on the other. The surface No is homeomorphic 
to the real projective plane RP2 with four disjoint discs removed. 

Let V a denote the flat SO(3)-bundle over Wo determined by a G 
R ( E ) with the rotation numbers £i,Ì2, £3, see (11). When V a is re­
stricted to a boundary component L(a i,bj), it takes the form 

S3 x z / a . s u ( 2 ) -+L(a i,b i) 

where Z / a i acts on S3 by the formula (44), and on su(2) by sending 
£ G su(2) to AdQ(t) £, t = exp(2ni£i j/a^, 0 < j < a i - 1. 

An SO(3)-bundle V a is classified by its second Stiefel-Whitney class 
w<2 G H 2 ( W o , Z / 2 ) = Z / 2 which is the obstruction to lifting it to an 
SU(2)-bundle. This means that w2 (V a) = 0 iff a(h) = + 1 . The involu­
tion a acting on Wo preserves the class w2, o*w2 = w<i-

The lift p of the involution a acting on S; see (20), defines a lift 
Adp of a acting on Wo, to the SO(3)-bundle V a so that all flat SO(3)-
connections in V a are Adp-invariant. Equivariant differential forms, 
equivariant self-duality operators etc. are defined over Wo and L(a i, b,), 
i = 1,2, 3, in the same way as they were defined over T,(p, q, r) x R and 
Y,(p,q,r). 

L e m m a 23 . Let a : TriT,(p,q,r) —> SU(2) be an irreducible repre­
sentation, andVa the induced SO (3) -bundle over Wo with flat connec­
tion Aa induced by a. Then index(p*,D Aa){Wo) = 0. 

Proof. Let a be an irreducible representation. Since 

index(p* ,2A)(Wo) = tr(p* j k e r Z A j - tr(p* j cokerD A J , 

the result follows from the fact that both ker D Aa and coker D Aa on Wo 
vanish; see Proposition 3.3 and the argument right after it in [13]. 

q.e.d. 
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Let a and ß be irreducible flat connections. The Donnelly's theorem 
[11] can be applied again, this time to the manifolds W) and —WQ : 

(45) 

0=N /3o-^h + <(0))(S) 

+ \YJ{-hp
a + r,m){L(a i b)), 

i=l 

N0
 z 

(46) 3 

2 

where — No stands for the fixed point set of the involution a acting on 
-W0- Adding (42), (45), and (46) together and noting that h ( E ) = 
hfl(S) = 0 (because a and ß are non-degenerate and irreducible), we 
get 

index(p*,D A)(a,ß) = ß0 
NOUNU-NO 

1 3 

(47) - 2 E h + ^ ° ) ) L a > b * ) ) 
i = l 

1 3 

i = l 

By [11], the right-hand side of (47) is simply index(p*,Dß)(Wo) where 
B is the connection over W0 = W0 U - W 0 = W0 U E x R U - W 0 built 
from flat connections Aa over Wo and Ag over —Wo, respectively, and 
a 1-parameter family A of connections over E connecting a to /3. Thus, 

index(p*,D A) («,/?) = index(p*,D B)(W0), 

and the latter is given by the right-hand side of the formula (47) with 
the integral fNoUNU_No ßo replaced by fNoU_No ßo-

Proposition 24. Let a and ß be irreducible flat connection on 
E(p, q, r), and B the connection over Wo built as above from flat connec­
tions Aa and Aß and a 1-parameter family A of p-invariant connections 
over E connecting a to ß. Then index(/9*,'B)(Wo) = 0 mod 8. 
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Proof. The formula (47) involves three kinds of terms, each of which 
a priori depends on the representation a and/or the manifold S(p, q, r). 
An easy calculation with the group cohomology H0(L(a i,b i),Va) = 
H°(Z/a i Va) and Hl{L(a i, b i), V a ) = ^ ( Z / O i , V a ) = 0 shows that 
ha(L(a i,b i)) = hpß(L(a i,b i)) = —1. Proposition 27 below assures that , 
for any lens space L(a, b) and any (trivial or irreducible) representation 
a : 7TiL(a, b) —> SU(2), the corresponding ^- invar iant vanishes. 

It follows from Theorem 18 of [37] that , for any closed orientable 
manifold X with an orientation preserving involution u, the integrand 
ßo is a polynomial in the Euler class of the fixed point set F of a and 
the Euler class of the normal bundle of F in X. Since ßo is universal, 
we conclude in particular that R N [J_N ßo in (47) does not depend on 
the choice of a, ß, or B. 

Let us choose ß = a; then 

indexVPA(a, a) = sfp(a,a) = 0 mod 4 

and 

indexT>A{OI, a) = sf(a,a) = 0 mod 8, 

therefore, 

index(/9*,'A)(o;,a) = 0 mod 8, 

see Lemma 22. On the other hand, the formula (47) implies that , mod­
ulo 8, 

0 = index(p*,VA){a>, a) = Z ßo + 3, 
NQU-NO 

so R N U-N Ä = — 3 mod 8. Now, for any choice of flat irreducible a 
and ß, we have index(/9*,'A)(o;,ß) = —3 + 3 = 0 mod 8. q.e.d. 

Corollary 25 . There is a universal constant c mod 4 such that, 
for any irreducible flat connections a, ß G lZ(E(p,q,r)), 

sfp(6,a) =—• sf(6,a) + c mod 4 and 

sfp(a,ß)=ysf(a,ß) mod 4; 

in particular, sf(a,ß) is always even. 
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Proof. Since sfp(a,ß) = index D A(a, ß) mod 4 and sf(a,ß) = 
index £A(a, /3) mod 8, the result for irreducible a and ß follows from 
Proposition 24 and Lemmas 21 and 22. 

Since 
-l = sfp(0ia) + sfp(a,e) mod 4 

and 
- 1 = sfP(0i a) + sfia, ß) + sfp(ß, e) mod 4 

for any fiat irreducible connections a and ß, we get that 

sfP(a, ß) = sfp(6, ß) - sfie, a) mod 4, and similarly, 

sf(a, ß) = sf(6, ß) - sfiO, a) mod 8. 

Coupled with the fact that sfp(a,ß) = \ sf(a,ß) mod 4, these imply 

sfp(6, ß) - sf>(e, a) = \ sf(e, ß ) - \ sf(e, a) mod 4, 

or, equivalently, 

sfp(0, ß)~\ sfO, ß) = sfp(e, a)-1- sfO, a) mod 4. 

Therefore, the difference sfp(e, a) — \ sf{ß, a) mod 4 is the same for all 
flat irreducible representations a. We denote it by c. The exact value of 
c can be found by repeating the argument of Proposition 24 for the con­
nection ß = e. The answer will depend on index(p*,D A0)(Wo), which 
is a rational homology invariant of Wo. This implies the universality of 
c in that it is independent of S(p, q, r). q.e.d. 

Corollary 26 . For any Brieskorn homology sphere, x p (S (p , q, r)) = 
±2v(E(p,q,r)) with a universal (±)-sign. 

5.3 T h e r]p—invariant for l e n s s p a c e s 

Let L(a,b) be a lens space, and a : niL(a,b) —> SO(3) a representation 
of its fundamental group. In this section we compute the ^ - f u n c t i o n 
of the operator 

: (0° © Q1)(S,su(2)) ->• (0° © Q1)(S,su(2)) K 
0 d*a 
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defined in (43) by the formula 

(48) r,Pa{s) = £ sign A • tr(p* | W%) |A|"S, 

where W" is the A-eigenspace of Ka. 

Propos i t i on 27. For any lens space L(a,b) and any representation 
a : 7TiL(a, b) —> SO(3) ; the function (48) is identically zero, r)a(s) = 0. 

First step in our proof is the following result, which is a version of 
Cancellation Lemma of [22]. 

L e m m a 28 . The r]p-function (48) equals the np-function of the 
operator *da : kerd —> kerdjj,; in other words, 

(49) < ( s ) = ^ s i g n A - t r G 9 * | V A
a ) |A|"S, 

where V" C kerdjj, is the X-eigenspace of the operator *da. 

Proof. We can ignore the d a -harmonic forms as we only consider 
non-zero eigenvalues in (48) and (49). By the Hodge decomposition, 
we can split the remaining forms into d a-closed and da-coclosed, O* 
and ii*cc. Since Hl(L(a,b),da) = 0, we have the following direct sum 
decomposition : 

ü1(L(a,b),su(2)) =kerda © kerd*. 

Therefore, the spaces fîc and illcc can be identified as 0,c = ker da and 
n1cc = kerd*a. The space ÇlQcc consists of those 0-forms 

4>en°(L{a,b),su{2)) 

for which da4> 7̂  0. 
A straightforward calculation shows that the decomposition 

(n°cc © nc) © ncc 

is stable with respect to the operator Ka, and that Ka restricted to illcc 
is isomorphic to the operator *da : ker d*a —> kerd^. 

Let us restrict our attention to the space il°cc © Çtc. There is a basis 
for ÇlQcc consisting of eigenforms of the Laplace operator Aa = d*ada. Let 
w be one of these. Then Aaw = \2w with some A > 0. Consider the two 
elements of 0°c © Oc defined by (w,daw/\) and (w,—daw/\). They 
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are each eigenvectors of Ka restricted to il°cc © 0,c with eigenvalues of 
opposite sign : 

0 d*a w _ (±d*adaw/\\ _ ±Xw\ L I , / w 
da *da ±daw/\ daw J dawj \±daw/\ 

Since the forms (w, ±daw/\) form a basis for Q°c © Qc we are finished. 
q.e.d. 

Let V\ denote the space of all su(2)-valued 1-forms ip\ on S3 such 
that d*ip\ = 0, *dip\ = \ip\. Since L(a, b) is a quotient of S 3 by a free 
action of the group Z / a , the A-eigenspace of the operator *da : kerd^ —> 
ker d*a is then a subspace in V\ consisting of su(2)-valued 1-forms ip on 
S3 satisfying the equation 

t* ip = AdQ(t) ip for all t G Z /a . 

The involution a on S3 C C 2 induced by complex conjugation on 
C 2 defines an involution on V\ by the formula 

tß ^ Adpa*ip. 

It descends to the involution 

(50) p* : VA° -+ VA°, 

which is used in the formula (48) defining the ^ - func t ion . The fact that 
the involution (50) is well-defined can be checked directly as follows. 
For any ip G V" we need to check that t* p*ip = AdQ(t) p*ip. Assume for 
simplicity that p = j ; then 

t* p*ip = Ad j t*a*ip = Ad j a*{t~l)*ip, 

= Ad j a* Ad a( t - i ) ip, since ip G V", 

= Ad j a* Ad j AdQ(t-i) Ad j ip, 

= °* Ad a ( t ) Ad j ip = Ad a ( t ) p*ip. 

For any angle (p between 0 and 2n and any positive integer c we 
define an operator £</,(c) on C 2 by the formula 

(51) e*(c) :(z,w)^(e ^ z,e^w). 
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An elementary calculation shows that i(f>{c)a = cr^,(c)£_2</,(c). The 
operator <^(c) induces by pull-back an operator £î(c) on su(2)-valued 
1-forms on S3 (with trivial action on the coefficients). Since C,(c) com­
mutes with the (Z/a)-act ion, it is well defined as an operator on V® for 
every A. Moreover, 

(52) P*e;(c) = £vcoe;(c)p*. 
Let (f> = 7r; then the operators p* and ££(c) commute due to the fact 

that e2\(c) = 1* = 1. Moreover, (e;(c))2 = £27r(c) = f, hence £ ( c ) is 
an involution on V£*. Let 

V? = V?(+l,C(c)) ® V?(-l,C(c)) 

be a decomposition of V® in the direct sum of the (±l)-eigenspaces of 
^*(c). Then, of course, 

tr(p* j VA«) = tr(p* j V ( + l , £ ( c ) ) ) + tr(p* j V ( - l ^ c ) ) ) . 

We claim that tr(p* j Vx
a( —l,^*(c))) = 0 for any c. This follows from 

the fact that the following diagram 

V»(-l,C(c)) - ^ V«(-l,C(c)) 

C/2(c) C/2(c) 

V A «( - l ,C (c ) ) - ^ V ? ( - l , C ( c ) ) 

anticommutes, because, due to (52), 

p*e;/2(c) = C.(c)C/2(c)P* = -€/2(c)P* on VA«(-i,e;(c)). 
We now restrict our attention to computation of tr(p* j V®(+1,£*)) 

where 

Vx
a(+i,C) = P\Vx

a(+iiC(c)). 
c = l 

Note that the number of different spaces on the right is finite. Since 
^*(c) = 1 on the space V®(+l,l;*) for all c, the operator <^/2(c) defines 
an involution on it, which commutes with p*, 

P * C / 2 ( c ) = C J c ) e ; / 2 ( c ) p * = C / 2 ( c ) p * on V A
a ( + l , C ) -
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The space V®(+1, £*)) can be split in the direct sum of (±l)-eigenspaces 
of ^/2(c)) so that 

tr(p* j V?(+l,&)) = tr(p* j V ( + l , £ / 2 ( c ) ) ) + tr(p* j V?(-l,£/2(c))). 

Again, tr(p* j V"(—1)<^/2(c))) = 0 due to the existence of the following 
anticommutative diagram: 

V(- i ,C / 2 (c ) ) - ^ - > V(-i>C/2(c0) 

c/4(c) c/4(c) 

V ( - l , C / 2 ( c ) ) - ^ V( -1 ,C/2(c) ) 

Its anticommutativity can be checked by using the formula (52), 

P*£ß(c)=£„/2(c)£ß(c)p*, 

= C/2Ìc)€/4Ìc)P*' since C/2(c) is an involution, 

= -C/4(c)p*. 

It is clear that next we can restrict the trace computation to the 
space 

oo 

V(+i ,e / 2 ) = nVAa(+i,e/2(c)), 
c = l 

then use £*/4(c) as involutions, etc. Induction by the powers of 2 will 
finally show that 

tr(p*jVZ)=tr(p*jV?(+l)) 

where 

V*(+i) = f | V(+ i , e ; / 2 ») = f i PI Va(+i,C/2*(c))-
£i=0 fc=0c=l 

Since the sums P afc/2fc, a^ G Z, are dense in R, all 1-forms i/> G V\(+l) 
are S ̂ -invariant, 

(53) t* ip = ip for all t G S and c > 1, 
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where the action of t* is given by the formula (51). On the other hand, 

(54) t*i/) = Ad a ( t ) tß for all t G Z/a 

with the action (z,w) H- (exp(2nij/a)z,exp(2nijb/a)w). The equations 
(53) and (54) together imply, in particular, that any ip G V"(+l) must 
be a (+l)-eigenvector of the operators AdQ(t). Suppose that a is not 
trivial, then ip must be an S1-invariant (in the sense of (53)) real valued 
1-form on S3 such that d*ip = 0 and *dip = \ip. The trace of p* on 
such forms is obviously independent of a and L(a, b). 

If a = 9 is a trivial representation, then V® consists of su(2)-valued 
1-forms which are S ̂ -invariant (in the sense of (53)) and belong to V\. 
Again, tr(p* j V®) is independent of L(a, b). 

The 3-sphere S3 admits an orientation reversing involution induced 
by complex conjugation on the second coordinate in C 2 . It induces an 
isomorphism of the spaces V®(+1) and V"x(+l) commuting with p*. 
Therefore, tr(p* j V ( + 1 ) ) - tr(p* j V^A(+1)) = 0 for any a and A ^ 0, 
and the function (48) vanishes identically. This completes the proof of 
Proposition 27. 

6. T h e invariant Xp v ia gauge theory 

In this section, we complete the proof of our main theorem by prov­
ing the following result (and fixing the signs). 

Propos i t i on 29 . Let S = T,(p, q, r) be a Brieskorn homology sphere, 

and Xp and xp the invariants defined by (17) and (31). Then AP(S) = 

l / 2 - X p ( £ ) . 

This result will be obtained by a modification of the Taubes argu­
ment of [36] in our p-invariant setting. 

6.1 G a u g e t h e o r y a n d H e e g a a r d s p l i t t i n g 

Let S = Mi UM 0 M2 be a a-invariant Heegaard splitting of S of genus 
g defined in (9). It is convenient to enlarge both M\ and M ^ to overlap 
(still being a-invariant) and think of the 3-manifold MQ = M\ fl M ^ as 
a thickened Riemann surface, MQ = RQ X [—1/2,1/2]. 

Let E be a vector SU(2)-bundle over S with a fixed trivialization, 
and E k the trivial SU(2)-bundle obtained by restricting E onto M k, k = 
0 ,1 , 2. For each k, we introduced in (21) the space Apk of the p-invariant 
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smooth connections on E k. These spaces are considered as pre-Hilbert 
manifolds with the L^-Sobolev space structure. The inclusions 

M0 -^MUM2 ^ > £ 

induce by pull-back the maps 

(55) Ap ^ Al x Ap
2 ^ Ap

0 x Ap
0i 

where I = i\ x i*2 and J = j \ x j 2 . The sequence (55) is exact in 
that I is an embedding, J is a submersion, and im(I) = J - 1 (A) where 
A C AQ x AQ is the diagonal. Each of the arrows in (55) is equivariant 
with respect to the corresponding group action, Gpk. 

Let A0,p C Ap and A k,p C Apk be the subsets of connections which re­
strict to irreducible connections on RQ X [ —1/4,1/4] C MQ. In each case, 
A0'" c Ap, A k c Ap are open and dense and are the complements 
of sets of infinite codimension. Introduce the quotients Bp, B k, B°'p, 
and B k,p by the respective gauge groups. With the L^-Sobolev struc­
ture, each of B0,p, B kp is naturally a pre-Hilbert manifold, and A0,p —> 
B°>p, A k - > • B k are principal bundles with the structure groups Gp 

and G k, compare with [36], Proposition 4.1. The tangent space to B k,p 

at an orbit [A] is the vector space 

T kA = f w É nl(M k,su(2)) j d*Ato = 0 and i*(*w) = 0 g , 

where i : dM k —> M k is the inclusion. 
Let us define another vector bundle, L k —> B k,p, k = 0,1,2, with 

the fiber at an orbit [A] G B k,p the vector space 

L kA = fu)£ nl{M k,su{2)) j d*AL0 = 0g. 

Give L kA the structure of pre-Hilbert space by using the L2-inner prod­
uct on Ql(M k,su(2)). Note that the bundle L k is different from the 
tangent bundle T k, and that the orbits of irreducible flat connections 
on E k are in fact zeroes of a smooth section f k of L k. The section f k 
in question assigns [A, *F A] £ L kA to each [A] G B k,p. The covariant 
derivative rf k of f k, k = 0,1, 2, is the linear map 

(56) r f kA : T kA ->• L kA, 

a !->• ( r f kA)(a) = *d A a - d A u k(a), 
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where u k(a) G iì°p{M k,su{2)) is the unique solution of the equation 

d*A d A u k{a) = *{F A Aa-aA F A), i*u k{a) = 0; 

compare with (30). 

Propos i t i on 30 . The operator rf kA is a bounded operator from 
T kA to L kA when these spaces are completed in the Sobolev L\ and L 
norms, correspondingly. This operator is Fredholm of index Ig — 1 for 
k = 1,2, and of index 4g — 2 for k = 0. 

Proof. The assertion that rf kA is Fredholm is a standard elliptic 
theory result. The index of rf kA is independent of the connection A. 
We choose A to be the trivial connection 6, and reduce the calculations 
to equivariant de Rham theory. The index of rf kA turns out to be 
equal to minus one half of the Euler characteristic of the cohomology 
H*(dM k,su{2)) = H*(M k,de); compare with [36], Lemma A.2. The 
result now is a corollary of the following lemma. q.e.d. 

L e m m a 3 1 . The vector spaces Hp(M k,dg), k = 0 ,1 ,2, are 1-
dimensional. The vector spaces H^{M\, do), Hp(M2,dg) andHp(Mo,dg) 
have dimensions lg, 2g and 4g, respectively. 

Proof. The first assertion can be proved by the same argument 
as in Lemma 19. We prove the second statement of the lemma for 
HUMQ, dg); for the other two spaces the proof is similar. Let us identify 
Hp(Mo,dg) with the space of p-invariant 1-cocycles on TTIMQ, i.e., the 
maps £ : TTIMQ —> su(2) such that £(x • y) = £(x) + £(y) and £(cr*x) = 
AdpÇ(x). Since the action of TTIMQ on su(2) is trivial, all the cobound-
aries vanish, and the cocycles factor through H\{MQ). 

Let us choose a basis t i , . . . , tig in TTIMQ such that 

a* : 7TiM0 ->• 7TiM0 

acts by reversing the generators t i, CT*(i) = t~ . The involution cr* 
acts on the first homology group H\(MQ) as minus identity, and the 1-
cocycles £ are then simply the linear maps £ : H\(MQ) —> su(2) such that 
—£(t) = Adp£(t). Since the (—l)-eigenspace of Adp acting onsu(2) is 2 -
dimensional, and d imH 1 (Mo) = Ig, we get that dim H^ (Mo, dg) = kg. 

q.e.d. 

We observe that R{Y) C B°>p and R ( M k) C B°k'p, which means 
that irreducible flat connections A on E and E k restrict to irreducible 
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connections on RQ x [—1/4,1/4]. The latter follows from the fact that 
the inclusions Ro —> M k —> S induce epimorphisms on the fundamental 
groups, 7Ti Ro —> 7Ti M k and ni Ro —> ni S. 

Proposition 32. The representation space Rp(M k) is an embedded 
submanifold in B kp, k = 0,1, 2. 

Proof. It is sufficient to show that dimkerrf kA = index rf kA for 
[A] G Rp(M k). Any LU G coker rf kA would satisfy the conditions d Aw = 
0,d*ALO = 0,i*LO = 0, and a*co = Adpw. Thus, [w] G Hl

p(M kìdM k]d A). 
Since H^(M k, ÔM k; d A) C Hl(M k, dM k; d A), which vanishes by Lemma 
4.10 of [36], we get [w] = 0. Therefore, w = dA» for M G ^° (M k,su(2)) 
with d*A d Aß = 0 and, as A is irreducible, /z = 0 on 9M k. This means 
that both /j and w vanish on M k and hence coker rf kA = 0. q.e.d. 

The maps I and J in (55) commute with the actions of respective 
gauge groups. They induce the sequence 

(57) B°>p -I B^p x B°'p J B^p x B0°'p, 

which is exact in the following sense ( see [36], Lemma 4.2 ). 

Lemma 33. In the sequence (57), I is an embedding, J is a sub­
mersion, and im I = J - 1 (A) where A C B0

,p x B0
,p is the diagonal. 

On the level of tangent spaces, (57) gives the following sequence of 
linear maps 

(58) 0 - • T A A Ti,Al x T2,A2 A T0,Ao -+ 0, 

where {AUA2) = I(A), (A0,A0) = J(A1,A2), and $ = I*, tf = (j*)*-
ji)*- The map I* has the following explicit description: at [A] G B0,p, 

I (a) = (ila - d A k4>i(a), i\a - d A k<p2(a)), 

where k(a) G 0°(M k,su(2)), a = 1,2, is the unique solution to the 
Neumann boundary problem 

d*A k d A k<Pk(a) = 0 and * (i*k a - d A k<Pk(a))jdM k = 0. 

For a = 1, 2, the map (j k)* at [A k] G B k,p is given by the formula 

(j k)*(a k) = j ta k - d A0ipk a where 

d*A0d Aoipk(a k) = 0 and * (j*k a k - d Ao4>k(a k))jdM0 = 0. 
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The inclusion maps in (55) also induce the following sequence 

(59) 0 ->• L A -=> L ,Ai x L 2 , A 2 -=> LO,A0 -» 0, 

where $ ( f ) = ( i Ì f , i f ) and £ ( f i , f 2 ) = j i f i - jIf2- The following 
statement is an easy modification of Lemmas 4.3 and 4.4 of [36]. 

L e m m a 34 . Each of the sequences (58) and (59) is an exact Fred-
holm complex. 

6.2 A spectral interpretat ion of the intersection number 

Let [A], [A'] G B^p be two points in f_ 1(0), and j\i\[A] = [A0] and 
jli\[A'] = [A'0] be the corresponding points in RP{M{) n RP{M2) C 
R ( M Q ) . A calculation of the relative sign difference between the inter­
section numbers of R ( M i ) n R ( M 2 ) at the points [AQ] and [A'0] can 
be made as follows. 

Choose a path Ao : [0,1] —> R P ( M Q ) of (the gauge equivalence classes 
of) /9-invariant flat connections on MQ between [Ao] and [A'0]. Since 
R i M 2 ) is pa th connected, we may assume that Ao extends to a path of 
p-invariant flat connections on M 2 , that is, Ao = j | A 2 with A2 : [0,1] —> 
R i M i ) . We can extend it to a path of p-invariant connections on 
the entire manifold E. These connections cannot be made flat on the 
entire E since R P ( E ) is discrete. In other words, we construct a path 
A : [0,1] —> B0,p of /9-invariant connections such that A2 = i%\, and 
A(0) = [A], A(l) = [A']. The path A restricts on M\ to a path which we 
call Ai, so Ai = i*\. 

The operators rfojA0 define a path of bounded Fredholm operators 
of index 4g — 2. The vector bundle ker(rfojA0) can be identified with the 
restriction Ag TR(MQ) of the tangent bundle of R ( M Q ) to the path Ao-
Similarly, the vector bundle ker(rf2jA2) is identified with \*2TRP'(M2). 

Over the path Ai : [0,1] —> B1
 ,p, the operators rfijAL define a path of 

bounded Fredholm operators of index 2g — l. At the endpoints of Ai, the 
spaces ker ( r f i j ^1(t)), t = 0 ,1 , can be identified with the corresponding 
tangent spaces of R ( M i ) . This ensures that coker(rfijA1(o)) = 0 and 
coker(rfijA1(i)) = 0. If the cokernel of some r f i j ^ t is not trivial, one 
can per turb the path of operators re l f0 , l g to get a path of bounded 
Fredholm operators of index 2g — 1 with trivial cokernels at each t; 
see Lemma 5.7 of [36]. Note that the orientation of the vector bundle 
ker(rfijAi) at the endpoints t = 0 and t = 1 is consistent with the 
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orientation on the corresponding tangent spaces to R P ( M \ ) . It can be 

checked by choosing a homotopy r e l f0 , l g of the path Ai to a path 

which lies in R P ( M \ ) . Such a homotopy exists due to the fact that 

mB?>p = -K0G
p = [ M l 5 S U ( 2 ) ] z / 2 = 1. 

Let V —> [0,1] be the vector bundle 

V = k e r ( r f i j A l ) © k e r ( r f 2 j A 2 ) , 

and h : V —> \QTR{MQ) the L2-orthogonal projection in AQTO onto 
Ag TRP(MQ). Then h is a bundle homomorphism, and is an orientation 
preserving isomorphism V = \*Q(TRP(M\)(BTRP(M2)) at the endpoints. 
Let det h denote the corresponding section of the real line bundle 

A4g-2{\^TR{M0)) <g> A4g~2{V). 

Note that (de th ) _ 1 (0 ) is supported away from f0 ,1g . If d e t h is not 
transverse to the zero section, per turb h rel f0 ,1g to h' with d e t h ' 
being transverse. The intersection numbers at [AQ] and [A0] coincide if 
and only if the cardinality of (det h')~l(0) is even. Our next step is to 
represent the cardinality of ( d e t h ) _ 1 ( 0 ) modulo 2 as the spectral flow 
of a family of Fredholm operators. 

Let [A] G B°>P, [A k] = i*k[A], and [A0] = j*k[A k] for k = 1,2. Intro­
duce the pre-Hilbert spaces 

E A = Tl,Ai ® T%A © L),A0) E A = L ,Ai ffi L2,A2 ffi T,Ao) 

and the operator 

H A '• E 4 ~^E Ai 

(60) (ai,a2,u) ^ ( r f i ^ a i ) , rf2 ,A2(a2), 

Y ( a i , a 2 ) - rfo ;Ao(u)), 

where the adjoint operator, rfjJ A '• Lo,A0 —> TO,A0I is defined via inte­
gration by parts, 

hr foA 0 (u) ,a i L2 = / t r(u A a) — / tr(d A u A a ) , 

and the identification T*^ = TO,A0 is provided by the metric 

(61) hip, IP'i A0 = hd A0ip, d A0ip'i L* + h ^ ^'i L? ; 
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see [36, Appendix], for details. The map Y is the map 

* : Ti,Al © T2,A2 -+ TO,A0 

of (58) followed by the map TO,A0 ~~> TQA given by the L2-pairing, and 
the map TQ A —> TO,A0 given by the pairing in the metric (61). Thus the 
assignment of Y(a\, a2) G TO,A0 to a pair (a\, a2) G T,AI © T2,A2 defines 
a compact operator. The operator H A is a bounded Fredholm operator 
of index 0 since it is a compact perturbation of the Fredholm, index 0, 
operator 

(ai ,a2 ,u) i->- (rfi,A1(ai),rf2,A2(a2),-rfo )Ao(u)); 

see Proposition 30. 
We now return to the section det h. A pair 

(ai,a2) G ker(rfi,A l) ©ker(rf2,A2) 

belongs to (deth)_1(0) if and only if the L2-orthogonal projection of 
\I/(ai,a2) onto ker(rfo,A0) is zero, which is the same as to say that 
Y (ai, a2)—rfo A0(u) = 0 for some u. The latter means precisely that the 
triple (ai ,a2 ,u) belongs to the kernel of H A- The following proposition 
is now apparent. 

Proposition 35. Let [A], [A'] G B°'p be two points in f - 1(0)- The 
intersection numbers at [AQ] = jii\[A] and [A'0] = jii\[A'] in 

Rp{M{) n R{M 2 ) c Rp(M0) 

coincide if and only if the spectral flow of a path of operators H A^ 
connecting H A to H Ai is even, sf H{[A], [A']) = 0 mod 2. 

6.3 Deformation of the H—family 

The goal of this subsection is to prove that, for any pair of flat [A], 
[A'} G B°>p, 

(62) sf H([A], [A'}) = sfp([A], [A'}) mod 2. 

The left- and right-hand sides of (62) are, respectively, the spectral flows 
of the paths of operators H A(t) and r f At); see (60) and (29). We will 
construct a homotopy of one path into the other keeping the spectral 
flow modulo 2 unchanged. To begin with, we compare the operators 
H A and r f A for A flat. 
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L e m m a 36. Let [A] G B0,p be a point in f _ 1 (0) ; then 

kerH A = k e r ( r f A) = 0 . 

Proof. The kernel of H A consists of the triples 

(ai,a2,u) G ker(rfi ,Ai) © ker(rf2 ,A2) © coker(rf0 ,A0) 

such that the L2-projection of \I/(ai, a2) onto ker(rfo,A0) vanishes. Sup­
pose that f(A) = 0. Then 

( r f k,A k(afc) = *d A k a k for any k = 0,1,2; 

see (56). If (a1,a2) G ker(rf i jAi) © ker(rf2,A2), then \I/(a1,a2) lies in 
ker(rfo,A0)> because 

( r fo ,A 0 ) (^(a i ,a2)) = *d Ao(jlai - d Aoipi) - *d Ao{j2a2 - d Aoip2), 

see (58), 

= j*(*d Alai) -j2(*d A2a2) - *d Aoipi + *d2Aoip2, 

= 0. 

Therefore, 

kerH A = f (at, a2) G ke r ( r f A l) © ker(rf2 ,A2) j * ( a i , a 2 ) = 0g. 

Lemma 34 provides a unique a G T A such that (ai,a2) = 3>(a) and 
a G ke r ( r f A)- The latter can be seen as follows. Since 3>(a) = ( a i , a 2 ) , 
we have that a k = i*k a — d A k4>k for k = 1, 2, and 

0 = *d A k a k = *d A k(i*k a - d A k<pk) 

= *d A k(i*k a) =i*k(*d A a). 

The form ( r f AXa) = *d A a restricts as zero to both Mi and M 2 , hence, 
*d A a = 0. q.e.d. 

For each [A] G B°'p we have the following diagram: 

0 > T A - ^ T Al © T A 

r A 

* 
T AO 

0 -+ L $ 
+ L A 

rfi,A1erf2,A2 r A0 

L A L A 

-* 0 

-* 0 
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The maps $ , ^ and <J>,̂  have been defined, respectively, in (58) and 
(59). According to Lemma 34, the rows of this diagram are exact. The 
operators r f A and rf k,A k, k = 0,1, 2, are Fredholm operators of indices 
index r f A = 0, index r f k̂A k = 2g — 1, k = 1,2, and index rfo,A0 = 
4g—2; see Proposition 30. One can easily check right from the definitions 
that the diagram commutes if A is a flat connection. Unfortunately, this 
is not the case for a general A. However, the diagram can be made into 
commutative by compactly perturbing the operators rfi ;Ai © rf2,A2 

and rfo,A0- More precisely, one can construct operators 

Q k,A k '• T , A i © T%A2 ->• L , A i , k 1,2, and 

E A' 

(63) 

and the operator Q A • E/ 

(64) Q A(ai,a2,u) = (Qi,Ai(ai), Q2,A2(a2), Y(ai,a2) - Q*O,A0(u)) 

with the following significance. 

Lemma 37. For every [A] G B0,p, there exist bounded operators 
(63) such that the operator Q A given by (64) is a Fredholm operator of 
index 0. Moreover, the following hold: 

1. The operators Q A - H A, (Qi,Ai © Q%A2) - ( r f iA © rf2,A2), 
and QO,A0 ~~ rfo,A0 are relatively compact operators; they vanish 
whenever A is 

2. The assignment of Q A to A defines a smooth section, Q, over 
B0,p of the Banach space bundle Fredo (E°, El), whose fiber over A 
consists of Fredholm operators E A —> E \ of index 0. The sections 
Q and H are homotopic rel f_1(0). 

3. The following diagram is a commutative diagram of Fredholm bun­
dle maps over B0,p, 

0 > T -^^ T © T2 -^-^ T > 0 

rf Qi®Q-2 Qo 

0 > L —?->• L © L2 —^-> Lo -> 0 

where the rows are exact, and the indices of both Q\ © Q2 and Qo 
are 4g — 2. 
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Proof. The entire construction of the operators Q k,A k in [36, pp. 
574-577], works in the equivariant setting, so we omit the proof. q.e.d. 

Proposition 38. For any pair of flat connections [A],[A'] G B0,p, 
sf H([A], [A']) =sf<>([A], [A']) mod 2. 

Proof. Let A, A' G Ap be any pair of flat connections representing 
[A], [A1] G B°'P. Choose a smooth path [A(t)], t G [0,1], from [A] to 
[A1]. Since the paths Q A(t) and H A(t) are homotopic rel {0 ,1} , their 
spectral flows agree, 

sf H([A],[A']) = sf Q([A],[A']) mod 2. 

We wish to show now that sf Q([A], [A']) = sfp([A], [A']) mod 2. To 
this end, choose a splitting 0 : To —> T\ © Ti with the property that 
$ o 9 = 1. Likewise, choose a splitting 0 : Co —> C\ © £2 with the 
property that \j/ o 6) = 1. Since the rows in the commutative diagram 
above are exact, we get the commutative diagram 

T © T0 ^ ^ > T © T2 

rfeQo 

i e e 
-0 > £1 © £ 2 

where $ © 0 and J> © 0 are isomorphisms. 
Since Q A = H A for any flat connection A, coker Qo = 0 at the 

endpoints of the path A(t). We may assume that in fact coker Qo,A0(t)
 = 

0 for all t; see Lemma 5.7 of [36]. Due to Proposition 30, kerQ0,A0(t)
 = 

R4g~2, and we can consider the family of operators, 

Vf © Qo,Ao(t) © n : T A(t) © To,Ao(t) -+ £A(t) © £o,At) ® 
j 4 g - 2 

where LT : T,A0(t) ""̂  R ̂ g - 2 is the orthogonal projection to kerQ0,A0(t)-
Since ker(Qo,A0(t) © n) = 0, the spectral flows of Vf A(t) and 
Vf © Qo,A0(t) © n coincide. 

In its turn, the spectral flow of Vf © Qo,A0(t) © H equals the spec­
tral flow of the path of operators C(t) making the following diagram 
commutative, 
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T © T ^ ^ > T © T2 

r feQo Q i e Q 2 

o ^ - 2 ^ n A © £2 © M4g-2 

Thus, for any pair (a1,a2) G T ;Ai(t) © T2,A2(t)i we have that 

C ( t ) ( a i , a 2 ) = (Qi,A1(t)(ai,a2), Q2 ,A2(t)(ai,a2), U(^(a1,a2))). 

This path of operators has the same spectral flow as the path Q A(t) 
defined by (64); compare with the proof of Proposition 35. q.e.d. 

6.4 C o m p a r i n g t h e s i g n s 

In this section we prove that the signs of x p (E) and AP(E) agree. Recall 
that our definition of XPC^) made use of the symmetric bilinear form ra 
on sup(2) defined in (33) by the formula 

Ta(e, rj)= Z tr([e, a] A *fo, (tde)'1a). 
T, 

Here, a G kerdg is an su(2)-valued 1-form on E. Since *d$ : kerdg —> 
kerdg is invertible (due to the fact that E is an integral homology 
sphere), we may assume that a = *dgb, b G k e r d . Moreover, both 
£ and 77 in sup(2) are proportional to p; see Lemma 19, so it is sufficient 
to compute ra(£, 77) for £ = r\ = p. In this case, 

(65) Ta(p,p)= / tr([b,p] A*[a,p\), a = *dgb. 
T 

Our immediate goal is to construct such a that ra is non-degenerate. 
To do that , we use an equivariant Heegaard decomposition of E, 

E = Mi U M 2 , Mi n M 2 = M 0 = R0 X [ -1 /2 ,1 /2 ] , 

where MQ is a "thickened" Riemann surface. The Mayer-Vietoris iso­
morphism, H1(M\) © H1(M2) = H 1 (Mo) induces an isomorphism in 
p-equivariant cohomology, 

(66) tf : Hl
p{Mllde)®Hl(M2ide) - • Hl

p(M0,de). 
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If we think of Hl(M k,d9), k = 0 ,1,2, as the space of d ̂ -harmonic 
/9-invariant differential 1-forms LO on M k such that i*dM (*u>) = 0, the 
isomorphism \I/ is given by the formula 

V(vi,v2) = j l v i - der]i - j*2v2 + deri2, 

where 771,772 are p-invariant harmonic su(2)-valued functions on MQ 
such that 

i9Mo * (j k v k - derik) = 0, k = 1,2. 

The vector spaces Hp(Mo,dg) and Hp(M k,dg), k = 1,2, have dimen­
sions 4g and 2g, respectively; see Lemma 31. 

A 1-form a making the form ra non-degenerate will be constructed 
after choosing elements 

io1e^(H1
p(M1,d0)®O) 

and 
Lu2e^(0®H1

p(M2,de)). 

Write ^ _ 1 ( w i — LO2) = («1,02); then a\ restricts to MQ as u>\ + dgr)i, 
and «2 restricts to MQ as W2 + dgr]2, with 771 and 772 harmonic. Set 

(67) a = *dgb where b = (1 — ß) a\ + ßa2 

and ß : [—1/2,1/2] —> [0,1] is a cut-off function such that ß = 0 on 
[ -1 /2 , - 1 / 4 ] and ß = 1 on [1/4,1/2]. Then 

a = *dgb = — * ß' (dt A (a\ — a2)), 

and 

Ta(p,p) = - Z tr([p, (1 - ß)ai + ßa2] Aß'(dt A [p ,a i - a2])) 

ß' • dt A tr([p, « i ] A [p, a2]) 
Mo 

dtAtr ( [p ,wi] A[p,w2]). 
M0 

The last expression is positive if W2 = — u\, where u>* is the dual of wi 
with respect to the non-degenerate symplectic pairing on Hp(Mo,dg), 

(viv') = - dt A tr(v A v'), 
M0 
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and LÜ\ G Hj,(Mi, dg) is chosen in general position. 
Thus, to prove that the signs of AP(E) and x p ( ^ ) agree we need 

to check that the orientations of the vector spaces ker(Vfije+s-a) © 
ker(Vf2,6»+s-a) and ker(Vfo,6»+s-a) agree for a chosen as in (67) and all 
s > 0 sufficiently small. The vector spaces in question are oriented 
as follows. When a connection A G Ap restricts to one or more of 
M k, k = 0 ,1,2, so that [A] G R p (M k), then ker(Vf k,ö+s.a) is naturally 
identified with T A R p (M k). Following a generic path from A to 6 + s • a, 
we orient ker(Vf k,6+s-a)-

This method for computing the orientations actually works because 
9 is a limit point of each of R ( M k), k = 0 ,1,2, hence one can find 
connections A of the form 6 + s • a', for small s, which restrict to one 
of M k so that [A] G R p (M k). The kernels of Vf k,e+s-a' for small s can 
be controlled by identifying them with the kernels of certain homomor-
phisms independent of s. We first consider the general case with a' 
unrestricted. 

L e m m a 39 . Let a' G 0^(E,su(2)) be fixed. Introduce the homo-
morphisms G k • Hp(M k,dg) —)-sup(2)*; by the formula 

G k(v)(0 = - Z tr([e,a']A*v)> k = 1,2. 
M k 

If G k are surjective, then for all s > 0 sufficiently small, 

ker(Vf k + s . a , ) = ke rG k C Hl
p{M kid0), k = 1,2. 

Proof. Let us fix k = 1; the proof for k = 2 is completely analogous. 
Let us consider the linear Fredholm operator 

where E and E<2 are the following Hilbert spaces : 

E i = { ( 0 o , 0 i ) G L ? ( f i ; ( M i , s u ( 2 ) ) ) © L?(fìJ(Mi,su(2))) j 

iiMi(0o) = 0, iaMi(*0i) = 0 } , 

E2 = L2(n°p(M1,su(2))) © L2(n1
p(M1,su(2))). 

The kernel of Vfi^+s-a' can be identified with the kernel of the perturbed 
operator, LQ + s • u, where u is a compact operator defined from the 
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equation 

(68) L0 + s - u = d ° d d+s-a' ) . 

The kernel of LQ + s • u can be computed by using techniques from linear 
perturbation theory. Namely, let h[u] : kerLo —> cokerLo be a linear 
map sending v G ker LQ to the orthogonal projection of u(v) to coker Lo-
Suppose that this projection is surjective. Then, for all s sufficiently 
small, the kernel of LQ + s • u is isomorphic to h[/u]_1(0) C kerLo- The 
latter isomorphism is obtained as follows: for each v G ker(Lo + s • u), 
there exists a unique w G h[u]_ 1(0) C kerLo such that v — w is L 2 -
orthogonal in E\ to kerLo-

It follows from de Rham theory that 

kerLo = Hl
p{Mude) 

and 

cokerLo = H^(Mude) = sup{2). 

According to (68), the map 

h[u] •.H1
p(M1,de)^H0

p(Mude) 

sends (f>\ G Hl-(Mi, dg) to the orthogonal projection of — * [a, *0 i ] to 
Hp(Mi,dg). Therefore, cp\ G h[u]_ 1(0) if and only if — * [a, *4>\] is 
orthogonal to ker dg = sup(2), i.e., for any £ G sup(2), 

0 = - Z t r ( e - [ a ,*^ i ] ) 
Mi 

= - Z tr([e,a] A*0i ) 
Mi 

= G i (0 i ) (O-

Thus, if Gi is surjective, the perturbation theory identifies ker rf i^+s-a ' 
with ker Gì . q.e.d. 

A similar argument proves the following result. 

L e m m a 40 . Let a' G Q*(£,su(2)) be fixed. Introduce the homo-
morphisms Go,G'0 : HUMQ,su(2)) —)-sup(2)* defined by the formulas 

G0(v)(Ç)=- tr([£,a'] A *v) and 
M0 

G'0(v)(0=- Z dt A tr([£, a'] A *v). 
M0 
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Suppose that both Go and G0 are surjective. Then for all s sufficiently 
small, 

(69) ker(rfo,fl+s.a') = ker G'0 © ker G0 C H^Mo, dg). 

Orient S2
p and Sp so that when 9 + s • a' restricts to M\ to lie 

in R p {Mi) , then the orientation of ker(rf i ; 0 +s.a/) = H^{Mt,de)/im Gl 
agrees with the orientation which is obtained by identifying ker(rfi ;0+s.a') 
with Ttß+s.a/iR{Mi). Thus, whenever 6 + s • a' restricts to M2 to lie in 
R { M 2 ) , the orientation of ker(rf2)0+s.a') = Hp{M2,dg)/im G2 agrees 
with the orientation of ker(rf2,6»+s-a') = T^+s.ai^ R p{M 2 ) . Likewise, 
when 6 + s • a' restricts to a flat connection in R P { M Q ) , the orienta­
tions of Hl(M0, dg)/ im (G'0 © G0)* and T[e+s.al]R

p{M0) agree. 

Hence, as a' varies in 0^(E,su(2)) keeping G'0 © Go and G\, G<2 
surjective, the orientations on ke r ( r f k,ö+s-a')? k = 0 ,1 , 2, are determined 
by the maps G'0 © Go and G\, G2. We need to prove now that these 
orientations agree if a! = a as in (67) with LO2 = —u\. 

With the orientations of S2
p and Sl

p fixed as above, the isomorphism 

* :H1{M1,dg) © H1{M2,dg)^H1{M0,dg) 

is orientation preserving because \I/ = $ © 1 where 

$ : H 1 (Mi) © H 1 ( M 2 ) ->• HX{MÜ) 

is the usual Mayer-Vietoris isomorphism, and 1 : T\S2 —>• TiS^ is 
the identity homomorphism. We use the isomorphism \I/ to make the 
following identifications, 

Hl{Mi,d0) © H1{M2,de) =hi ® h2 and ^{M^de) = ht ® h2 

where h i = ^ ( ^ ( M i , d ) © 0) and h2 = * ( 0 © Hl{M2,de)). The 
homomorphisms Gi , G2 , and G'0 © Go are then given by the follow­
ing formulas (possibly after some generic deformations preserving the 
orientations; compare with [36, Lemma 7.3 and Lemma 7.5]), 

Gi © G2 , G'0 © G0 : hi © h2 ^sup{2)* © sup{2)* 

{Gi © G2){vuv2) = {Gi{vi),G2{v2)), and 

(G'o ®G0){vl,v2) = {Gl{vl) + G2{v2),Gi{vl)-G2{v2)). 
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Therefore, ker(G'0 © Go) and ker(Gi © G2) have opposite orientations 
if oriented by the requirement that the following isomorphisms be ori­
entation preserving, 

s u ( 2 ) * © sup(2)* © kerGi © kerG 2 = hi © h2, 

s u ( 2 ) * © sup{2)* © ker(G'0 © G0) = hi © h2. 

The orientation on ker G\ © ker G2 was chosen, however to make the 
isomorphism 

suP(2)* © kerGi © s u ( 2 ) * © kerG 2 = hx ® h2 

orientation preserving. Since dim ker G\ = Ig — 1 is odd, it implies that 
\I/ : ker Gi © kerG 2 —>• ker(G'0 © Go) is orientation preserving. 

6.5 P r o o f o f t h e m a i n t h e o r e m 

It follows from Corollary 16, Corollary 26 and Proposition 29 that 

(70) v{^(p, q, r)) = ± - sign k(p, q, r) 

with a universal (±)-sign. To fix the sign, we compute the left- and 
the right-hand sides for (p,q,r) = (2,3,7) . According to [13], the 
group I n(S(2,3 ,7)) is Z if n = 2,6, and is trivial otherwise. There­
fore, u(T.(2, 3, 7)) = 1. On the other hand, standard methods show that 
signk(2, 3, 7) = 8; see Figure 10. Thus the sign in (70) is plus. This 
completes the proof. 

7. Appl i ca t ion to the / / - invariant 

In this section we define the invariants of Neumann and Siebenmann 
for integral homology 3-spheres of plumbing type and prove that they 
coincide. Their common value is usually referred to as the /ï-invariant. 
It follows right from Siebenmann's definition of the //-invariant and 
Theorem 1 that /2(S) = z^(S) for all Brieskorn homology spheres E. 
The question remains whether the same is true for arbitrary plumbed 
integral homology spheres. Note that our definitions of both Neumann's 
and Siebenmann's invariants differ from the original ones by a factor of 
1/8. 

In should be also mentioned that one can define both Neumann's 
and Siebenmann's invariants for arbitrary Z/2-homology 3-spheres of 
plumbing type, and prove that they coincide by exactly the same meth­
ods as the ones used in this section. 
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7.1 D e f i n i t i o n o f N e u m a n n ' s fi—invariant 

The principal S ̂ -bundles over S2 are classified by the Euler class e G 
H2(S2;Z) = Z. Let the Hopf fibration of S3 over S2 be represented by 
e = —1. This fixes the orientations. Denote the associated D 2 -bundles 
indexed by e G Z as Y (e). 

Let r be a connected plumbing graph, that is a connected graph 
with no cycles, each of whose vertices v i carries an integer weight e i, i = 
1 , . . . ,s. Associated to each vertex v i is the D 2 -bundle Y{e i). If the 
vertex v i has d i edges connected to it in the graph V, we choose d i 
disjoint discs in the base of Y(e i) and call the disc bundle over the j -
th disc B ij, so that B ij = D2 x D2. When two vertices, v i and v k, 
are connected by an edge, we identify B ij with B ^ by exchanging the 
base and fiber coordinates. This pasting operation is called plumbing, 
and the resulting smooth 4-manifold P(T) is said to be obtained by 
plumbing according to T. 

The manifold P(T) is simply connected but, generally speaking, not 
parallelizable. Its intersection form in the natural basis associated to 
plumbing (namely, the basis represented by the zero-sections of the 
plumbed bundles) is given by the matrix A(T) = (a ij)i,j=I,...,s with 
the entries 

{ e i i f i = j ; 

1, if i is connected to j by an edge; 

0, otherwise. 

Disconnected graphs are also allowed. Namely, if T = TQ + T\ is a 
disjoint union of TQ and T\, then P(F) is the boundary connected sum 

If r is a plumbing graph as above, then S ( r ) = dP(T) is an integral 
homology sphere if and only if det A(T) = ± 1 , in which case it is called 
a homology sphere of plumbing type or a plumbed homology sphere. Any 
Seifert fibered homology sphere is of plumbing type, with a star-shaped 
plumbing graph; see [27]. For any plumbed homology sphere S(T), there 
exists a unique homology class w G H 2 ( P ( r ) ; Z ) satisfying the follow­
ing two conditions. First, w is characteristic, that is (dot represents 
intersection number) 

(72) w.x = x.x mod 2 for all x G H2(P(T); Z) , 

and second, all the coordinates of w are either 0 or 1 in the natural basis 
of H 2 ( P ( r ) ; Z) . We call w the integral Wu class for P(T). It is proved 
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in [25] that the integer 

(73) fi(X) = ^ (signP(T)-w.w) 

only depends on X(T) and not on T. We call it the Neumann fi-
invariant. One can easily see that condition (72) implies that for no 
two adjacent vertices in V the corresponding coordinates of w are both 
equal to 1. Therefore, the class w can be chosen to be spherical, hence 
/2(S) = /i(E) mod 2 where /i(E) is the Rohlin invariant. 

Another description of the //-invariant is as follows. In the natural 
basis of H2(P(r); Z), the defining property (72) translates to the linear 
system 

s 

(74) X a ijEj = a ii mod 2 ' i = !,••• , s. 
i=l 

Due to the fact that det A(T) = 1 mod 2, this system has a unique 
solution (e i , . . . ,es) over Z/2. The /i-invariant is then given by the 
formula 

ß(^) = l ( s i g n P ( r ) - X a ii 

The /ï-invariant is easy to compute. The splicing additivity; see [12] 
and [31], reduces the problem to the computation of /z(£(ai , . . . ,a n)). 
There is an explicit formula for the latter; see [25] and [27], Theorem 
6.2. Namely, in the following two cases, 

(1) all a i are odd; 

(2) exactly one of the a i is even, say a\, 

the ^-invariant is given respectively by 

n 

(75) / i (S(ai , . . . ,a n) = X ( c ( a i,b i) + signb i) - 1, 
i = l 

n 

(76) and ß(Z(ai, • • • , a n) = X c{a i - b , a i) - 1, 
i = l 

where c(a, b) is the function described below and, in the second case, we 
are to choose the Seifert invariants so that (a i — b i) is odd for all i. 



BrIesKOrN hOMOLOGY s p h e r e s 79 

The integers c(a, b) are defined for coprime integer pairs (a, b) with 
a odd. They are uniquely determined by the recursion : 

c(a, ±1) = 0 for any odd a, 

c(a ± 2b, b) = c(a, b), 

c(a, b + a) = c(a, b) + sign b(b + a), 

c(a, b) = —c(—a, b) = —c(a, —b). 

Several equivalent definitions of c(a,b) are available; see [27]. For ex­
ample, 

c(a,b) = J ] ( - l ) i # f k | 0 < k<b, i<ka<i + l} 

_ _ 1 y - jr] + l)(r]a + 1) 

rf> = — 1 

= b - 1 - 4 • # f l < i < ^^— I ^ — <ai <b mod b }, b odd. 

7.2 Preferred involutions on p lumbed manifolds 

J. Montesinos observed in [23] that on any homology 3-sphere E of 
plumbing type, there exists a preferred class I s of orientation preserving 
involutions such that, for a G I s , the orbit space E/CT is S 3 and the fixed 
point set is a knot ka in S3 , which is called a knot of plumbing type. 
The goal of this section is to describe the involutions a G Is-

Let D2 be the unit disc in C, 

D2 = fz eC\\z\ < 1}, 

and 
a : D2 x D2 ->• D2 x D2 

the complex conjugation involution, (z,w) H- (z, w). The boundary S3 

of D2 x D2 can be represented by stereographic projection onto R3 U oo 
in such a way that a induces on it the 180°-rotation about the y-axis. 
In this representation dD2 x D2 is a regular neighborhood X of the unit 
circle in the xy-plane, the belt-sphere is the z-axis, and the belt-tube 
is Y = S 3 \ i n t X . 

The fixed point set of the involution a on D2 x D2 is the unit disc 
B = D1 x D1 CD2 x D2. The orbit space of a is a 4-dimensional ball 
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D 4 , so that the projection p : D2 x D2 —) 
of D 4 with the branch set the 2-disc B' 

D4 is a 2-fold branched cover 
= p(B). The restriction 

p d(D2xD2)- d{D2 x D2) S3 

is the standard double covering over the trivial knot dB' C S3. 
The branch set B' C D4 can be described as follows. Let S 3 = XUY 

as above. The restriction of p onto X turns X into a double branched 
cover of the 3-ball X' = X/o with the branch set consisting of the arcs 
I and I' shown on the left in Figure 8. 

p ( - 1 , - 1 ) 

p ( - 1 , 1 ) p(l,l) 
Figure 8 

These two arcs represent the intersection B ' f i X ' C S 3 . Similarly, 
Y' = Y/a is a 3-ball with the branch set the arcs shown in Figure 8 
on the right. The 3-balls X' and Y' are glued together to form S 3 , the 
arcs in X' and Y' being glued along their endpoints into the trivial knot 
dB' C S3. Now, let B" be a 2-disc in S3 with dB" = dB'. Then the 
branch set B' C D4 can be viewed as a 2-disc obtained by pushing the 
interior of B" radially into D4 so that B' n S3 = dB' = dB". 

The complex conjugation involution on D2 x D2 can be extended 
over the 2-disc bundles Y(e) over S2, which are the building blocks 
for the plumbed manifolds. The 4-manifold Y(e) can be obtained by 
pasting two copies of D2 x D2, 

Y(e) D2 D2 Uh D2 x D2 

along dD2 x D2 where h e : dD2 x D2 —> dD2 x D2 is given by the 
formula 

(e ̂ , Ae ̂ ) h-». ( e - ^ , Ae i ^ - ^ ) , 0 < 0, V < 2TT, 0 < A < 1. 

The complex conjugation involution a on D 2 x D 2 obviously commutes 
with the map h e, so a can be extended to an involution (also denoted 
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by a) on Y(e). The quotient Y(e)/a is glued from two 4-balls along a 
3-ball, so that Y(e)/a = D4. The branch set in D4 can be described as 
follows. 

Let us represent Y(e)/a = D4 as 

D4 = D4 UD3 Cyl(h e) UD3 D4, 

where Cyl (h e) is the mapping cylinder of the map h e : D3 —> D 3 induced 
by h e on the quotient of dD2 x D2. The branch set in Y(e)/a then 
consists of four bands glued together; see Figure 9 : two untwisted 
bands in the two copies of D4, and two more bands in Cyl (h e) generated 
by the arcs I ' and I ; see Figure 8. One can easily see that the former is 
untwisted while the latter one is twisted e half-twists in the r ight-hand 
direction (in case e is positive). 

ÏKXXÎ 
Figure 9 

Let P ( r ) be a plumbed manifold obtained by plumbing D 2 -bundles 
Y{e i) according to a connected plumbing tree T. The involutions a on 
the manifolds Y{e i) fit together to form an involution on P(T) whose 
orbit space is D4, and the branch set B(T) is obtained by plumbing 
twisted bands (like the one in Figure 9) according to the tree T; see 
Figure 10 and [34]. 

In particular, this construction represents the boundary S of a 
plumbed manifold P(T) as a double branched cover of S 3 branched 
over the boundary of the surface B(T). It follows from the Smith theo­
rem that the fixed point set of an involution acting on a Z/2-homology 
sphere is itself a Z/2-homology sphere. Therefore, if E is an integral 
homology sphere, the boundary of the surface B(T) is a knot, which we 
denote by ka. 

In the special case of Seifert fibered integral homology spheres 
E ( a i , . . . , a n), one can do plumbing holomorphically to obtain P(F) 
as a complex manifold with holomorphic C*-action, see [28], represent­
ing a resolution of the singularity of f _ 1 (0 ) where f : C n —> C n~2 is a 
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map of the form 

F i g u r e 10 

(77) f(zi, k z k , E 
k = i 

n-2,k z k a k 

with sufficiently general coefficient matrix (b ij), b ij G R; see [27]. The 
involution a on P(T) will then be the complex conjugation involution. 
Therefore, any Seifert fibered homology sphere E(a i , . . . , a n) is a double 
branched cover of S3 with the branch set the knot ka = k(ai,... , a n), 
which is usually called a Montesinos knot; see [23]. A Brieskorn homol­
ogy sphere T,(p,q,r) is a Seifert fibered homology sphere with n = 3 
fibers, and it is a double branched cover of S 3 with branch set k(p, q, r). 

7.3 Definition of S iebenmann's p—invariant 

Let E be a Z/2-homology sphere of plumbing type, and a an involution 
on E from the preferred class I s of involutions described in the previous 
section. Its orbit space E/CT is S3 , and the branch set is a knot ka C 
S3. L. Siebenmann observed in [34] that one can use Waldhausen's 
classification to show that if a' is also in I s , the knot kai is related 
to ka by a sequence of mutations. The knot signature is a mutation 
invariant, thus the integers signko-, a G I s , all coincide. L. Siebenmann 
calls this common value the p-invariant, so that 

/5(S) = ö sign ^ -

The fact that p(E) = //(S) mod 2 can be proved as follows. Fix 
a G Is and let F be an (orientable) Seifert surface of the knot ka 

pushed radially into D4. Let W be the double branched cover of D4 
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with the branch set F. This manifold is parallelizable, its boundary is E, 
therefore, sign W = /i(E) mod 2. On the other hand, sign W = signka; 
see e.g. [17]. Therefore, p is a lift of the Rohlin invariant to the integers 
defined for all integral homology 3-spheres S of plumbing type. 

7.4 The invariants of N e u m a n n and S iebenmann coincide 

Now we have two lifts of the Rohlin invariant \i into the integers defined 
for all plumbed integral homology spheres, one by W. Neumann and 
the other by L. Siebenmann. We prove in this section that these lifts in 
fact coincide. 

Proposition 41. For any integral homology sphere S of plumbing 
type, ß(Z) = p(Z). 

As we have mentioned before, the invariants /2(S) and p(E) are in 
fact defined for all Z/2-homology spheres of plumbing type, and one 
can show that they are also equal to each other for such spheres. 

Proof. Let S be a plumbed homology sphere, S = dP(Y). The 
4-manifold P(Y) is a double branched cover of D4 whose branch set is 
the surface F = B(Y) C D 4 such that dF n S3 = ka. The surface F is 
orientable if and only if all the weights in the plumbing tree Y are even. 

Suppose that Y has only even weights. Then, since the intersection 
form of P(Y) is even, the Wu class w vanishes, and 

P(S) = - signk,, 

= ^ s i g n P ( r ) 

= £(£). 

Now suppose that Y has at least one odd weight. According to 
C. Gordon and R. Litherland [17, Theorem 3 and Corollary 5], 

sign ko- = signP(r) + - v(F). 

The number v{F) is defined as minus the knot linking number, v{F) = 
— lk(ka,kp) where k F is a parallel copy of the knot ka missing the 
surface F. Thus to complete the proof we only need to show that 

- lk(ka,k F) = w.w, 
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where w is the Wu class of the manifold P(T). 

Let us first color in black the surface F, and orient its boundary 
dF = ka. In a knot projection there are two types of double points 
shown in Figure 11. 

Type l Type 2 

F i g u r e 11 

One can easily see that 1/2 • lk(ka,k ^) is the sum of the incidence 
numbers 77 of double points of type 2. In a regular projection of kŒ, 
like the one seen in Figure 10, the double points only occur because of 
twisting the bands, and all the double points on the same band have 
the same type and the same incidence number. 

Let v i be a vertex in V weighted by a ii (remember that the a ij's are 
the entries of the matrix A(T); see (71)). Let ei = 1 if the double points 
on the band corresponding to i i are of type 2, and si = 0 otherwise. 
Then 

\ l k k 

s 

E Sa. 

On the other hand, by comparing the orientations on the boundary of 
the i-th band with the orientations on the boundaries of bands adjacent 
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that 

= a ii mod 2, i = 1 , . . . , s. 

= (e i , . . . ,es) is the Wu vector of the matrix 
q.e.d. 
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