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1. Introduction 

1.1. Weil-Petersson convexity and classical Teichmuller 
space. Suppose that we have a smooth compact Riemanninan main-
fold M n of dimension n with a metric g, and a compact surface N2 with 
a hyperbolic metric G. We assume that both M and N have no bound­
ary. Let {x1g be a local coordinate for M n, and {yag a local coordinate 
for N2. 

The following statements follow from the results of Eells, Sampson 
[3] and Hartman [8] as well as Al'bers [1]. 

Theorem. Given a continuous map 4> '• M n —> N2, there is a 
smooth harmonic map u : M n —> N2 homotopic to (f>, and u is unique 
in the homotopy class, unless the image of the map is a point or a closed 
geodesic in N. 

Eells and Lemiare [4] have shown that as long as harmonic maps exist 
and are uniquely determined, when the image metric is varied smoothly 
along a curve G t (with G° = G), the harmonic maps 
u t : (M, g) —> (N, G t) vary smoothly without changing homotopy type 
in the parameter t for sufficiently small t. (In order to ensure the ex­
istence and uniqueness of u t for all t, we require the negativity of the 
sectional curvature of G t.Z In particular, the energy functional; 
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is a smooth function of t. Here the energy functional is seen as a func­
tional solely dependent on the image metric. Now we restrict our atten­
tion to the space M - i of hyperbolic metrics on N2. Then as the image 
metric varies within M - i , a harmonic map exists and is unique unless 
its image is a point or a geodesic, and the energy functional is smoothly 
dependent on the image metric G in M-f. 

E : M _ ! - • R. 

Note that any diffeomorphism f : N2 —> N2 homotopic to the iden­
tity map is an isometry from (N,f*G) to (N,G). Since an isometry 
preserves the energy, the energy functional defined on M - i is invariant 
under the action of the identity component DQ of the diffeomorphism 
group D . Hence the energy functional can be regarded as a functional 
well defined on the Teichmuller space T = M - i / D ^, that is 

E : M-i/Do ->• R + . 

Notice that even when the image of the harmonic map is a closed 
geodesic, the map is unique up to rotation of the geodesic, under which 
the energy functional is invariant. Also when the image of the map is a 
point, it is unique up to translation of the point in N, and the energy 
in that case is zero. Hence as far as the energy functional is concerned, 
it is well defined for maps of all homotopy types, including the two 
degenerate cases. 

A Teichmuller space, regarded as the space of conformal structures 
on a given Riemann surface of higher genus (g > 1), has a Riemannian 
metric, a positive definite pairing between two tangent vectors, which 
are holomorphic quadratic differentials, called Weil-Petersson metric. 
On the other hand, the space of smooth metric M has a natural L2 

metric, which gives a pairing to two symmetric (0, 2)-tensors (see Freed-
Groisser [5].) Fischer and Tromba showed in [7] that the Weil-Petersson 
metric is the same as the L2-metric on M restricted to M - i / D (seen 
as a slice in M ) . 

Now suppose that a(t) is a Weil-Petersson geodesic parameterized 
by arc-length in the Teichmuller space T(N) = M-i/D. Then we can 
lift a(t) horizontally to M—i- The lift G t is itself a geodesic in M-\ 
with its tangent vector h in T G t M satisfying the tracefree, transverse 
condition [6]: 

(1) t rQ h = 0 and G h = 0. 
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Thus along the geodesic G t, the energy functional E is a smooth 
function in t. We now state the main theorem. 

T h e o r e m 3.1.1 (Weil-Petersson convexity of the energy functional). 
Under the assumptions above, the function E(t) is a strictly convex func­
tion in t, and hence the energy functional E : T(N) —> R is strictly 
convex along any Weil-Petersson geodesic in T(N). 

M. Wolf [26] studied the properties of harmonic maps into a higher 
genus Riemann surface as the image metric varies within the Teichmuller 
space. He showed that in the setting where the domain metric is a 
hyperbolic surface of the same genus as the image, and when the map 
is homotopic to the identity, the Weil-Petersson exponential map at the 
base point (the point representing the domain metric in the Teichnuller-
space) can be approximated up to order two by the space of so-called 
Hopf differentials, or equivalently the space of Beltrami differentials. 
He has also shown that the energy functional is proper with respect to 
the topology induced by the Weil-Petersson distance, by constructing a 
diffeomorphism from the space of Hopf differentials to the Teichmuller 
space. His results thus suggested that at both local and global levels, 
the Teichmuller space of a Riemann surface with respect to the Weil-
Petersson metric could be viewed as the space of harmonic maps as the 
metric of the image of the harmonic map is varied. 

Note that the statement of the convexity theorem above is indepen­
dent of the homotopy class of the harmonic map, as well as the domain 
(M,g). 

For the case where the domain is (N 2 , g ) for some hyperbolic metric 
g, and the harmonic map u : (N, g) —> (N, G) is homotopic to the iden­
tity map, the convexity has been proven by A. Tromba [24]. However, 
the second t derivative of the Weil-Petersson geodesic in Tromba's cal­
culation [24] differs from that of the author. (See the Remark following 
Theorem 2.3.2.) 

One can take an m copies of Sl, each is sent to the hyperbolic surface 
N2 by a harmonic map u i, i = 1,2, . . . ,m and the maps is arranged so 
that each copy of S\ is mapped to a closed geodesic in N and the 
collection of the closed geodesics to "fill" the hyperbolic surface, that 
is, m is the smallest number such that the complement of the geodesics 
is a collection of simply connected open sets. Then using a result of S. 
Kerckhoff [11], one can show that E{G) = Ym iLiE(u i) is proper on T , 
thus obtaining a functional both proper and convex, (for a sum of convex 
functionals is still convex) providing an exhaustion function of T(N) by 
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its sublevel sets. S. Wolpert [29] showed the same result by means of 
the geodesic length functional instead of the energy functional, a major 
consequence of which was giving an alternative proof of the Nielsen 
Realization Problem originally resolved by Kerckhoff [11] 

More generally we will show the following. 

Propos i t i on 3 .1 .1 . When u.* : iri(M) —> Tri(N) is surjective, then 
E(G) is proper on T(N) 

Note that as in the previous example M = \Jm Sl, we do not require 
the domain manifold M to be connected. 

Combining Theorem 3.1.1 and Proposition 3.2.1, one has 

T h e o r e m 3 .2 .1 . When u* : iri(M) —> Tri(N) is surjective, then 
there is a hyperbolic metric G in T(N) which uniquely minimizes E(G). 

In the fourth section of this paper, the linear structure of the energy 
functional defined on the Teichmuller space is further studied. We will 
have an expression for the gradient vector 9 of the energy functional E. 

When the domain manifold (M2n, g) is Kahler, and if there exists 
a holomorphic map u : (M 2n,g) —> ( N 2 , G ) , then we will show that 
the gradient vector 6 of the energy functional E{G) vanishes, and there­
fore the hyperbolic metric G is characterized to be the unique energy 
minimizing metric within the homotopy class of u. As a consequence 
of Theorem 3.1.1 as well as the properties of the tensor Ö, we have the 
following statement. 

Corollary 4 .4 .1 . Suppose that a harmonic map u from a com­
pact Kahler manifold (M2n g) to a compact hyperbolic Riemann sur­
face (N2,G) is holomorphic. Then the hyperbolic metric G minimizes 
the energy functional E : T —> R uniquely. 

1.2. Wei l -Pe tersson g e o m e t r y of universal Teichmuller sapce . 
In the second part of the paper, we will study the Weil-Petersson geome­
try of the universal Teichmuller space UT. It is analogously constructed 
to the classical Teichmuller space T(N) of a compact Riemann surface 
N in the following sense. 

The classical Teichmuller space can be regarded as the space of 
Riemannian surfaces H 2 / r where the Poincare disk H 2 is the univer­
sal cover of N, and T (Fuchsian group) is the fundamental group of 
N represented as a subgroup of the isometry group SL(2,R) for H 2 . 
Two Fuchsian group T\ and T2 are related by a quasiconformal map 
(f) : D —> D such that (^(71(x)) = 72(^(x)). Recall that two different 
conformal structures are equivalent in the Teichmuller space T if one 
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is obtained by pulling back the other by a diffeomorphism homotopic 
to identity map of N. It can be shown (see [12]) that two different 
quasi-conformal maps fa, fa '• D —> D are equivalent in this sense if 

The universal Teichmuller space, first introduced by Bers [2], is de­
fined to be the space obtained precisely as above, except one takes the T 
to be the identity in SL(2, R ) . Since a quasiconformal map from D 2 onto 
itself restricted to Sl = <9D2 is quasisymmetric (i.e., one-dimensional 
dilation is uniformly bounded), the universal Teichmuller space UT can 
be identified with 

Q S ( S 1 ) / S L ( 2 , R ) , 

where QS(S1) is the group of quasicsymmetric homeomorphisms of the 
unit circle. 

It was shown by Nag-Veriovsky [16] that the Weil-Petersson met­
ric defined on UT at the Poincare metric on D 2 is isometric to the 
pairing between two vector fields on S1 given by the Sobolev norm of 
H 3 / 2 . Hence we need to restrict our attention to the smooth part of 
QS(S1)/ SL(2, R ) , i.e., a submanifold M of UT whose tangent space at 
the Poincare metric Go is the space of the L2(H2)- integrable symmetric 
(0, 2)-tensors, or equivalently the space of H3'2-integrable vector fields. 
M is a Kahler submanifold on UT, for the Weil-Petersson metric at Go 
is Kahler. 

In the fifth section, we will show that one has an L2-orthogonal de­
composition on the tangent space at the identity Go (Theorem 5.0.2). 
Formally, the submanifold M C UT is a homogeneous space 
Diff Sl / SL(2,R) (see [25] for the algebraic aspects of the space), yet 
we do not know the suitable regularity condition to be imposed on 
Diff S"1 in order to make M a smooth manifold, except the Lie algebra 
of Diff S1 consists of vector fields on S1 with H3'2 Sobolev regularity. 
In particular the existence of geodesic given an initial velocity remains 
unknown. In this paper, we will assume the existence of Weil-Petersson 
geodesics near the identity. 

The Weil-Petersson geometery of the classical Teichmuller space 
has been actively studied, and it is known that even though the Weil-
Petersson metric is not complete [27], the Teichmuller space is geodesi-
cally convex [28], simply connected (see [10], first proven by Fricke), and 
sectional curvature is non-positive (Jost [9], Wolpert [27] and Tromba 
[23]). 
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Wolpert's proof [28] for T being Weil-Petersson-geodesically convex 
uses the convexity and properness of the length functional L(G) on T , 
as well as the fact that T is negatively curved. 

The functional EQ : UT - > R w e will look at is the integral of the 
anti-holomorphic part jduj2 of the energy density of a quasiconformal 
harmonic maps u : H 2 —> H 2 with asymptotic Dirchlet conditions f : 
S1 —> S1, which is a sufficiently smooth quasisymmetric map. The 
existence and uniqueness of such maps, which substitutes the existence 
and uniqueness of Eells-Sampson [3], Hartman [8] and Al'bers [1] have 
been studied by Li-Tam [13], [14]. The functional is shown to be finite 
(Theorem 6.0.3) under the regularity condition that [G t] G UT represent 
points of twice differentiable diffeomorphisms in Diff Sl / SL(2 ,R) . 

The following theorem, which offers a convex functional locally de­
fined near the identity in UT, gives a hope that the universal Teichmuller 
space UT too is geodesically convex. 

T h e o r e m 6.0.3. Given a family of harmonic maps 

u t : ( D 2 G o ) ^ ( D 2 , G o ) 

with G t a horizontal lift of a Weil-Petersson geodesic in UT, and with 

u t Id Si, we have 

E(Go) = 0, 

d E ( G t j t=o = 0, 

d2 1 
—2E^G t)j t=, = -. 

In particular the anti-holomorphic energy functional defined on UT = 
Diff SlI SL(2, R) is convex with respect to the Weil-Petersson distance 
at [Go] G UT or equivalently at [Id Si] G Diff S1 / SL(2, R ) . 

As seen above, the various regularity conditions imposed on Diff S1 

leaves much to be desired in order to provide a well-defined geometry 
on M. Yet it is the author 's hope to show that the submanifold M = 
Diff SlI SL(2, R) of UT has a nice Weil-Petersson geometry similar to 
the one for the classical Teichmuller space T 

The first half of this paper contains a part of the author 's doctoral 
dissertation [30] at Stanford University, and he wishes here to thank his 
thesis advisor Richard Schoen for his support and encouragement. 
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2. Weil-Petersson geodesic equation 

2.1. L2-metric and its Levi-Civita connection. The natural 
L2-metric defined on the space of symmetric (0, 2)-tensors at a Rieman-
nian metric G on a manifold N is given as 

hh,ki L2= hh,gi Gfx)d)fiG(x) 
N2 

where 

hh,gi G(x) = Tr G(x)(h,k) 

= Tr ((G'1 • h) • {G~l • k) 

(A • B denotes matrix multiplication) 
2 

= Y. G k h kj G l k li. 
i,j,k,l=l 

For this metric we will find an expression for the Levi-Civita con­
nection D. Let hi,h2 and h3 be constant (0,2)-tensor over N2. Then 
we have [h i, h j] = 0 for any i and j , where the bracket denotes the Lie 
derivative of h j in the direction of h i. These relations as well as the 
so-called six term formula (see [20] for example.) for the Levi-Civita 
connection give the following; 

hD hl,h2,h3i =-{hihh2,h3i + h2hhi,h2i - h3hhi,h2i 

+ h[hi,h2],h3i - h[hi,h3],h2i-i[h2,h3], hii} 

=i;fhihh2,h3i + h2hhi,h3i - h3hhi,h2ig 

On the other hand, by definition we have 

h3hhuh2i =d1 Z T r ^ " 1 • h • G t 1 • k)dßG t(x) 
dt t=o N 

where G t = G + th3 

= Z Tr (G'1 • (-h3) • G~l • hi • G'1 • h2)diJ,G(x) 

+ Z Tr (G'1 • hi • G~l • (-h3) • G~l • h 2 W G ( x ) 

+ Z Tr G (G~1 • ht • G-1 • h2^(Tr G h3)d/iG(x) 
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= - Tr (G'1 • h3 • G'1 • (hi • G'1 • h2)\d^ G(x) 

- Z Tr (G~1 • h3 • G'1 • (h2 • G'1 • hi) 

+ Z Tr G ( G " 1 • hi • G-1 • h2) ^ (Tr G h3)dßG(x) 

= - h h ^ h i G - 1 h ) - (h3ih2G-1hi) 

+ D 2 Tr G h3 J hi, h2E + D hi, Q Tr G h3j h2E. 

When h i's are trace-free, note that h i hh j,h k) is symmetric with re­
spect to i,j and k. Then we have 

Propos i t i on 2 .1 .1 . For trace-free (0,2)-tensors hi,h2 and h3, the 
Levi-Civita connection D for the L2-metric can be written as 

hD hlh2h) = —hhiG-^hs) - \hh2G~lhuh3)-

In particular we have 

(2) D hlh2 = -^h1G-1h2-^h2G~1hi. 

2.2. L 2 - D e c o m p o s i t i o n of the space of (0, 2)-tensors. Sup­
pose that G is a hyperbolic metric on N2, i.e., the sectional curvature 
K G = — 1. And let h be a (0, 2)-tensor which induces a deformation of 
G preserving the curvature, 

d 
dt K G+th = 0. 

t=o 

Propos i t i on 2 .2 .1 . h satisfies a partial differential equation glob­
ally on N: 

(3) -(AG-l)Tr G h + ôGôG h = 0. 

This is sometimes called the Lichnerowitz formula [6]. 

Proof. In dimension two, the Ricci tensor and the sectional cur­
vature are related by Raß = KGaß. Using the Christoffel symbols we 
have the following expression for the Ricci tensor. 

? — X / r T _ r ^ j - r ^ rs _ r ^ rs g 
Raß — AL ad.y i

 7a, /3 "^ L •yS1 ßa L ßaL -ya 
7,ö 
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where 

Taß = ~^ GKGaö,ß + GS,a — Gaß,ö) 

When the metric varies in t so that G t = G + th, 

^aß ~ ö G iGa5,ß + Gßö,a ~ Gc 

1 
rI/3 = öG (haö;ß + hßs-a - haß.S) 

and therefore 

Raß =-^ G1 {haS-ß-f + hßs;a-y ~ haß;ö-y 

— has-nß + h^s;aß — ha~f,öß) 

= — G1 haß.ys + -G"' (hag-ßj + hßg-ay). 

Since IK = a „ Ga/3Raßi wehave 

2K = -Y,haßRaß + G^Raß 
a,ß 

= Tr G h - A Tr G h + £G£G h 

= ( - A + f )Tr G h + £G£G h = 0, 

where A is the Laplacian with respect to G. q.e.d. 

Definit ion 2 .2 .1 . For any (0, 2)-tensor, we define a differential 
operator £G as 

CG h = - ( A G - 1) Tr G h + (5G<JG h. 

Note that the kernel of the differential operator £G is the tangent 
space of M-1 at the hyperbolic metric G. 

We now obtain an expression for the adjoint operator C*G of £G. By 
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definition, 

<CG f,h>=<f,CG h> 

f(x)CG h(x)d/j,G(x) 
N 

f(x)(-^ G + l)Tr G h(x)dßG(x) 
N 

+ f(x)ôGôG h(x)d/j,G(x) 
N 

-AG + l)f(x)Tr G h(x)dßG{x) 
N 

+ Z (Hess G f,h)G(x)d/iG(x) 
N 

Z ({(-AG + l)f}G,h)G{x)dpG(x) 
N 

+ Z (Hess G f,h)G(x)d/iG(x) 

Z ({(-AG + l)f}G + Hess G f, h)Gx ^ G(x). 
N 

Propos i t i on 2.2.2. For a function f defined on N, the adjoint 
operator C* of C is given as 

£ f = { ( - A G + l ) f } G + Hess G f. 

We are now ready to state the theorem about the L2-decomposition 
of symmetric (0, 2)-tensors. It is a statement specific to two dimension, 
while in higher dimensional cases A. Fischer and J. Marsden [6] obtained 
a more general decomposition of the deformation space of a constant 
scalar curvature metric. 

T h e o r e m 2.2 .1 . Suppose that G is a hyperbolic metric on N2, and 
that h is a smooth symmetric (0, 2)-tensor defined over N. Then there is 
a unique L2 orthogonal decomposition of h as a tangent vector belonging 
to T GM. as follows: 

(4) h = P G(h)+L X G + £.*f, 

where L X G is the Lie derivative of G in the direction of a vector field 
X on N, and X, f, P G satisfy the following equations: 

(5) SG(L X h) = 6G h, 
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(6) CGC*G f = CG h, 

(7) P G{h)=h-L X G-£*h. 

Proof. First note that the Lie derivative is the adjoint operator of 
8G up to a sign, that is, 

< L X G, h >=< X, -öG h >=< -ö*G X, h > . 

Thus the operator 8G L X G = (—8G8G X) is self-adjoint with respect to 
the L2-metric. It is of the second order and elliptic, with its kernel 
trivial, hence its cokernel is trivial as well. To see that the kernel is 
indeed trivial, note that 

< 8G8*G X,X >=< 8G X,8G X > = 0, 

hence that 88*X = 0 implies that 8G X = —L X G = 0. But since there 
is no non-zero Killing vector field on a closed hyperbolic manifold, we 
know that X = 0. Therefore given h, there exists a smooth solution X 
to the equation 31 , and it is unique. 

Similarly, the operator CGC*G is clearly self-adjoint, and a simple 
calculation shows that the principal symbol of the operator is A 2 , and 
hence the operator is elliptic of the fourth order. Its kernel is also trivial. 
To see this, suppose that CG f = 0. Then 

£ ^ f = { ( - A G + l ) f } G + Hess G f 

=0 . 

Now take the trace of both sides with respect to the metric G, and 
obtain 

2 ( - A G + l ) f + AG f = - A G f + 2f 

=0 . 

Since AG is a nonpositive operator, i.e., all the eigenvalues A of AG f = 
Xf are negative, —AG f + 2f = 0 implies that f = 0. Thus, given 
CGCG f = 0, we have; 

<CG£*G f,f>=<£*G f,£G f> 

=0. 
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And hence L*G f = 0. But we have just seen that this implies that f = 0. 
To show the orthogonality of the decomposed spaces, we first claim 

that ôG L*G f = 0. To do so, choose a normal coordinate y i so that 
G ij = ôij and G ij;k = 0 for all i,j, k, where ";" in the subscript denotes 
the covenant derivative. Then 

SG L G f = SG{(-AG f + f)G + Hess G fg 

= -{(AG f)j + f j6ij + f ij.,j 

= - (AG f)i + f i g f jj-i + R ij f j 

= - ( A G f) i + f i + (AG f ) i - f 

= 0. 

Here we have used the following fact: 

f ij;j = f jj;i + R ijj f 

where R ij is the Ricci tensor. Given R ij = K G G i j , we have R ij = —ij. 
Secondly we claim L G L X G = 0. This is so since L X G is a (0,2)-

tensor in T GJA-I, and since T GM.-\ is the kernel of L G. 
Now the orthogonality follows formally: 

<L X G,L G f>= <-6*G X,L G f> 

= <-X,ôG L*f> 

= 0. 

< P G(h),L X G >=<h- L X G - L*G f, L X G > 

= <h-L X G-L*G f,-6G X> 

= <6G h- 8G L X G - ôG L*f, -X > 

= < öG h - ôG L X G, -X > 

=0, 

<P G(h),L G f>=<L G P G(h),f> 

= <(h-L X G-L G f),L G f> 

= <L G h- L G L X G - L G L*G f\ f > 

= <L G h-L G L G ff> 

=0. 

q.e.d. 
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We present one more calculation, which will be used in the next 
section. 

Proposition 2.2.3. The third component L*f of the decomposition 
above has the following expression; 

L G f = f - ( A - 2)-1LhgG + Hess G f. 

Equivalently 
f(A-l)fgG = f(A-2)-lLhgG. 

Proof. By definition we have 

LL*f = - (A - 1) Tr G(L*f) + SG6G(L*f) 

= - (A - 1) Tr G f [ ( -A - l)f]G + Hess G fg 

+ SGSG f[( -A - l)f]G + Hess G fg 

= _ (A - 1)f-2(A - 1)f + Afg + f ( - A f + f)Sij + f ij g ij 

= - (A - 1)f-(A - 2)f + A ( - A f + fg + f a i 

=(A - 2)(A - 1)f - A(g - 1)f + A2f - Af 

= ( A - 2 ) ( A - 1 ) f . 

Since LL*f = Lh, we have 

(A-2)(A-l)f = Lh, 

or equivalently (noting that (A — 2) is invertible) 

(A-l)f = (A-2)-1Lh. 

Hence 

L f = - f ( A - l ) f g G + Hess G f 

= - f(A - 2)-1LhgG + Hess G f. 

q.e.d. 

2.3. Weil-Petersson geodesic equation. Let M s be the space 
of Riemannian metrics on N2 whose components axe in H s(N, R), and 
denote the space of hyperbolic metrics by M s i G M s. Then we will 
show 
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T h e o r e m 2.3 .1 . M s_1 is a smooth submanifold of M. 

Proof. The sectional curvature is a map 

K : M s -+ R, 

and M s_t = K~l{ — 1}. By the implicit function theorem, it suffices to 
show that —f is a regular value for K, i.e., that if K(G) = —1 for some 
G e M s_v then 

DK{G){= CG) : T G M s ->• H s-2(N,R) 

is surjective. But in the previous section, we have shown that C*G is 
infective, which in turn implies that CG is surjective. q.e.d. 

Let DQ be the group of smooth diffeomorphisms on N 2 homotopic to 
the identity map: N —>• N. Then we define the quotient space M - i / D o 
to be the space of hyperbolic metrics with the following equivalent re­
lation; 

G ~ G' if exists some 4> in ^ such that G' = <f)*G. 

As we have seen in the L2-decomposition theorem in the previous 
section, any symmetric (0, 2)-tensor h can be decomposed as 

h = P G h + L X G + £ G f 

as a tangent vector in T G M . Note that P G h+L G X is tangent to T G M - I 
by construction. Also, given a family of diffeomorphisms ft : N —> N 
with 0o = Id N, ^ G is clearly in M - i - Since by definition 

L • * G = d t*G, 

t=o 

where d 0t, it follows that L G X is an element of T G M - I as well. 

Hence P G h is also tangent to T G M i-

Remark . By construction, note that a symmetric (0, 2)-tensor 
tangent to the Teichmuller space T G(M-I/DQ) is in the kernel of the 
operator CG, as well as the kernel of the divergence operator G- The 
first condition says that h satisfies 

-(AG-l)Tr G h + ÔGÔG h = 0, 
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and the second condition is 

SG h = 0. 

Thus h satisfies 
-(AG-l)Tr G h = 0. 

But the Laplacian defined on N is a negative operator as we have seen, 
hence the equation above implies that 

Tr G h = 0. 

Therefore we characterize the tangent space of the Teichmuller space 
as 5 

(8) T G(M-iD0) = {h:Tr G h = 0 and AG h = 0}. 

These are sometimes called trace-free, transverse conditions. It should 
be noted here that a deformation being tangent to the Teichmuller space 
is equivalent to saying that the deformation is the Lie derivative of 
the metric G in the direction of a vector field induced by a harmonic 
Beltrami differential. (See Wolpert 's paper [27]) 

We now have three spaces: M , M - i and M_i/D$. The previous 
theorem says that M-\ is a smooth submanifold of M . As for the 
relationship between M-\ and M - i / D o , we have so far shown the 
following: 

Propos i t i on 2 .3 .1 . The quotient map P : M-\ —> M-I/DQ) is a 
Riemannian subversion with respect to the L2-metric where the tangent 
space T G M _ i is decomposed into the horizontal subspace T G(M-I/DQ) 
and the vertical subspace T G DQ. 

Fischer and Tromba [7] identified the L2 metric restricted to M_I/DQ) 
with the metric historically called Weil-Petersson metric. 

A standard result from differential geometry says (see [20] for ex­
ample) that given a Riemannian submersion P : M - \ —> M - I / D Q ) , 
a Weil-Petersson geodesic a(t) in the Teichmuller space M-I/DQ) can 
be uniquely lifted to a geodesic G t in M-\ once the initial point Go 
is specified in M - i with 7r(Go) = cr(0). Moreover the length of the 
geodesic is preserved by the lifting. 

Definit ion 2 .3 .1 . The map \\G : T G M ->• {T G M-I)1- is defined 
to be the projection operator such that given the L2 decomposition of 
a (0, 2)-tensor h in T G M, i.e., 

h = P G(h)+L X G + £G f, 
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it is a projection onto the third component; 

G 

Now suppose that G t is a horizontal lift of a Weil-Petersson geodesic 
a(t). One can consider G t as a path of hyperbolic metrics in M . Since 
G t is a path in M—i, it satisfies the tangency condition: 

(9) Y(G t t) = 0, 
G t 

where the dot denotes the t-derivative. This says that the third compo­
nent (of the L2-decomposition 2.2.1) of the tangent vector to the path 
G t is zero. Also since G t is a horizontal lift of a path in the Teichmuller 
space M-I/T)Q, the tangent vector G t is contained in the first compo­
nent of the D/2-decomposition, i.e., it is orthogonal to both T G D ̂  and 
(T G t M-i^, or equivalently P G t(G t) = G t. 

The fact that the path G t is a geodesic in M-\ implies that the 
curvature of the curve G t has to lie entirely in the direction 

{T G M - I ) 1 - C T G t M. 

Thus we must have 

(10) D G t G t = Y(D G t G t), 
G t 

where D stands for the covariant derivative for the L2-metric. 
We now state the main result of this chapter. Though it is highly 

technical, it will be crucial later in proving the main convexity theorem. 

T h e o r e m 2.3.2. Given a horizontal lift G t of a Weil-Petersson 
geodesic a(t), we have the following equality: 

: u ) d G t Gok + a GQ +L X+Y GQ, 

t=o 

where a = | ( A G — 2)_ 1kGok2 > 0 and X,Y are vector fields on N2. 

Remark . It should be rioted that A. Tromba in [24] has done a 
similar calculation to obtain an expression of the second time derivative 
of a horizontal lift of a Weil-Petersson geodesic, according to which, 

d2 

dt2 G t — «kGok Go + L X GQ 
t=0 
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with tr Go(L X G0) = 0. 

Proof. We may choose a coordinate system so that it is normal 
at a point, i.e., G ij = öij and G ij-k = 0 for all i,j, and k. Wi th 
these coordinates, the trace-free, transverse conditions for a tensor h 
are respectively written as: 

(12) hu + h22 = 0, 

(13) hij-j + h2j-j = 0 for j = 1, 2. 

Using the formula obtained previously for the Levi-Civita connection 
for the L2-metric on A4, we have 

Dr G —Go + DA, Gn 
G t t = 0 Go 

0 — G Q • GQ • G o , 

and this,we can rewrite equation (10) as follows: 

G0 + D GoGo=Y(Go + D GoG0) 
Go 

= Y(Go + Y (D GoG0y, 
Go Go 

equivalently, 

Y ( G o ) =Go + D GoGo) - Y ( D GoGo) 
Go Go 

/ . x T G M-! 

=GO+(D GOG0) 

where the last term is the component of the symmetric (0, 2)-tensor 
D G GO, tangent to Ai-i at Go. 

Now we will differentiate equation (9) with respect to t: 

°=dLY'G) 
G t 

=dL=0Y(G)+Y(G) 
G t Go 

G t 
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where the last equality is due to equation (14). Rearranging the terms 
gives 

G t 

Recall that £ G o G 0 = -G0 • GQ1 • G 0 . We will use the notation 

h and Go interchangeably. Also G below is Go. Note h • G - 1 • h = 

P k=i h ik h kj = ^\\h\\2G. This is simply due to the observation that 

h n hi2\ = (hu hu 
h21 h22 hu - h n 

and that 

h-G-1-h = h ik h k j = ( h 2 l l + h212 h 2 ° h ) = - \ \ h f G . 
\ 0 fi + f2 2" " 

Note that a symmetric (0, 2)-tensor of the form fG where f is a 
function on N2 (a deformation in a conformal direction) and a trace-
free symmetric (0, 2)-tensor is pointwise orthogonal with respect to the 
inner product ((*, *))x, and hence are L2 orthogonal to each other. 

In particular, since P G{h-G~l -h) is trace-free, the tensor h-G~l-h = 
ì^\\h\\2G induces no deformation in the trace-free transverse direction, 
that is, 

P G(h • G~l -h) = 0. 

/ . N T G ( 1 M - I 

This in turn says that the term ( D G GQ 1 , which appeared in 

equation (14), has no component tangent to the Teichmuller space, that 
/ . \ T G o M - i 

is, [D G Go I = L X GQ. for some vector field X on N . 

Put t ing the above observations together, we have so far shown 

d Y(h>L-D G G M-' 
G t 

dt t=o t=o 
G t 

Now we will calculate the term d- G (h) above. Using the 
t=o 
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formula in Proposition 2.2.3 we obtain 

(14) 

sY h 
d 

d t t = o dt G t f 
G t 

t=0 

d{(AG.-^G h G Q 

+ dt Hess,f, 
t=0 

( A G - 2 ) - £ G t h 
t=0 

G 

+ Hess Go 
dt t=o 

where the function f t is the solution to £G t£G t f t = ^G t h- To j 
the last equality, we need to show 

d Hess G t 
t=o 

d Hess Go 
t=o 

which follows from observing 

d 

dt 
Hess G t f t = lim l / t (Hess G t f t - Hess G t f0 

+ Hess G t fo - Hess Go f0) 

= lim l / t (Hess G t f t - Hess G t f0) 

Hess G d 
t=o 

Now we proceed to calculate d G t h 
t=o 

L e m m a 2 .3 .1 . In the given setting, we have 

d ( G t h> 
t=o 

'. By definition, we have 

(6G h)i =G k h ij)k 

=G jk(h ij,k 

= -^v|h2 . 

-h jrp - h i Vp Ì 



54 SUMIO YAMADA 

where ";" stands for the covariant derivative, and , the partial derivative. 
Differentiating the expression at t = 0 as G deforms in the direction h, 
we obtain 

(SG t h)i = - h jk h ij)k 

- G j h pj f -G pq(G iq-k + G kq-i - G ik-q) ) 

— G j h ip f -G pq(G jq.k + G kq.j - G jk-q) 

h h ij^k 

~ G h pj G yh iq^k + h kq;i h ik;q) 

— — G h ip G (h jqfk + h kq-j ~ h jk^q)-

We may assume that G ij = öij. Then h being traceless transverse 
implies that h ij-fk axe fully symmetric, i.e., 

hll-2 = hi2-l = h21;l = ~h22;2, 

h22;l = h21;2 = h12;2 = ~h11;1 , 

from which it follows that 

(öG h)* = - ^ 2 h jk h jk;i - - ^ h pj h 

/ j h pq h pq\i 

j,k j ,p 

3 

2 
p,q 

Ih i. 

2 p j p j ; i 

Therefore we have (G h)' = — f V| |h| |2 q.e.d. 4 

Now we observe 

d 

dt 
t=Q(CG t h) = [-(AG t - 1) Tr G t h + ôG tôG t h]' 

= -(AGo-l)(Tr G t h)' + (ôGôG t hy 

= - (AGo - l)(h3h ji) + oGo(ôG t hY 

= -(AG o - l ) | |h | | 2 + * G o ( - | v | | h f 

= - ( A G O - 1 ) | | h | | 2 - | A G O | | h | | 2 

= ( A G o - l ) | | h | | 2 . 
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Here Go = G. Hence going back to equation (14), we have 

dt Y (h> 
G t t=o 

(15) 

(AG-2)-1(±AG-ì)\\h\\2G 

G + — Hess G t 
t=o dt 

+ Hess Go — f 
t=o 

(AG-2)-1\{AG-2-2)\\h\\2G 

+ Hess G - f t 
t=o 

1-\\hfG + ^(AG-2)-1\\h\\2G 

+ L G o> 

t=o 

Denote the vector field —V (d f t) by Y. 

L e m m a 2.3.2. If (AG - 2 ) " 1 f = u with f > 0, then u < 0. 

Proof. The hypothesis implies AG u — 2u = f. Suppose max u > 0. 
Then at a point where the maximum is achieved, we have AG u < 0, and 
—lu < 0. Hence f = AG u — 2u < 0 which contradicts to the hypothesis 
f > 0. q.e.d. 

Applying the lemma above when f = \\h\\2, we know that 
^(AG — 2) _ 1 | | h | | 2 < 0, which together with the lemma yields 

d Y h» dt 
G t 

t=0 
-\\h\\2 +a G + L Y Go, 

where ±(AG - 2)-1\\h\\2 > 0 and Y = - V d dt f t t=0 

Finally, going back to the Weil-Petersson geodesic equation (10) we 
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get 

/ Y dtt=o 

(16) = + Q k h k 2 ) G - Q ( A G - 2 ) - 1 k h k 2 G + L Y G O - L X G0 

2 + a G + L Y -X G0. 

q.e.d. 

3. Convex i ty T h e o r e m 

3 .1 . P r o o f of t h e Convex i ty T h e o r e m . 

T h e o r e m 3.1.1(Weil-Petersson convexity of the energy functional). 
Under the assumptions above, the function E(t) is a strictly convex func­
tion in t, and hence the energy functional E : T(N) —> R + is strictly 
convex along any Weil-Petersson geodesic in T(N). 

Remark . Here we regard the energy of the maps u t as a well-
defined functional on the Teichmuller space. It is well-defined; for if two 
hyperbolic metrics on N 2 2 differ by a diffeomorphism cj) homotopic to 
identity Gì = (j)*Gi, then the map (f> : (N, G2) —> (N, G\) is an isometry, 
hence if u : (M,g) —> (N,G i), i = 1,2, are harmonic respectively, then 
u \ = 4> ° u2 and E(u\) = E(u<2). 

Proof. We want to show 

Eit) > 0. 

First look at the first t derivative of E(t). 

The energy for a family of harmonic maps u t : (M n,g) —> (N2,G t) 
of a given homotopy type is written as 

E{u t) = 0 Z tr g(u*t G t)dfig 
A M 

- 1 Z nu du t d u t , 
-2N g G t a ß x x dßg-
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Differentiating this expression with respect to t gives 

J-Z t d 
t=t0 2 M 

1 

d « u • g dt u*t G t d g 

M 

1 
+ 2 

1 M 

t g (u todt G t d^ g 

d 
tr g dt u*t G ^ d/Jg 

1 

2 M 

1 

tr g u t 0 G * 0 d / i g 

M 

where 

and 

G 

tr g{u t0[L W toG to])dvg, 

1 
G t0 + tG t0 + -t G t0 

d 
W to{u to{x)) = —u t 

t=to 
G u*t0TN. 

Note here that the second term is the first variation of the energy in 
the direction of W t0(u t0(x)) which is zero for i t o is harmonic. Therefore 
the first time-derivative of the energy functional is of the form 

d 1 

2 M 

As for the second time-derivative, we have 

tr g u 0 d t G t dng. 

dt 
-nî£(u t) 

0 

__d_ 

t=to dto 

1 

2 M 
1 

M 
tr g(u t0G t0 d/J,g 

to=0 

trJu G oGoj 

+ Ö t g uo(L WoGQ 
z M 

d/Jg 

As observed above, the term 

2 M 
tr g u t0(L W t0G t0)dfig 

vanishes for all to due to the fact the u t0, is harmonic. Differentiating 
this term with respect to to at to = 0 gives 

2 ig (uo(L W0(L WoGo))) + -
M M 

tr g uQ(L WOGO) dßg = 0 
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Since the first term above is the second variation of the enrgy E(uo) in 
the directions of Wo and Wo, it follows that 

\ Z tr g (u*o(L WoG0)) dng = -ô2E(u0)(Wo,Wo). 

Hence we have the following expression for the second time derivative 
of the energy functional E(u t) at t = 0: 

d E{u t) ==\ Z tr g(u*oGo) - ô2E(u0)(Wo, WQ). 
dt t=o z M 

We will now prove the following proposition. 

Propos i t i on 3 .1 .1 . Under the conditions previously set, we have 

62E(G)(Wo,Wo) <\Z k G o k 2 G g u i u ̂  diig. 
° N 

Once we have this proposition, it follows that 

dpE(G t) =\ N (Go)apg ij u i u d ^ - ô2E Go(W0, Wo) 

= 2 Z (4kGok 2 + a Gaßg ij u i u ̂  dßg 

Z 2 E G(Wo,W0) 

>- kGok2 + 4 a ) Gaßg ij u i udpg 

ä kGokGaßg ij u i u ̂  dßg 
° N 

0, 

which proves the convexity of the energy functional. 
Note that the equality holds in the above inequality when a is zero 

2(G) as well as hR N(W, du)du, Wi L2tG\ is zero. Since 

a = -l(AG-2)-lkG0 

and the operator ^(AG — 2) x has no kernel, a = 0 implies h = 0. When 

Go = 0, by definition WQ = 0, hence the quantity 
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hR N(W, du)du, W)L2iG\ vanishes. This implies that the energy func­
tional is strictly convex. The strict convexity holds even when the im­
age of the harmonic map is a closed geodesic. In that case, the term 
hR N(W, du)du, W)L2fG\ is zero, and thus the equality holds only when 
a = 0 or equivalently Go = 0. These observation establishes the strict 
convexity of the energy functional parameterized by the Weil-Petersson 
arc length. 

Proof of Proposition 3.1.1. Going back to the equality previously 
obtained: 

\ Z tr g (u*0(L WoG0)) d^ g = ö2E(u0)(W0, W0). 
1 M 

Locally one can express the integral 

2 Z tr g [uo(L W0Go)J =- Z (G0)aß,7W"/g ij u i u ̂  dnG 

+ (Go gJ'W i u j 
N 

j d f J ,g . 

This is obtained by differentiating in t the expression 

\ / • \ 1 • dua du 
2M t g \UtG0) dilg = 2 Z M g ij(G°U(ux))-x~éd^-

L e m m a 3 .1 .1 . In the current setting, the second variation of the 
energy has the following expression; 

(17) 62£G(W0, W0) = -l-N (G0)aß (r E i Wy^ g ij dtMg, 

where r E is the covariant derivative on the bundle E = u~l(TN) in­
duced by the connections defined on M and N. 

Proof. Two things will be used in the proof; the harmonic map 
equation and the integration by parts. We now have the following series 
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of equalities: 

ö2G(W0,Wo) = - \ Z (Goi^Wg i j u i u j diMg 
1 M 

+ Z (G0)aßg ij Wud^ g 
M 

= \ Z (Go)a^,7Wg j(x)uud/ig 
Z M 

- I Z (G0)aß,7ug i j Waud^ 

- \ Z (Go)aßg i j Wau ̂  dßg 

- I Z (G0)aßg ij Wa^ dtig 

1 Z ß 
„ (G0)aßg i j Wau(p g)i dx 
z
 M 

+ \Z (Go)aßg^W i ^ d^ 
1
 N 

+p g i j(p g i)uP d^ g 

l * 
+ Ö (GoUgWudlJg 

z
 N 

~lZ (G0)aßWaAg uPdßg 
Z M 

+ \ Z (G^aßgWudßg 
1 M 

- \ Z (Go)aßWag ijTi3l5u i uöj dßg 
1 M 

+ \Z (Go)aßg ij W i u j dng 
Z M 

4 (Go)aßg ij(VE W)au i d»g. 
A M 

The first equality is due to what we have observed above, and the second 
one is obtained by integrating one half of the term R M(Go)aßg ij 
of the previous line by parts. 

The third equality implies that the first two terms of the previous 
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step cancel each other, once one notes that the Go = h tensor is fully 
symmetric, i.e., 

h l l = — h22, hi2 = h21) 

hl2,2 =h21,2 = h22,1 = —hn,l, 

hl2,l =h21,l = h22,2 = —h11,2 

with respect to Gaß = öaß since Go = h satisfies the tracefree-transverse 
condition. 

The fourth equality follows from the harmonic map equation u sat­
isfies; 

Finally one obtains the last equality by noting that , with respect to 

Gaß = <$a/3) 

(VE W)a = W i + r%(u)Weu 

and also the symmetry of the Christoffel symbols, i.e., 

•p2 p2 "pi -pi 
1 12 — l 21 — L 11 — ~L 22 

and 

•pl "pi p2 p2 
1 12 — L 21 — L 22 — L 11 

as well as the relations (Go)n = h n = — h225 h12 = h2i5 and g ij = g ji-

q.e.d. 

With respect to Gaß = öaß, as well as g ij = öij, we have the following 
inequality, which is due to the Cauchy-Schwarz inequality. Recall h = 
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G below. 0 
n 

Ö^ G(WO,WO)=T-1 haß(Vu1(TN)WruPdv 
i=lv 2 M 

= n f " ï ï Z {hnCVi Wf + huiVi Wfyu i dfig 
i=i 2

 M 

- \ Z {h2i(Vi Wf + h22(Vi W)2}u2dri 
1 M 

= n f " ï ï Z {hnÇVi Wf + huiVi Wfyu i dfjig 
i=i Z

 M 

2 M 
{h12(Vi W)1 - hu(Vi W)2}u2dß 

n \ Z MÌ ^ h " ) 2 ( i ) 2 + \h2(«i)2} dßg 
i=l 

1 1 i 1 
+ 2 Z M 2 2 ( h ( u } + 2 (h l l ) (u i g 

4 / ^{2[(Vi W)1]2 + 2[(Vi W ) 2 ] 2 } g 

n (-ì Z i(h^2+(h2}{(u)2+(u2)2}^ 

4 Z [(vW)1]2 + [(vi W)2]2^ 
z M 

\ \\GQfGaßg ij u i ußj dlig + \ \\VWf 1 f i ,,„„ ^, ij g 9 jvWird g-
l b M 2 M 

Now the standard second variation formula of the energy functional 
for harmonic maps says (see [9] for example) that 

Ô2E G(W,W) = Z WVWfd/ig - (R N(W,du)du,W)L2(G). 
M 

The second term on the left is the sectional curvature of the image N, 
hence it is always less than or equal to zero. Thus we have 

ô2E G(W,W)< Z WVWfdfig. 
M 

Hence the previous inequality gives 

S2E G(W,W)<^- Z \\G0\\
2Gaßg ij u ^ d^ g + lo2E G(W,W). 

io M j 2 

file:////VWf
http://ij
http://g
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The statement of the proposition now follows, and hence the proof of 
the theorem is complete. q.e.d. 

3.2. Appl icat ions of the Convex i ty T h e o r e m . We will 
show that under a certain topological condition on the harmonic map 
u : M —> N, the energy functional defined on the Teichmuller space 
T(N) is not only strictly convex but also proper, hence one can find a 
unique minimizer G in T(N) of E. 

T h e o r e m 3 .2 .1 . Suppose that we have harmonic maps u : (M, g) —> 
(N, G) with varying hyperbolic metrics G in one homotopy class and with 
the induced map 

u* : T T I ( M ) ^TTi (N) 

surjective. Then the energy functional E : T(N) —> R is both strictly 
convex and proper, and hence one can find a unique energy-minimizing 
point [G] in T• 

Remark . The domain manifold M need not be connected. 

To prove this, what we need to show is 

Propos i t i on 3 .2 .1 . If the induced map u* : iri(M) —> ni(N) is 

surjective, then the energy functional E : T(N) —> R is proper. 

The properness of the energy functional has been shown by Michael 
Wolf [26] when the domain manifold is a hyperbolic surface (N, g) with 
the harmonic map homotopic to the identity. The energy minimizing 
metric in this case is simply g, the hyperbolic metric of the domain, and 
the harmonic map u is the identity on N. 

When the domain manifold is a disjoint union of S1, each copy of S1 

is mapped to a simple closed geodesic in N so that the image of S ̂ ' s "fill" 
the surface N, Steve Kerckhoff [11] has shown that the sum L(G) of the 
length L(7i) of all the closed geodesics i is a proper functional defined 
on T(N). Scott Wolpert [29] proved that the functional L{G) is convex 
along a Weil-Petersson geodesics, and used this result to demonstrate 
that even though the Teichmuller space is not geodesically complete 
wtih respect to the Weil-Petersson metric, one can show that for any 
two given points in T(N), one can find a unique length minimizing 
Weil-Petersson geodesic connecting the points. Note that the theorem 
above generalizes these two cases previously known. 

Proof. We will look at the sublevel set S(C) of the energy functional 
within the space M - i of hyperbolic metrics. Due to the result of Eells-
Sampson [3], Hartman [8] and Al'bers [1], once a continuous map <f> from 
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M to N is given with its induced homomorphism 0* : m(M) —> iri(N) 
surjective, then for any hyperbolic metric G there exists a unique smooth 
harmonic map u : (M,g) —> (N, G) homotopic to S(C) which is defined 
as 

S(C) = f G e M-i : E{G) < C < oog. 

Our goal is to show that S(C)/DQ is sequentially compact in the Te­
ichmuller space M-I/DQ. 

For our setting, the so called Bochner's formula (see [18]) combined 
with the standard elliptic estimate (the DiGeorgi-Nash-Moser iteration) 
gives the following estimate, 

sup e(u) < C Z e(u)d/j,g, 
M M 

where the constant C is dependent of the sectional curvature K G-, which 
is —1, but independent of the choice of the hyperbolic metric G on N. 
This says that on S L ( K ) , 

sup e (u) < C < oo. 
M 

Since the domian manifold is compact, having a uniform bound on the 
energy density ensures that the diameters of the images of the harmonic 
maps u : (M, g) —> (N, G) are also uniformly bounded provided that G 
is in S ( C ) . 

We now claim that the infectivity radius inj (N, G) with G in S(C) 
is bounded below by some positive number EM- Suppose the contrary. 
Then there exists a sequence of hyperbolic metrics fG i g in S(C) such 
that inj(G i) is going down to zero. This means that there is some 
nontrivial closed geodesic 71 in N, uniquely representing the homotopy 
class of [71] pinching off to a point as the hyperbolic metric on N2 

changes within S(C). 

A classical theorem called the collar theorem (see [2] for example for 
a complete statement) states that there is a collar 

C(7i) = fp G N : dist(p,7i) < w(71)g 

of width 

w(ji) = arcsinh < 1/sinh I - l(71) 

which is isometric to the cylinder [—w(71), w(71)] x S1 with the Rie-
mannian metric ds2 = dp2 + l2(7i) cosh2 pdt2. 

• 
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As the length l(71) of the closed geodesic 71 goes down to zero, 
the width w (71) of the cylinder grows to infinity, which implies that 
the diameter of the hyperbolic surface is going to infinity. However, 
this contradicts to the fact that the diameter of the hyperbolic surface 
(N, G) is uniformly bounded as long as G belongs to S(C). Hence the 
claim that the infectivity radius inj(N, G) with G in S(C) is bounded 
below by some positive number EM has been verified. 

Now we are ready to apply the following compactness result to our 
setting, (see Mumford's original paper [15], or [22].) 

L e m m a 3.2.1 (Mumford Compactness Theorem). Let a set S con­
sist of all the hyperbolic metrics defined on a closed Riemann surface N 
of genus greater than one, whose infectivity radii are bounded below by 
e > 0. Then for any sequence fG i g in S, there is a subsequence fG i k g 
and a sequence ff i k g of diffeomorphisms of N, such that the pulled-
back metric f* G i k converges to a hyperbolic metric G ̂  in S in the G°° 
sense. 

Applying this lemma to our setting with e = E M-, we know that when 
f G i g is a sequence of metrics in SL(K), then there is a subsequence 
fG i k g and a sequence ff i k g of diffeomorphisms of N such that 

in M-1 in the G°° topology. For the sake of simplicity, we will be using 
index k instead of i k from now on. Now consider the sequence of har­
monic maps u k : (M, g) —> (N, G k) which are all in the same homotopy 
class with its induced map iri(M) —> ni(N) surjective. Note that since 
by construction the map f k : (N,G) —> (N,f k) is an isometry, the 
composite map 

f k o u : ( M , G ) ^ ( N , f G ) 

is harmonic. Also note that the convergence f ^ G k —> G ̂  is in C°°, we 
have a C°°-convergence of the maps f k o u with respect to the metric 
g and G ̂ . Hence there exists sufficiently large K such that for all 
k > K, the maps f k o u k : M —> N are in the same homotopy class as 
the harmonic map uQO : (M,g) —> (N, Goo)-

We now wish to show that for any i and j greater than K, f i and 
f j are homotopic. We have just shown that f k o u and f k o Uj are 
homotopic. Equivalently we can find a diffeomorphism tßij : N —>• N 
such that ip homotopic to identity, and satisfying 

ipij ° f~l ° u iip) = f~l o u jip). 
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Recall that u i,u j are homotopic. Hence there exists a diffeomorphism 
Oij of N homotopic to the identity, and satisfying ij o u,{p) = u j(p)-
Let p in M be a base point for the homotopy group ni(M,p). Then we 
have the following commutative diagram: 

7Tl(M,p) 
(u i), 

(u i . 

(u i)t.TTl(M,p) 

(u j)*TTl(M,p) 

fT1)* 

(f-1)* 

f i~l)*(uUi{M,p) 

(ipij)* 

Note that in the diagram, (Mi)* , (Uj )* are suriective, {ipij)*,{0ij)* are 

isomorphisms, and (f~ )*, (f~ )* are bijective homomorpisms. We want 

to show that (f~ )* and (f~ )* are indeed isomorphic. Take any 7 in 

(f~ )* (Mj )*7TI (M,p ) . Then pull back 7 to (u j)*iri(M,p) in two different 

ways in the commutative diagram to get 

[f j ° 7 ° f jl] = [Oij °f i° iij ° *lij ° f j 1 ° ij] 

in (u j)*iri(M,p) = iTi(N,u j(p)). It then follows that f~ is homotopic 
to ipijof~ oi~j . Since both ipij and i~j are diffeomorphisms homotopy 
to the identity map of N, we conclude that f i is homotopic to f j . This 
says that the sublevel set SL(K) is sequentially compact in M - i / D 
Thus the proposition is proved. q.e.d. 

4. First variat ion of t h e energy functional 

4 .1 . Linear functional F and its Riesz representat ion . Given 
a smooth harmonic map u : (M n,g) —> (N2, G), with a hyperbolic met­
ric G, define a linear functional F on the space T°(T G M ( N ) ) of contin­
uous sections of the bundle T G(N), which is the bundle of symmetric 
(0, 2)-tensors over N as follows M 

F(h) = Z -tr g(u*h)diJ,g. 

By the Riesz representation theorem, there exists a measure A on 
T°{T G M(N)) s u c h t h a t 

F(h) = (h,\), 
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where ( , ) gives the pairing between the space of continuous sections 
and its dual space, namely, the space of measures. 

With a local coordinate system, one can locally write down T(h) as 

?{h) = ^ haß(u(x))g ij u i u ̂  dng(x) = Z haß(y)dXaß(y). 

Note that \a]be is symmetric as well as non-negative-definite, for the 

matrix g ij u i (x)u j x) is non-negative-definite pointwise. 

Propos i t i on 4 .1 .1 . The measure A is divergence free in the weak 
sense, i.e., T(L X G) = 0 for any smooth vector field X on N. 

(Recall that the Lie derivative L X G is the dual operator of the di­
vergence operator G up to a sign.) 

Proof. Let <j>t : N —> N be a family of diffeomorphisms of N with 
(jp = Id N. Then cj)t : (N,G) —> (N, ft G) is a family of isometrics, and 
we have 

£(u,G) = £{4>toui4>*t G). 

Differentiate both sides with respect to t, and obtain 

0 = d M ^ tr g ( ( t o u ) * ( ^ G ) ) d Z 
d 1 1 

=-dt Z -tr g(u*(L X G))diJ,g+ -tr g(u*(L X G))dn 

=2f(L X G) 

=2(L X G,X), 

g 

where X = d t . Since this holds for any smooth vector field X on 

N, it follows that A is weakly divergent free. q.e.d. 

4.2. A b s o l u t e cont inui ty of the measure A. 

T h e o r e m 4 .2 .1 . Suppose h is a continuous section of the bundle of 
symmetric (0,2) -tensors over N2. Then the measure nh defined below 
is absolutely continuous with respect to the two-dimensional Lebesgue 
measure ßG on N unless u maps M to a closed geodesic or a point in 
N: 

Hh{A) := hd/j,G, 
ACN 

where A is any Lebesgue measurable set on N. 
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Proof. Suppose A C N2 has zero Lebesgue measure. Then we claim 
that the set u - 1 A ] has zero measure with respect to the n-dimensional 
Lebesgue measure ßg on M n. 

Suppose the contrary, i.e., /j,g(u~l[A]) > 0. We shall use the follow­
ing results from [31]. 

Proposition 4.2.1. The set of points Ro C M n, where the differ­
ential du of a smooth harmonic map u : M n —> N k has rank zero, is of 
Hausdorff dimension at most (n — 2), unless u maps the whole M to a 
point in N. 

Proposition 4.2.2. The set of points Ri C M n, where the differ­
ential of a smooth harmonic map u : M n —> N k has rank one, is of 
Hausdorff dimension at most (n — 1), unless u maps the whole M to 
either a point or a geodesic in N. 

It thus follows that /ig(Ro) = ng{Ri) = 0, so that 

Vg{u-l[A]\{RQ n Ri)) = Hg(u-l[A}) > 0. 

We can find a Lebesgue point p in u~l[A\\(RQflRi). At p the differential 
du is nondegenerate, and then jdet(du)j > 0. Thus there exist some 
e > 0 and r > 0 such that j det(du)j > e/2 > 0 on the set 

B r{p)n(u-1[A]\{R0nR1 

We obtain 

liminf Z j det(du)jd/j,g I w n r n > e/2 > 0, 
r^° yiu-^AnRonR^nB rip) I 

where w n is the volume of the unit Euclidian ball in R n. On the other 
hand, the area formula implies that the numerator of the left hand side 
is equal to ng{A n u[B r(p)]) < ng{A) = 0, a contradiction. 

Hence we have shown that when A has //G-measure zero, then u_1[A] 
has /ig-measure zero. Thus note that for a measurable set A in N 2 , we 
have 

ßh(A) — haßd\aß 
A 

du du 
=Z u-,{A)h

ß{u{x))g ij x x dßg{x) 

=0. 
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This proves the absolute continuity of the measure /zh on N. q.e.d. 

We remark here that when one chooses the continuous section h of 
the bundle of (0, 2)-tensor to be the image metric G, then ßG can be 
regarded as the "push-forward measure" of the energy measure e{u)dßg 
on M. 

4.3. The gradient vector of the energy functional. From 
now on, we restrict our attention back to the case in which the image 
is a closed hyperbolic surface of genus > 1. As seen in the previous sec­
tion, the measure A is absolute continuous with respect to the Lebesgue 
measure /J,G on N, and thus there is a set of L1 functions raß on N such 
that 

T{h) = ( M ) 

haßd\ 

= haßTaßdßG 
N 

= (h,T)L2{Gy 

Recall, from the Section 2, the following differential operators 

Ch=(-A + l)Tr G h + SGSG h, 

£ f = ( ( A + l)f)G + Hess G f. 

In Chapter Two, we have seen that ££* is an elliptic operator of order 
four whose principal symbol is A2, and its pindex is zero. Thus ££* 
is a Fredholm operator from H s(N) to H s~4:(N). Furthermore it was 
shown that the cokernel of the operator ££* is zero. So it follows that 
for a given function 0 in H s(N), one can solve the equation 

££*f = <j> 

for f, and the solution is unique and is in H s+4(N). 
Recall that for fixed a and ß, raß is a L1 function on N. We will 

show here that raß is in H~l~£(N) for any e > 0. Set raß = f. By the 
standard argument using a partition of unity when a function f defined 
on N is in H s(N), restricted to one chart f can be thought as a function 
in H s(R2) with a compact support. Hence we want to show that 

I I f I IH(R2 ) = Z R 2 ( 1 f ] | J )
2

1 + £ ^ < O O . 
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By definition we have 

jf(Oj2 Z R R2f(x)e-**d 
2 

di= R : \ di 
R2(i + jej2)1+e R (i + e2)1-6 

R2 (i + e2 

<oo, 

< RÏ5U=Td 

since R jfjdx < oo, and 1/(1 + i2)l+£ is integrable over R 2 . 
Now consider the equation 

LL*f = LT. 

Since we know this is solvable, and when raß is in H 1 + e ( R 2 ) as shown 
above, Lraß is in Hl~e~2. Now LL* is an operator from Hl~£to H~3~£, 
the solution f in the above equation lies in Hl~£. Thus we have the 
following proposition. 

Propos i t i on 4 .3 .1 . The (0, 2)-tensor r as defined above is a section 
of the bundle of symmetric (0,2) -tensors whose components are in the 
Sobolev space H~l~e for any e > 0, and the solution f to the equation 
LL*f = LT isinHl-£{N). 

We will now show the following theorem. 

T h e o r e m 4 .3 .1 . The tensor 6 = r — (L*f) is trace-less and trans­
verse, and hence 9\\ — i9\2 is locally a holomorphic function. 

The theorem above says that in the space of symmetric (0, 2)-tensors, 
r is composed of two vectors; one is in the direction perpendicular to the 
space M-1 of hyperbolic metrics on N, whose components lies in H~l~e 

and the other is tangent to the Teichmuller space whose components are 
smooth as real and imaginary parts of a quadratic holomorphic differen­
tial. Note here that when the functional F is restricted to the symmetric 
(0, 2)-tensors of unit length which are trace-free, transeverse, i.e., unit 
tangent vectors to the Teichmuller space, 6 gives the direction in which 
F is maximized. This clearly follows from the above decomposition, i.e., 

=hh + L f i L2(G) 

= hh,0i L2(G), 
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and the last expression is maximized when the tracefree transverse vec­
tor h is in the direction of 6. 

It should be remarked that given a tracefree transverse deformation 
h of a hyperbolic metric G,F{h) is the directional derivative of the 
energy functional E(G) in the direction of h G T G T • 

Proof. For raß in H~l~£, we have a solution f to the equation 
LL* f = LT where f is in Hl~£. Note that this means that the equation 
is satisfied distrubutionally, i.e., for all 4> in C°°(N), we have 

(18) Z (LL<P)fd^ G{y) - Z hL*<l>,Ti G{y)dnG(y) = 0. 
N N 

Similarly L*f is defined distributionally, i.e., 

Z hh,L*fi G{y)dßG(y)= Z (Lh)fdnG(y), 
N N 

for any smooth symmetric (0, 2)-tensor h. Recall that Proposition 4.1.1 
implies that 

(19) Z hL X G,Ti G{y)d^ G(y)=0 
N 

for any smooth vector field X on N. Also note that for any vector field 
X on N, the decomposition theorem from Section 2 yields 

(20) Z hL X G,L*fi G{y)d^ G(y) = Z L(L X G)fd^ G(y) = 0, 
N N 

since L X G is in T G M - \ = kerL. Define 6 = r — L*f which is at this 
point only weakly defined, since the regularity of r is only H~l~e. Then 
from equations (19) and (20), we have 

hL X G, 6i L2{G) = hL X G, (r - L*f)i L2{G) 

= hL X G,Ti L2(G) - hL X G,L*fi L2(G) = 0 

for any smooth vector field X on N. Thus 0 is weakly divergence-free, 
i.e., 

(2i) sGe = o 

weakly. 
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Now we will show that tr G 0 = 0 weakly. Note that for any smooth 
function (j) on N, 

Z 4>(L9)d^ G = Z 4>(L(T - L*f))dpG 
N N 

= Z 4>(LT - LL*f)d Z G 
N 

hL*(j),T)G dfj,G- (LL*(f))fdfj,G 
N N 

= o , 

where the last equality is due to equation (18) above. Hence we have 

0 = 4>{L£) 
N 

hL*(/), 6) G d[j,G 
N 

h{(-A</> + <f))G + Hess </>}, e)G dfj,G 
N 

h{(-A<f> + <f>)G},e)G dtiG+ Z hHess0,0)G dpG 

N N 
h{(-A<f> + <f>)G},e)G dnG + i: Z hLA<t>G,0)G dnG N z N 
h{(-A4> + 4>)G},9)G d^ G 

N 

(-A<f> + </>)Tr Ge. 
N 

Note that for a given smooth function ip on N, we can always find a 
smooth function cf) such that —Acfi + cf) = ip since the operator —A + 1 : 
C°°(N) —?• C°°(N) is invertible. Thus for any smooth function tß on N, 

(22) V(Tr Gtf) = 0, 
N 

that is, Tr G 0 = 0 weakly. 
Now fix a point p in N, and choose a coordinate chart U around p 

such that G = öij. We will show that the (0, 2)-tensor 6 = 6ij is locally 
smooth within the chart U. 

Recall Weyl's lemma that if 9 is a complex valued L\0C(U) function 
such that any complex valued compactly supported smooth function f 
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on U satisfies 

(23) Z (z f)è = 0, 
N 

then 0 is a holomorpic function. 
Let f = x\ + ix2 where x\ and x<2 are compactly supported smooth 

functions, and 9 = On — iOn- Then knowing that 9 is tracefree as well 
as transverse weakly we will show that equation (23) holds for any f, 
so that by Weyl's lemma, 9 is holomorphic, and hence 9 is trace-free, 
transverse strongly: 

(dz f)9 = (df + id2f)(9n - i0u) 

{(x1,1 - x2,2) + i(xi,2 + x2,i)}{9n - iOn) 
(24) Z U 

= U {xlt\6n - x2,2011 + x1,2012 + x2,1012) 

- H U (-x1,1012 -x2 ,2012 + x1,2011 +x2 ,101 l ) -

Choose a smooth vector field X to be xi<9i, i.e., with no d% compo­
nent. Then the fact that 0 is weakly divergence-free implies that 

(25) Z (L X G)9 = Z xi,i0n + xi,20i2 = 0. 
U U 

Similarly by choosing X = x ̂ d^ one obtains 

(26) Z (L X G)9 = Z x2,1012 + x2,2022 = 0. 
U U U U 

Since 0 is tracefree, we have 

(27) Z x2,2(011+022) = 0 . 
U 

Putting the above three equations together, it follows that the real 
part of the last term in equation (24) is zero. The same method applies 
to show the imaginary part of the last term in equation (24) is also zero. 
Hence Weyl's lemma implies that 9\\ — i0i2 is holomorpic on U C N. 
This proves the regularity of 0. q.e.d. 

4.4. Holomorphic maps and the ^-energy minimizing met­
rics. When the domain (M2n,g) is a compact Kahler manifold and 
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the harmonic map u : (M2n,g) —> ( N 2 , G ) is holomorphic, the r tensor 
has the following pointwise expression: 

Taß(y) = Z g ij u i u ̂  dagty(x), 
u-1(y)cM 

where u~l(y) is an (n — l)-complex dimensional subvariety of M, and 
d gty is the induced volume form on the subvariety u~l(y) C M. 

Since u is holomorphic, the linear map du : T x M2n —> T urx\N2, 
restricted to the plane spanned by the two nondegenerate directions 
of du, is conformal. It then follows that the integrand (g ij u i u j){x) is 
conformal to Gaß,g(y) for every x G u~l(y) and therefore r is conformal 
to G. 

This in turn implies that the tracefree transverse part 9 of r is 
identically zero on N. In other words, the gradient vector of the energy 
functional E : T —> R vanishes at G. Due to Theorem 3.1.1, we have 
the following statement. 

Corollary 4 .4 .1 . Suppose that a harmonic map u from a com­
pact Kahler manifold (M2n,g) to a compact hyperbolic Riemann surface 
(N2,Go) is holomorphic. Then the hyperbolic metric Go minimizes the 
energy functional E : T —> R uniquely, while the hyperbolic metric G 
and thus the harmonic map u vary within the homotopy class [u]. 

Remark . The converse does not hold, for one can find a Riemann 
surface M with a certain conformal structure and with g M > g N(g = 
genus), from which there is no nontrivial holomorpic map to N. 

5. Universal Teicmuller space and its Wei l -Pe ters son metr ic 

Recall that the Teichmuller space T is constructed as the space M-\ 
of hyperbolic metrics on a compact Riemann surface N 2 of genus > 1 
modulo the pull-back action of the group DQ of diffeomorphisms homo-
topic to the identity. With respect to the Weil-Petersson metric, T has 
non-positive sectional curvature, and though the space is not geodesi-
cally complete - a Weil-Petersson geodesic cannot be extended indefi­
nitely - T is still geodesically convex, that is, every pair of points can be 
joined by a unique minimizing geodesic (S. Wolpert [29]). As an at tempt 
to generalize those results to the cases over non-compact manifolds, we 
will consider the universal covering space of N 2 , the hyperbolic two 
space H 2 . It can be modeled on the open disc D 2 = f z e R 2 : jzj < 1g 
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with the standard Poincare metric Go = 4(1 — jzj2) 2jdzj2. The uni-
formization theorem says that 

M-i(H2) = fG:G = $*G0 , where $ a diffeomorphism of D 2 g. 

As for the regularity of the diffeomorphisms, we will impose each dif­
feomorphism to be quasiconformal. This comes from the fact that each 
hyperbolic metric has a conformal structure obtained by pulling back 
the standard Euclidian structure by a solution of a Beltrami equation, a 
quasiconformal map from a disc to itself. The full isometry group of Go 
is all the Mobius transforms, which, using the upper half space model 
of H 2 , is SL(2, R ) . Thus one has the following identification: 

(28) M-i(H2) Ç* Q C ( D 2 ) / S L ( 2 , R ) , 

where QC(D2) is the group of quasiconformal maps from D 2 to itself. 
Now define the universal Teichmuller space UT to be 

(29) UT = M-i(H2)/QC(D2), 

where QC(D2) is the group of quasi-conformal maps from D 2 to itself 
fixing the boundary <9D2 = Sl, or equivalently it can be seen as the 
group of diffeomorphisms of H 2 inducing the trivial map Id Si : S1 —> 
Sl on the geometric boundary of H 2 . (Once again at this point the 
diffeomorphisms are required to be quasiconformal.) 

Noting here that the intersection between the two groups SL(2,R) 
and QCÇD2) is the identity, we have following identifications. 

UT =M-i(H2)QC(D2) 

= Q C ( D 2 ) / S L ( 2 , R ) / Q C 0 ( D 2 ) 

= Q C ( D 2 ) / Q C 0 ( D 2 ) / S L ( 2 , R ) 

= QS(S1)/ SL(2 ,R) , 

where QS(Sl) is the group of quasisymmetric maps from Sl to itself. 
In the tangent space T G 0 M - \ of M_i at Go, we need to restrict our 

attention to the space of L2-integrable symmetric tensors, since we are 
to use the Weil-Petersson metric on UT- Denote by M the Kahler sub-
manifold of UT whose tangent space at [Go] is given by the L2-integrable 
symmetric (0, 2)-tensors, or equivalently M is the Kahler submanifold 
of UT = QSiS1)/ SL(2,R) whose tangent space is H 3 / 2 vector fields 
on S1. Then we have the following L2-decomposition theorem, almost 
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identical to the decomposition theorem for the Teichmuller space T over 
a compact Riemann surface. 

T h e o r e m 5.0 .1 . Suppose that Go is the Poincaré metric, i.e., 
4(1 — jzj2)~2(dx2 + dy2) onD2, and that h is a smooth L2(H2)-integrable 
symmetric (0,2) -tensor defined over H 2 . Then there is a unique L2 

orthogonal decomposition of h as a tangent vector belonging to T GoM 
as follows: 

(30) h = P Go(h) + L X G0 + L*f, 

where L X Go is the Lie derivative of Go in the direction of a vector field 
X on N, and X, P G0 (h) satisfy the following equations: 

(31) 8Go{L X h) = ôGoh, 

(32) L GoL*Gof = L Goh, 

(33) P Go(h) = h-L X G0-L*h. 

Proof. Recall that the space rg 0 (T GoM) of compactly supported 
smooth sections of the bundle of symmetric (0, 2)-tensors on H 2 is dense 
in the space TL2(T GoM) of L2-integrable symmetric (0, 2)-tensors on 
H 2 . Hence given a tensor h in TL2(T GoM), there is a sequence fhg in 
r'0

X)(T GoM), which converges to h in L2-norm, namely, 

lim k h - h i k L2 = lim ( / hh-h i,h-h i i GodnGo(x)) = 0 . 

In the proof of the L2-decomposition Theorem 2.2.1 of the space of 
sections of symmetric (0, 2)-tensors, integrations by parts were used fre­
quently to establish the orthogonality among the different components. 
In the current setting, the manifold in question is no longer compact, 
and we will need the following result, which would formally allow us to 
integrate by parts. 

L e m m a 5.0 .1 . The differential operators L GoL*G , and SGoö'G , 
acting on functions in C Q ° ( H 2 ) n H 2 ( H 2 ) and vector fields in X o ° ( H 2 ) n 
H 1 ( H 2 ) respectively, are both strictly coercive in the sense that 

hL GoL Goffi L2>Ckfk2H2 
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and 

h-ÖG0Ö*GOX,Xi LI > C'llXllHi 

for some C, C > 0. 

Proof. Since f G Co°(H2) is compactly supported, integration by 
parts induces no boundary term. Noting that L Go is self-adjoint, we 
have 

Z {L G0L*G f)fdiiGo= hL*G f,L*G fi GodfiGo 
H2 H2 

= Z h[(-A + l)f]Go + Hess Go f, [ (-A + 1)f]G„ 
H2 

+ Hess Go fi GodßGo 

= Z | |[(-A + l)f]Go||2d^ Go 
H Z 

+ Z ||Hess Gof||2d//Go 

H2 

+ 2 H h(-A + l)f]Go,Hess Gofi G o ^ Go 2 

= Z {2[(-A + l ) f ] 2 + ||Hess Gof||2 

H2 

+ 2(-A + l)f(Af)}dßGo 

= Z [-(Af)f + 2f + || Hess Go f\\2WGo 

Z H2 

= H (||Vf||2 + 2f2 + ||Hess Gof||2)d/uGo 
Z 2 

< ||Hess Gof||2d//Go 
H2 

2 
H2' 
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As for the second part, it is similarly proven: 

(^G0X^ G0Xi G0dHG0 

= Z (r j X i + r i X j)2dtiGodliGo 
H2 

= (2\\rX\\2 + 2r j X i r X j)dvGo 
H2 

= Z [2\\rX\\2 -2(r i r j X i)X j]dfiGo 
H2 

= Z { 2 | | r X | | 2 - 2[(VjVi X i) + Ric ij X^X j dßGo 
H2 

= Z {2\\rXf - 2[(r j r X i) - Sij X^X j dfMGo 
H2 

= Z [2\\rX\\2 + 2(ôGoX)2 + 2\\X\\2]d^ Go 
H2 

> Z 2||rX||2d/uGo 
H2 

oil X l | 2 

q.e.d. 

Having shown that those two operators are elliptic, self-adjoint, and 
coercive, from a standard argument it follows that given a smooth sym­
metric (0, 2)-tensors h, which is compactly supported on H 2 , there are 
unique smooth solutions X and f to each of the equations 

ôG0ô'G0X = <$G<h 

£G0£*G0f = £-G0h. 

Here as long as the given tensor h to be decomposed is compactly 
supported, then one can integrate by parts as in the proof of the L2 

decomposition of tensors over compact surfaces, and thus we have the 
L2 orthogonal decomposition of 

h = P Go+ L X G0 + £ G0fi 

where P Go belongs to T GoUT,L X G0 to T Go(Diff0D2) and C*G f to 

{T GoM-^. 
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Now recall that given a tensor h in TL2(T G0M), we had a sequence 
of tensors fh i g in T^T GgM) convergent to h in L2-norm. For each i, 
solve the pair of equations 

ôG0ô*GoX i = ôGoh i 

L G0L*G0f i
 = L G0h i 

for X i and i. We want to show next that fX i g and f i g converge to 
some X and f, and to solve the pair of equations 

àG0à*G0X = ÖG0h, 

L G0L*G0f = L G0h. 

To prove the convergence of X i, note: 

kL X i-X j Gok L = Z hL X i-X j Go, L X i-X j Goi G0dßGo 

hh i - h j,L X i-XiGoi G0d/j,Go 
H 2 

i 
2 < hh i - h j , h i - h j i Godjj,Go 

H 2 

Z hL X i-X j Go,L X i-X j Goi G0dnGo) 

— kh i — h j k^kL X i-X j Gok L . 

Hence 
k L X i-X j Gok L2 < k h i — h j k L2. 

Recall the statement of the previous lemma, which implies 

2 | | ^ i — X j k Hi < k L X i-X j Gok L2. 

Combining them, we have 

2 k X i — X j k H i < k h i — h j k L2. 

Since h i is convergent, and hence Cauchy TL2(T G0M), we know from 
the above inequality that X i is Cauchy in the space of H1 integrable 
vector fields on H 2 . Denote l ini_ s .0 0X i = X. 

As for the regularity of the vector field X, when h is smooth in the 
sense that h is in a Sobolev space H s (i.e., the s th derivative of h is L2-
integrable), the convergence h i —>• h occurs in H s, and the convergence 
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X i —> X occurs in H s+l, for the space of C°° tensors is dense in the 
space of H s+l tensors. In particular, when h is a smooth tensor, then 
X is smooth satisfying the equation 

sG0ö*GoX = öGoh. 

Observe here the fact that X thus obtained is integrable implies that 

lim Z kXk G O ^ G Q = 0, 
r^°°H2nB r(0) 

which in turn says that viewed as a vector field on the open unit disk, 
X has a trivial extension to the geometric boundary of <9D = S1 (i.e., 
it vanishes on Sl). This is consistent with the description that L X Go 
is an element of T G0(Diffo D 2 ) . 

Secondly we want to show the convergence of i. Very similar to the 
proceeding argument for X i's, note that 

kL*G0(f i - f j)k L = H hL*G0f i - f j),L Gof i - f j i GodUGo 

Z 2 

= h(h i - h j),L*G (f i - f j)i GodßGo 
H2 

- H h h i ~ h j ^ (h i ~ h j)i G0dßGo 

hL*G0(f i - f j),G0(f i - f j)i G0dßG0 
H 2 

kh i — h j k L2kL*G (f j k L ̂ kL G0\f i ~ Jj)k L 2 . 

Hence 

k ̂  G0(f i - f j)k L2 ^ k h i - h j L*-

From the proof of the above lemma, we have 

k f k 2 < kL GOfk L2. 

Put t ing the two together yields 

kf i - f k H2 < kh i - h j k L2. 

Since h i g is convergent to h and is Cauchy, the above estimate tells us 
that f i g is also Cauchy in H2 . When h is a tensor with the regularity 
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H s, then the function f is of H s+ by the elliptic regularity theory. In 
particular, if h is smooth, then so is f, and satisfies the equation 

L G0L*G0f = L G0h. 

Summarizing what we have shown so far, we now have the decom­
position of smooth L2-integrable tensor h as 

h = P Go(h) + L X G0 + L*Gof-

Recall that choosing a convergent sequence fh i g of smooth compactly 
supported symmetric (0, 2)-tensor we have the L2 orthogonal decompo­
sition for each i 

h i = P Go(h i)+L X.G0 + L*G f i, 

and the following convergences 

lim X i =X in H1, 
i—S>00 

lim f i =f in H2, 
i—>oo 

and therefore 
lim P Go{h i) = P Go{h) inL2. 

i—S>00 

To show that the above decomposition of h is indeed orthogonal, simply 
note that 

hL X G0,L G fi Go = l imhL X i G0,L*Gof i i Go = 0 

and 

hL G f , P Go(h)i Go = lim h G f u P Goih i)i ^ = 0 . 
i—>oo 

q.e.d. 

An immediate implication of this result, just as for the analogous 
result for the compact surfaces, is that the tensor P Go(h) is trace-free 
and divergent-free pointwise on H 2 . 

Recall that the space of complete hyperbolic metrics modeled on 
the open unit disk can be identified with the space of quasiconformal 
diffeomorphisms up to the Mobius transforms of the disk. Linearize this 
picture at the Poincare metric: 

T GoM-i =fL Z Go : Z vector fields generating 

quasiconformal diffeomorphisms on Dg. 
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The previous L2 orthogonal decomposition states that given a tensor 
h G T G0M, the part tangent to the space M-\ consists of P G0(h) and 
L X G(). Hence 

L Z G0 = P Go(h) + L X G0 

or equivalently 

P G0{h) = L Z-X GQ. 

The fact that the tensor P Go (h) is tracefree transverse is equivalent to 
the condition that the vector field Y = Z — X satisfies the following 
linear PDE; 

d [ <x
 4 dY = 0. Jz 2 2 z 

The holomorphic quadratic differential ^ z ^^zgYdz2 on D corre­

sponds to the harmonic Beltrami differential f (i_z\2\2 dz Yj = /J,(z) (see 

Wolpert [27].) 

6. Convexity theorem for the universal Teichmuller space 

Before we proceed, we will digress in order to motivate the discussion 
to follow. Consider the case where the setting for the convexity Theorem 
3.1.1 is that the domain manifold (M,g) is taken to be the topologically 
same as the target surface N of genus g with a fixed hyperbolic metric 
G. Fix then the homotopy type of the maps so that the harmonic maps 
u t : (N2, G) —> (N2, G t are all surjective mappings of degree-one. The 
degree one condition is preserved by the change in t because the hamonic 
maps u t here are diffeomorphisms due to the result of Schoen-Yau [19] 
and Sampson [17]. Note then that the area functional A{G t) is invariant 
in t, that is; 

A{G t)=N p ^ ä d G 

=(detu t)Vol(N,G t) 

=1 • Z duG = Z -K G duG = 2g-2. 
N N 

2 2 Introducing the isothermal coordinates ds G = A(z)jdzj on (N,G) 
2 
G t and ds2G = p(u)jduj2 on (N, G t) in the complex coordinates z = x + iy 
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and u = v + iw, where we adapt the following notation: 

d 1 d 

dz 2 dx dy 

d__}_d_ id_ 

dz 2 dx dy 

jduj 
2 =P(u{z)) 

\(z) 

du 

dz 
jduj 

2 = P(u(z)) 
\(z) 

du 

dz 

Then we have the following expressions for the energy and area densities: 

1 
e(u t) =-tr G(u*t G t) = j t u t jz + j t uj ̂ , 

J(u t) 
p de t (uG t 

p detG 
t u t jz - j t u j 2 . 

The preceeding observation that the area functional is invariant in 
t, implies that 

d ( G t)=d E(u t,G t) 

dt2 
N 

t u t j +jdt ujzdßG 

dt2 
N 

dt u t j - j t uj duG 

d 
dt~2 2jdt uj2duG. 

Therefore the Weil-Petersson convexity of the energy functional 3.1.1 
is equivalent to the the Weil-Petersson convexity of this new functional 
R N2jdt u t j2duG. 

Definit ion 6 .0 .1 . Define anti-holomorphic energy to be 

Eg = 2jduj'zduG. 
N 

We would like to have the convexity result for the universal Te­
ichmuller space setting. In particular, we will consider the following 
setting in analogy to the above setting we have just looked at. 

Suppose that G t is a horizontal lift of a Weil-Petersson geodesic in 
UT with Go the standard Poincare metric modeled on the Euclidian unit 
disk D 2 . (It should be noted here that there is no satisfactory result 
concerning the existence of the geodesic in UT-, yet we will assume here 
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that there is one.) Recall that the uniformization theorem says that 
G t = (f)*Go for some quasiconformal diffeomorphism (f> : D 2 —> D 2 . 
Here G t is regarded as a complete hyperbolic metric modeled on the 
open disk D 2 . Let u t be a family of harmonic maps 

u t : ( D , G o ) ^ ( D 2 , G t) = (D2,c/t*Go) 

satisfying that u t, viewed as a map from D 2 to itself, has the trivial 
extension to the geometric boundary, that is u t j S1= Id Si. This condi­
tion is in place of specifying the homotopy type of the maps between 
compact surfaces. 

We now have the following picture: 

(D 2 , G t) ut (D 2 , G t = ft Go) H (D 2 , G t). 

Since (f>t above is an isometriy, the composite map 

4>tou t . ( D 2 , G 0 ) ^ ( D 2 , G o ) 

is a harmonic map with the asymptotic boundary condition 

4>t°u t j Si= 4>t S1 ou t j Si= 4>t S1 o I d = 4>t S 1 • 

We would like to study the behavior of the energy functional as 
before in our new setting. However, the energy functional is not well-
defined for it is infinite. So we will instead consider the anti-holomorphic 
energy functional discussed above, for which we have the following re­
sult. 

T h e o r e m 6.0.2. Provided that G = (p*Go represents a point in 

M - 1 with 

<t S i e C ' 2 ( S 1 ; S 1 ) , E ( G ) 

is finite. 

Proof. For a C 2 diffeomorphism f : S1 —> S1, which assumes that 
the differential does not vanish on S1, we will show that one can find a 
harmonic map 

u: (D,G0)^(D, G0) 

with the asymptotic boundary condition f such that the energy density 
e(u)(z) with z G C is an integrable function along the radial direction 
as jzj —> 1. For the sake of making the computations simple, we will 
model the hyperbolic space on the upper half space with the hyperbolic 
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metric given as ds2 = (dx2 + dy2)/y2. Hence we have a proper map u 
from the upper half plane U to itself, which is harmonic with respect to 
the Poincare metric Go with asymptotic boundary condition given by 
a C2 diffeomorphism f : R —> R. Without loss of generality, assume 
the condition f(0) = 0, and u(0) = 0. We now define asymptotically 
harmonic map h : (U, Go) —> (U, Go) satisfying 

h1(x,y)=f(x)+o(y2), 

h2(xiy)=yf'(x) + o(y2), 

where f'(x) = -£:f(x) > 0. Then 

^(0,0) =h2(0,0) =0, 

dh}/dy j ( 0 0 )= dh2/dx j(0,o)=0, 

d2h1/dy2jm=d2h2/dy2jm=0, 

d2h1/dxdy j(0,o)=0, 

and the tension field 

T*(h) = 0(y2) (i = 1,2), 

where 

Tl{h) = y2 Uoh1 - h ( r o u \ r o u 2 ) \ , 

r2(h) = y2^Aoh2-h(jroulj2-jrou2j2 

Ao and r o above are the Euclidian laplacian and the Euclidian gradient 
respectively. 

The map h is also asymptotically conformal in the sense that with 
respect to the Euclidian coordinate z = x + iy, 

h =™. 
dh 
— =0 at z = 0. 
oz 

Now by varying the map h by ycf)(x, y) where (f> is a smooth function 
with (/>(0, 0) = (0,0), we would like to have the tension field to have the 
asymptotic behavior of 

r(h + # ) = O(y3). 
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Using the asymptotic expansion at the point (0, 0) at the infinity, we 
will find conditions 4> needs to satisfy. 

Denote v = h + ycf). Then the Taylor expansion of v at (0,0) is 

v i =h i + (ftti(0))x + (d2/ii(0))y 

+ l(d2h i0))x2 + ±(d2h(0))y2 

+ (Ö! 02^(0))xy + (</i(0))y + (0x^(0))xy 

+ (c/i(0))y + (d1(fi(0))xy + {d2^)y2 + O(x k y l), 

k + l>3. 

We proceed to write down the first derivatives of v as a function of 
y. They are evaluated on the line x = 0. 

div1 =f'(0) + ( f t ^ O ) y + ±(ft 02^(0))y + O(y3), 

d2v
l =\{dlh\Q))y2 + 2(d2</>1(0))y 

+ ^(ôh 1 (0))y 2 + O(y3), 

ftv2 ={(0x02^(0)) + (d1(/>
2(0))}y 

+ ^(d1d2</>2(0))y2 + O(y3), 

Ô2v2 =f'(0) + \(dlh2(0))y2 + 2(ö20
2(O))y 

+ ^(ô2V(0))y2 + O(y3). 

We will also need to express the second derivatives for writing down 
the Laplacian term in the tension field. 

ô1v=(o1V(0))y + O(y2), 
d2v =(ö2

3h(0))y + 2(02^(0)) 

+ 3(ö2V(0))y + O(y2). 

With those explicit terms, we now write down the tension field terms 
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Tl(v),T2(v): 

r 1 v ) = y 2 A 0 h 1 - ^ (Vou1, W0u 

=y2((d2
1<p1(0))y + (dlh1(0))y 

+ 2(02^(0))+3(ö 2V(0))y 

f'(0) + (ô1^1(0))y + -(d1d2(ß
1(0))y2 

{(0x02^(0)) + (ÖK02(O))}y + ^(d^my2 

+ (^ (d%hH0))y2 + 2(ô2^(0))y + ^ ( ö f ^ y 2 

f'(0) + \(d!h2(0))y2 + 2(d2<p2(0))y 

+ l(d!Ao))y2 

It is here that f : S1 —> S1 is required to be C2, namely 

(d2(f)1(0))-d ̂  f(x) exists. For this to be of O(y3), we need the fol­

lowing: 
x=0 

(34) 02^(0) = 0 , 

(35) d1d2h
2(0) + d1<f)

2(0)=0, 

where we have used the fact that v2 = O(y). 

As for T2, 

T v H y ^ A o ^ + h j V o u j - j V o u 2 j 2 ) 

=y2((d2
(f)

2(0))y + (dlh2(0))y 

+ 2(ö2</>2(0)) + 3(d2V(0)))y 



SUMIO YAMADA 

f'(O) + (o10
1(O))y + i(ô1ô2^

1(O))y2N2 

+ (\(dïhH0))y2 + 2(ô2^(0))y + ̂ (ôfhO))y * 

{(did2h
2(0)) + (ô^2(0))gy + i(ô1ô2^

2(0))y2N 2 

f'(O) + h2(O))y2 + 2(ö20
2(O))y 

+ !W(o))y2 

In order to have T2(v) = O(y3), it then is necessary to have 

(36) d2</>2(0) =0 , 

(37) ö i^ (0 ) =0, 

Note that the new asymptotically harmonic map v(z) = h(z)+ycp(z) 
approximates the harmonic map u in the sense that 

u{0 + iy) -v(0 + iy) = O(y1+£), e > 0. 

For calculating the asymptotic expansions of the energy density e(u) 
and the area density J(u) evaluated along the line x = 0 in the upper 
half space, using the expansions for the approximate map v; we obtain 
the following: 

e(u) —yi J2^u^2 y 
2 u 2 2 ([f'(0)]2 + O(y2)), 

« j = i 

J(u) 
22 

det {djj g 
22 

([f'(0)]2 + O(y2)), 

as well as 

Therefore 

2 2 
y2{v2 + o(y)Y 

[f'(0)]J + O(y2). 

e(u) 

J{u) 

1 
[f'(0)]2 

1 

fW 

+ O(y2) ([f'(0)]2,+O(y2)) = l + O(y ̂  

+ O(y2) ([f'(0)]2 + O(y2)) = l + O(y2). 
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In particular 
e(u)-J(u) = O(y2), 

and therefore it follows that 

EQ(u) = Z (e(u) - J(u))d/j,Go < oo. 

q.e.d. 

We believe that the C2 condition is not optimal, and one wishes to 
find a suitable regularity condition for the asymptotic boundary condi­
tion </>Sn to preclude all the points in M C UT that are finite Weil-
Petersson distance away from the Poincare metric Go-

We can now state the main result of the section. 

T h e o r e m 6.0.3 (Weil-Petersson convexity of the anti-holomorphic 
energy functional). Given a family of harmonic maps 

u t : ( D 2 , G o ) ^ ( D 2 , G 0 ) 

with G t a horizontal lift of a Weil-Petersson geodesic in M C UT, and 

with u t\Si = S1, we have 

E ( G o ) = 0, 

d 

dt E»{G t t=0 

and 
d2 1 

dt2 Ed{G t) 
t=o 2 

In particular the anti-holomorphic energy functional defined on 

M = Diff S1/ SL(2, R) c UT 

is convex with respect to the Weil-Petersson distance at [Go] G M, or 
equivalently at [Id Si] G Diff S1 / SL(2 ,R) . 

Remark . 
M = Diff S1/ SL(2, R) c UT 

is formally a homogeneous space with a left invariant metric, given by 
the Weil-Petersson metric defined at [Go] G UT (or equivalently at 
[Id Si] G Diff S 1 / S L ( 2 , R ) ) . Hence the convexity of the functional at 
the identity can be translated to any point in 

M = Diff S1/ SL(2, R) c UT 
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by the group action of Diff S1. 

Proof. First of all, the identity map 

u 0 : ( D 2 , G o ) ^ ( D 2 , G 0 ) 

is holomorpic, hence jduj = 0 and thus EQ{GQ) = 0. We want to show 
that 

d2 

dt E ( G t) 
_d2 Z 

t=o dt2 H2 

2' 

[e(u t, G t) - J(u t, G t))dßGo 
t=o 

where e(u t, G t) = \ tr Go(u t*G t) and J(u t, G t) = p u Go ' 
Before differentiating the integral, we will make the following obser­

vation. 

L e m m a 6.0.2. The vector field WQ = d u t 
t=o 

is identically zero. 

Remark . This statement corresponds, in the classical setting, 
to the observation made by Wolf [26], that the Weil-Petersson geodesic 
can be approximated by a path given by linearly extending a harmonic 
Beltrami coefficient up to order two. 

Proof. Recall that for each t, we have a harmonic map 

u t = 4>t°u t - ( D 2 , G 0 ) def 2 (D 2 ,G 0 ) 

with the geometric boundary condition 

u t {<t>t ° u t) 

satisfying the harmonic map equation 

u + log A(«t) u t u u = o, 

where X(z) = 4(1 2 — 2 Let us denote ^ u * 
t=o 

V(z), where 

V(z) is a vector field defined on D . Differentiating the harmonic map 
equation above in t and evaluating it at t = 0, one gets 

V zz + y V-z = 0 
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-r;<Pt ° u t 
dt 

d t 
t=o dt 

=X(z) 

d 
+ d u* t=o t 

+ W(z), 

or equivalently 
dz(Xz V) = 0 

for z in D . This implies that the symmetric (0,2) tensor given by the 
Lie derivative L V Go is then tracefree divergence free. 

On the other hand, differentiating cf)t o u with respect to t at t = 0, 
we have 

t=o 

where the vector field dt0t = X(z) induces a traceless transverse defor­
mation L G 0 X of Go- That in turn yields that the vector field Z also 
satisfies the linerized harmonic map equation 

dz(\dz X) = 0. 

So we have 
V(z)-X(z) = W(z), 

where both V and X induce tracefree transverse deformations of the 
Poincare metric GQ. Note then that the vector field V — X on H 2 

satisfies the equation 

dz(\dz(V - X)) = 0. 

Also note that the vector field W vanishes on S1, for u t fixes Sl for all 
t. 

It was shown by P. Li and L.-F. Tam ([13]) that given a Cl,a asymp­
totic boundary condition f : S1 —> S1 on the geometric boundary S1 

of H 2 , there exists a unique proper harmonic map u : H 2 —> H 2 with 
u j S i= f• When f = Id Si, the identity map H 2 —> H 2 is the unique har­
monic map. In particular, it follows that there is no proper harmonic 
map between two copies of H 2 with the trivial asymptotic boundary 
condition. 

Note then that the vector field V — X on H 2 satisfies the equation 

d (\(z)dz(V - X)(z)) = 0, 

and hence generates a family of harmonic maps u t : H 2 —> H 2 with 
(V — X) j S1= 0. Yet this cannot occur due to the observation in the 



92 SUMIO YAMADA 

previous paragraph, provided that the vecotr fields V and X are suffi­
ciently smooth functions on S1 (e.g. Cl,a). Therefore W = V — X = 0, 
which proves the statement of the lemma. q.e.d. 

Now we are to differentiate the anti-holomorphic functional EQ{u t) 
with respect to t and evaluate at t = 0. All the differentiations will 
occur within the integral, and all the calculation will be local. 

First differentiate the energy density e(u tiG t) in t, and get 

d_ 

~dt 
e(u t,G t 

I 

t=t0 
tr Go 37 \-u*t G dt 

2 t r Go u t0 
-G t 
dt 

1 d G 

= 2 t r Gou*<Go) 

+ 2tr G°(u to[L W t0G t0])-

Note here that at to = 0, -d e(u t, G t) = 0 for W = 0 as well as 

tr G0(Go) = 0. Differentiate this one more time to obtain 

d2 

-^ e(u t,G t) 
t=to 

9 tr Go u*0 [L -d- W tn G to ] ) 

+ ^ t r G0(u*to[L W toG to}) 

(38) +ltr Go(u t [ L W to(L W toG to)]) 

+ 2tr Go(u toiL W t0G t0]) 

+ 2 t r G o u G to). 

Secondly we now differentiate the area density J(u t, G t) in t: 

d_ 

dt 
J(u t, G t 

d d e t ( u G t 

t=t0 dt 
1 

2 

t=t0 p det Go 

det(u*toG to) 

(39) + 2 tr u t0 u G t o iy detu,G to) 
t r u t 0 u * o [ L W*oG to]) de tu* 0 G to). 
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The last equality holding for the symmetric (0, 2)-tensor ^ tr u* G t (u t 0 G t0]) 

is identically zero since G t=o is tracefree with respect to G t0-

When t0 = 0, d J(u t, G t) = 0 for W = 0. Combined with the obser­
vation made above about the energy density e(u y, G t), we can conclude 
that 

d 

dt E G t) 
0. 

t=t0 

The second time derivative of the area density is given by 

dt2 J(u t, G t 
t=to 

(40) 

- (L W t0G t0,L W t0G t0)u*G t0 

- (L W t0G t0,G t0)u*G t0 

+ Ö t r u; G t (u tn [L-d W G toi) ^ 0 G 0 u 0 

1 
+ 2 tr ^ t0G t0 u i L W t0 (L W t0G to)}) 

+ 2tr u*toG to{u*t0[L W t0G t0])-

Recall now the statement of the previous lemma which says W t0 = 0 
when to = 0 as well as uo = Id H2. Evaluating equations (38) and (40) 
at t = 0 gives 

dt2 e(u t, G t 
1 1 

t=to 

and 
d2 

-^ J(u t,G t) 

tr Go {Ld W G0) + - tr Go (G 
dt t0 / 

-tr Go(Ld W GQ). 
t=t0 2 Gu dt W«o 

Integrating the difference of the terms dje(u t,G 

d J(u t G t) 
t=o 

and 

t=t0 

we have an expression for the second derivative of 

the antiholomorphic energy Eg(G t) with respect to the Weil-Petersson 
distance t at t = 0 as follows: 

(41) 

d2 

d ̂  E^ iG t] 
t=o 

—2 f / e(u t,G t) - J{u t,G t) d/j,Go 

t r Go(G t0)dHGo-

t=0 

1 
2 H 2 
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Knowing that the tangent vector G t along the path of metrics G t 
remains tracefree with respect to G t implies that 

d • 
— tr G t(G t) _ = - (G0,G0)G0 + t r Go(G0) 

=0. 

Hence, 
tr G0(Go) = {GO,G0)G0-

Substituting in equation (41) yields the statement of the theorem: 

d i . . i 
dt E ( G t 

for G t is a geodesic parametrized by the Weil-Petersson arc length. 
q.e.d. 

References 

[1] S. Al'ber, Spaces of mappings into a manifold with negative curvature, Soviet. 
Math. Dokl. 9 (1968) 6-9. 

[2] P. Buser, Geometry and spectra of compact Riemann surfaces, Birkhauser, Boston, 
1992. 

[3] J. Eells & J. H. Sampson, Humonic mappings of Riemannian manifolds, Amer. J. 
Math. 86 (1964) 109-160. 

[4] J. Eells & L. Lemiare, Deformations of metrics and associated harmonic maps, 
Patodi Mem. Vol., Geom. Anal., Tata Inst., Bombay, 1980, 33-45. 

[5] D. Freed & D. Groisser, The basic geometry of the manifold of Riemannian metrics 
and of its quotient by the diffeomorphism group, Michigan Math. J. 36 (1989) 323-
344. 

[6] A. Ficher & J. Marsden, Deformations of the scalar curvature, Duke Math. J. 43 
(1975) 519-547. 

[7] A. Fischer & A. Tromba, On the Weil-Petersson metric on the Teichmuller space, 
Trans. Amer. Math. Soc. 42 (1975) 319-335. 

[8] P. Hartman, On homotopic harmonic maps, Canad. J. Math. 19 (1967) 673-687. 

[9] J. Jost, Two dimensional geometric variational problems, Pure Appl. Math. Ser., 
Wiley, New York, 1991. 



w e i l - p e t e r s o n c o n v e x i t y 95 

[10] L. Keen, On Fricke moduli. Advances in the theory of Riemann surfaces, Ann. of 
Math. 66 (1971) 205-224. 

[11] S. Kerckhoff, The Nielsen realization problem, Ann. of Math. 117 (1983) 235-
265. 

[12] O. Lehto, Univalent functions and Teichmuller spaces, Graduate Texts in Math., 
Springer, Berlin, 1987. 

[13] P. Li & L.-F. Tam, Uniqueness and regularity of proper harmonic maps, Ann. of 
Math. 126 (1992) 168-203. 

[14] , Uniqueness and regularity of proper harmonic maps. II , Indiana Univ. 
Math. J. 42 (1993) 593-635. 

[15] D. Mumford, A remark on Mahler's compactness theorem, Proc. Amer. Math. 
Soc. 28 (1971) 288-294. 

[16] S. Nag & A. Verjovsky, Diff S1 and the Teichmuller spaces, Comm. Math. Phys. 
130 (1990) 301-342. 

[17] J. H. Sampson, Some properties and applications of harmonic mappings, Ann. 
Sci. Ecole Norm. Sup. 11 (1978) 211-228. 

[18] Analytic aspect of the harmonic map problem, MSPI Publ. Vol. 2 Sem. Partial 
Differential Equations, Springer, Berlin, 1984. 

[19] R. Schoen & ST. Yau. On univalent harmonic maps between surfaces, Math. 
Ann. 270 (1978) 265-278. 

[20] M. Spivak, Comprehensive introduction to differential geometry, Publish or Per­
ish, Houston, TX, 1975. 

[21] L.-F. Tam & T.Y.H. Wan, Quasi-conformal harmonic diffeomorphisms and the 
universal Teichmuller space, J. Differential Geom. 42 (1995) 368-410. 

[22] F. Tomi & A. Tromba, Existence theorems for minimal surfaces of non-zero genus 
spanning a contour, Mem. Amer. Math. Sec. 71 (1988) No. 382. 

[23] A. Tromba, Teichmuller theory in Riemannian geometry, Birkhauser, Boston, 
1992. 

[24] , Dirichlet's energy on Teichmuller's moduli space and the Nielsen realiza­
tion problem, Math. Z. 222 (1996) 451-464. 

[25] E. Witten, Coadjoint orbits of the Virasoro group, Comm. Math. Phys. 114 
(1988) 1-53. 

[26] M. Wolf, The Teichmuller theory of harmonic maps, J. Differential Geom. 29 
(1989) 449-479. 

[27] S. Wolpert, Chern forms and the Riemann tensor for the moduli space of curves, 
Invent. Math. 85 (1986) 119-145. 



96 sumio yamada 

[28] , Noncompleteness of the Weil-Petersson metric for Teichmuller space, 
Pacific J. Math. 61 (1975) 573-577. 

[29] , Geodesic length functions and the Nielsen problem, J. Differential Geom. 
25 (1987) 275-296. 

[30] S. Yamada, Some convexity and unique continuation properties of harmonic map­
pings, Thesis, Stanford Univ. 1996. 

[31] , On the ranks of harmonic maps, Preprint. 

Massachusetts I ns t i t u te of Technology 


