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Abstract 
We study aÆne hyperspheres with constant sectional curvature. More pre
cisely we obtain a classification of the aÆne hyperspheres with constant 
sectional curvature c, provided c ^ H, where H denotes the aÆne mean 
curvature of the immersion. Our classification gives a complete and positive 
answer to a conjecture of M. Magid and P. Ryan about these hyperspheres. 

1. In t roduct ion 

In this paper, we study nondegenerate affine hypersurfaces M" in 
Rn + 1 . It is well known that on such hypersurfaces there exists a canon
ical transversal vector field £ called the affine normal vector field. If for 
all p G M, £(p) passes through a fixed point (resp. is parallel), Mn is 
called a proper affine sphere (resp. improper affine sphere). 

The standard models of affine spheres are the quadrics. Unlike in Eu
clidean geometry, where the only umbilical submanifolds are the spheres 
and the linear subspaces, the class of all equiaffine spheres is simply too 
large to classify. Therefore, in order to better understand the geome
try of affine spheres, it is necessary to impose an extra condition. This 
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can either be a completeness assumption, which so far only works in 
the positive definite case, as studied by Blaschke, Calabi, Pogorelov, 
Cheng, Yau, Sasaki, Li, Ferrer, Martinez, Milan and others (see [9] and 
the references contained therein) or an additional assumption about the 
curvature. 

At the conference on AÆne Differential Geometry at Oberwolfach 
in 1986, it was proposed to study in a systematic way those aÆne liy-
perspheres with constant sectional curvature (with respect to the aÆne 
metric). In the case where the dimension is two, the first result in this 
direction was already obtained by Radon [12] at the beginning of this 
century and the classification was completed by Simon [13]. Also in 
higher dimensions, several results were obtained: 

T h e o r e m 1 ([8]). Let Mn be a positive definite affine hypersphere 
in Rn+1 with constant sectional curvature c with respect to the affine 
metric. Then either Mn is an open part of a positive definite quadric 
or Mn is affine equivalent with an open part of x\ ... xn+\ = 1. 

T h e o r e m 2 ([10]). Let M 3 be an affine hypersphere with constant 
sectional curvature c. Assume that the affine metric h is Lorentzian 
and that c ^ H, where H is the affine mean curvature. Then M 3 

is affine congruent with an open part of either (x{ + x^x^x^ = 1 or 
{xl + xl){xl+xl) = l. 

The above theorem motivated M. Magid and P. Ryan to formulate 
the following conjecture in 1989: 

Conjecture 1. Let Mn be an affine hypersphere in M"+1 with con
stant sectional curvature c and with nonzero Pick invariant J. Then 
c = 0 and Mn is equivalent to 

(xl ± x2){x3 ± x4)... (x2m-i ± x2m) = 1, 

if n = 2ra — 1 or with 

\Xl ± X2J\X3 ± X4) . . . (X2m_i ± X2m)X2m+l = 1? 

if n = 2m. 

In case that c = H, or equivalently J = 0, the above conjecture is no 
longer true. In that case, many nontrivial examples can be constructed. 
See among others [4] or [2]. Also, if either of the conditions that M 
is an aÆne hypersphere or that M has constant sectional curvature 
is weakened, see [3] and [14], several new examples will occur. The 
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previously mentioned theorem of [8] shows that the conjecture is true 
if the affine metric is positive definite. Similar partial results, in case 
that the metric is Lorentzian or in case that the dimension is 4 were 
obtained respectively in [7] and [1]. 

In this paper we further develop the ideas of [7], to show that the 
conjecture is t rue in general. The paper is organized as follows. In 
Section 2 we shortly recall some basic formulas of affine differential 
geometry and we derive the equations that an affine hypersphere with 
constant sectional curvature has to satisfy. In particular, we show that 
in each tangent space, we have that 

(i) h(K(x, y), z) is symmetric in x, y, z 

(ii) the trace of the linear operator y i->- K(x,y) vanishes for every 
vector x, 

(iii) Denote by Kxy = K(x,y). Then 

[Kx, Ky\z = a{h(y, z)x - h{x, z)y), 

where a = —J is a non-zero number and K is the difference tensor. 

The problem, given a and the index of the metric, to classify all 
such metrics h and tensors K is a highly non trivial problem from linear 
algebra. In Section 3, we will investigate this problem and show that 
upto a natural equivalence there is at most one solution. 

Using this solution, we then show in Section 4 that we can construct 
a special frame in a neighborhood of each point. The non-algebraic 
equations stating that M is an affine hypersphere with constant sec
tional curvature then imply that the connection coefficients of this frame 
vanishes identically, implying already that M is flat. An explicit inte
gration then completes the proof of the conjecture. 

2. Pre l iminar ies 

We briefly recall the basic formulas for affine differential geometry. 
For more details, we refer to [11]. Let Mn be a connected differentiate 
n-dimensional hypersurface of the equiaffine space R" + 1 equipped with 
its usual flat connection D and a parallel volume element UJ, given by 
the determinant. We allow M to be immersed by an immersion / , but 
we will not denote the immersion if there is no confusion possible. Let 
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£ be an arbitrary local transversal vector field to / ( M ) . For any vector 
fields X, Y, X\,..., Xn, we write 

(1) DxY = VxY + h(XXK, 

(2) 0(X1,...,Xn) = u>(X1,...,Xn,Z), 

thus defining an aÆne connection V, a symmetric (0,2)-type tensor h, 
called the second fundamental form, and a volume element 6. M is 
said to be non-degenerate if h is non-degenerate (and this condition is 
independent of the choice of transversal vector field £). If M is non-
degenerate it is known that there is a unique choice (up to sign) of 
transversal vector field such that the induced connection V, the induced 
second fundamental form h and the induced volume element 6 satisfy 
the following conditions: 

(i) V0 = 0 
(ii) e = Uh, 

where ooh is the metric volume element induced by h. V is called the 
induced aÆne connection, £ the aÆne normal and h the aÆne metric. 
By replacing £ by —£ if necessary, we may assume that the signature s 
of the aÆne metric h satisfies 2s < n. Condition (i) implies that DXÇ 
is tangent to M for any tangent vector X to M. Hence we can define a 
( l , l)- tensor field S, called the aÆne shape operator, by DXÇ = —SX. 
lì S = HI, then M is called an aÆne sphere with aÆne mean curvature 
H. If M is an aÆne sphere and n > 2 then H is constant. M is called 
a proper aÆne sphere if H ^ 0 and an improper aÆne sphere if H = 0. 

Let V denote the Levi Civita connection of the aÆne metric h. The 
difference tensor K is defined by K(X, Y) = KXY = VXY — VjcY for 
tangent vector fields X and Y. Notice that K is symmetric in X and 
Y. From (i) and (ii), we deduce 

trace Kx = 0 (apolarity condition). 

If we define the cubic form C by C(X, Y, Z) = {Vh){X, Y, Z), then the 
Codazzi equation says that C is totally symmetric. Moreover, we have 
the following relation 

h(KxY,Z) = -±C(XìYìZ), 

such that Kx is a symmetric operator w.r.t. h. The Pick invariant J 
is defined by J = , x_^Ji{K,K). It is then well known that the basic 



MAGID-RYAN CONJECTURE 103 

equations for an affine sphere with constant sectional curvature c are 
given by 

(3) h(K{X, Y), Z) is symmetric in X, Y and Z 

(4) trace Kx = 0 for every X 

(5) [KXìKY\Z = a{h{YìZ)X-h{XìZ)Y)ì 

(6) (VXK)(Y,Z) = (VYK)(X,Z), 

(7) (M, h) is a space of constant sectional curvature c 

where a = —J = H — c. 

3. An algebraic classification 

In this section, we will work at a point p and we will assume that 
we have on the tangent space, which is an n-dimensional vector space 
Rn a metric h with signature s, 2s < n and a tensor K satisfying (3), 
(4) and (5) with o / O . Our purpose in this section will be to classify 
all such metrics and tensors in terms of the non-zero number a and the 
signature s of the metric. The purpose of this section is to show the 
following result: 

Theorem 3. Let a be a nonzero number, let n be the dimension 
and let s be a nonnegative integer number with n — 2s > 0. Then 

(i) If n — 2s > 1 and a is negative, then there does not exist a metric 
h (with signature s) and a tensor K on W' which satisfy (3), (4) 
and (5), 

(ii) Otherwise, solutions h (with index s) and K do exist. Moreover 
any two solutions (h, K) and (h, K) are related by 

(8) h(x,y) = h(Ax,Ay), 

(9) K(x,y)=A-1K(Ax,Ay), 

where A is an arbitrary change of basis of our vector space. 

It is straightforward to show that if we have a solution, a new solu
tion can be constructed by the procedure described in the above theo
rem. The proof of the existence and uniqueness is much more difficult 
and will be divided into several lemmas throughout this section. The 
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idea of the proof will be to show that, if n — 2s < 1 or a < 0, we can 
construct a special basis {ei , . . . ,en} such that 

(10) h(ei,ej) = hij 

11) h(K(ei,ej),ek) = K?i 

where hij and Kf- are numbers determined by a and the signature of 
the metric. 

In case that the metric is positive definite, i.e., s = 0, this result was 
obtained in [6], see also [8] and [7]: 

Lemma 1. Assume that s = 0, i.e., the metric h is positive definite. 
Then a has to be negative. Moreover there exists a basis {e i , . . . , e„} 
such that 

(12) h{ei,ej) = ôij, 

and such that 

(13) h{K(eiìei)ìei) = {n-i)^ 

(14) h{K(et,ei),e3) = 
n-i+ 

(15) h(K(ei,ej),ek) = 0, 

n—i+l 

0 j >i 

for mutually different indices i, j , k and the numbers a-i are defined by 

_ (w+l) 
a'1 - (n-i+2)a-

One of the tools used to prove the above lemma in [8] is the following 
reduction lemma, of which the proof is straightforward: 

Lemma 2. Let V be a k-dimensional vector subspace of W1 and 
assume that 

(i) the metric h restricted to the vector space V is non-degenerate, 

(ii) there exist a one-form /z defined on V, such that 

K(v,w) = ß(v)w, 

where v G V and w G VL, 
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(iii) K(V,V) C V, i.e., for each i>i,i>2 £ V, we have that 
K(vi,v2) G V, 

(iv) K restricted to vectors belonging to V satisfies (3) and (5). 

Then if K satisfies (3), (4), (5), then the bilinear mapping K*, defined 
on V1- by 

K*(w\, IV2) is the V component of K(w\, 1U2), forw\,W2 G V 

satisfies 

h(K*(x,y),z) is symmetric in x,y,z £V 

the trace of the linear operator y >->• K*(x,y) vanishes for every vector x in V , 

[KxiKyiz = a*(h{y,z)x - h(x,z)y), 

where a* is related to a by 

(16) a* = a — hv(/j,, ß), 

where hv(iJ,,ß) denotes the length of the 1-form /z restricted to the space 
V. 

The structure of the proof will now be that we first construct a 2s 
dimensional vector subspace with index s which satisfies the conditions 
of Lemma 2, after which applying Lemma 1 to the orthogonal comple
ment will complete the proof. In order to construct our vector space, 
we will from now on assume that s > 0. The main tool in our proof will 
be the study of null vectors, i.e., non-zero vectors u with h(u,u) = 0 
and null directions. We say that 2 null vectors u and w determine the 
same null direction if there exists a positive number A such that u = Xw. 
It is clear that the set of all nulldirections (equipped with the quotient 
topology) is a compact set. 

First, we need the following technical lemma which can be seen as 
an extension of Lemma 3.1 of [7] and which will allow us to construct 
differentiable submanifolds (without singularities) in each tangent space. 
Before formulating the lemma, we introduce some notation first. For a 
fixed vector v, we define the linear operators K®w = w and Kl+1w = 
K{VìKÌw). 

Lemma 3. There does not exist a (nonzero) vector v such that 

h(KÌ(v),v)=0, 
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for ail i < k and such that 

K3
v{v) is linearly dependent of v,K(v,v),... ,K%~ (v), 

where j is any index between 1 and k + 1. 

Proof. Instead of proving this theorem over the real numbers, we 
will prove it over the complex numbers. It is easily seen that this implies 
the result over the reals too. First we prove the result for k = 0, i.e we 
want to show that there does not exist a null vector v G TpM such that 
K(v, v) is a multiple off. Assuming that there exists such a vector v, we 
proceed as in Lemma 3.1 of [7] to show that then K(v,v) = 0. We now 
take a complementary vector u to v, i.e., h(u,u) = 0 and h(u,v) = 1. 
Then, we have that 

KvKvu = KvKuv = [Kv,Ku]v = ah(u,v)v, 

We now write w = Kvu and we have h(v, v) = 0, h(v, w) = h(v, Kvu) = 
h(Kvv,u) = 0, and 

h(w,w) = h(Kvu, Kvu) = h(KvKvu,u) = ah(u,v) = a. 

Since a / 0 , the above formulas imply that the space W spanned by u, v 
and w is a nondegenerate, 3-dimensional space which is invariant under 
Kv. Since Kv is a symmetric operator, also W1- is invariant under Kv. 
Notice that we can rechoose u such that moreover h(u,Kvu) = 0. 

Since Kv is symmetric, it is clear that we can divide W1- up into 
say ii Jordan blocks of say length r^. Say that u\,..., uTi are a Jordan 
basis for one of the blocks, i.e., K(v, Uj,2) = MJ2+I, where we assume that 
uri+i = uTi+2 = • • • = 0 and we used the fact that Kv has only the zero 
eigenvalue. Then, we have from (5) that 

0 = [Kv, KUl]v = Kvu2 = u3. 

This means that each Jordan block is either 1-dimensional or 2-
dimensional. Elementary linear algebra now shows that we can choose 
the blocks in such a way that they are all mutually orthogonal and such 
that if u\ spans a 1-dimensional block, then h(u\,ui) ^ 0 and if u2 

and us span a 2-dimensional block with Kvu2 = «3, then /i(1*2,1*2) = 
/i(1*3,1*3) = 0 and h(u2,us) ^ 0. 

Then, we have, in case u\ spans a 1-dimensional Jordan block that 

-aui = [Ku,KUl]v = -KUlw, 
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and in case that 112 and U3 span a 2-dimensional block, with h(u2, U2) = 
h(u3,us) = 0 and h(u2,us) 7̂  0, we get that 

-(IU3 = [Ku,KU3]v = -KU3w. 

Hence h(Kwii3,U2) = h{KwU2-,u^) = 0/1(1*2,1*3), implying that a is the 
component of KWU2 in the direction of U2 as well as the component of 
Kwii3 in the direction of «3. 

Finally, we have 

—aw = [Ku,Kw]v = Ku(av) — Kw(w) = aw — Kww. 

So, we have that 

a is the component of Kwv,2 in the direction of 1*2, {1*2,^3} 

block of dimension 2 

a is the component of Kwu$ in the direction of U3, {«2,1*3} 

block of dimension 2 

a is the component of Kwu\ in the direction of u\, {u\} 

block of dimension 1 

2a is the component of Kww in the direction of w 

a is the component of Kwv in the direction of v 

a is the component of Kwv, in the direction of u. 

Hence the apolarity condition for Kw yields 0 = (n + l)a. Hence a = 0, 
which is a contradiction. 

We now proceed to the general case and we suppose that the result is 
not true. Call £ the smallest number such that K%v is linearly dependent 
from v,K(v,v),... Ks

v~
lv. Since we assumed the result to be false we 

must have that t < k + 1 and because of the previous part of the proof 
we must have that £ > 1. So, we can write 

£-1 

(17) Kl
vv = Y,"iKÌv. 

i=0 

However this allows us to show that 

(18) h(v,Kt
v
1v)=0, 

for all numbers i\. Hence the space spanned by v,..., Kf,~1v, which we 
denote by V is a null-space, i.e., the inner product of any two elements 
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in this space equals zero. It now follows from (5) that K(Kl
v
lv, K%2v) = 

Kl1+V2+1v So, if we write u = xv + K(v,v), where since £ > 1 we have 
that v and K(v,v) are linearly independent, we get that 

K(u, u) = x2K(v, v) + 2xK{v, K{v, v)) + K(K{v, v),K(v, v)) 

h + 1 

xzKvv + 1xK*v + K*v 

Ki-1u=Y,xi-l2(i)Ke
v
+t-2-1v. 

i2=o \l2 

In the above equations, we can use (17) in order to express ev
erything as a linear combination of the linearly independent vectors 
v, K(vj v),... , Kl~lv. Sorting with respect to powers of x, we get that 
the condition that u,..., Kfl~

1u are linearly dependent reduces to a non-
trivial polynomial equation in x of degree 1 + 2 + • • • + £. Since every 
polynomial over the complex numbers has roots, we can find an x such 
that u,Kuu,... ,K^~1u are linearly independent. Since v and K(v,v) 
are linearly independent, u is non-zero and since u, Kuu,..., Kl

uu G V, 
which is a nullspace, u satisfies the conditions of the lemma. This yields 
a contradiction. q.e.d. 

We now introduce several sets Mj by 

(19) Mj = {v\0 ^ v and h(v,Kl
v(v)) = 0,Vi < j}. 

For example, we have that MQ is the set of all nullvectors. Clearly, we 
also have that Mj+\ C Mj. By Nj we denote the corresponding set of 
null-directions. 

Before showing now that the sets are actually differentiable mani
folds, we need the following technical lemma. 

L e m m a 4. Let v be a nonzero vector such that h{v,Kl
v{v)) = 0 for 

all % < j . Then, for any vector u, we have that 

h(u,KJ,(v)) = h(v,KJ,(u)) = h^K^K^K^iv)), 

for £<j + 2 and 1 < k < £. 

Then, we have: 
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T h e o r e m 4. If Mj is not the empty set, then Mj defines an (n — 
j — I)-dimensional manifold. 

Proof. Let v G Mj. Denote by k the smallest index such that 
h(vj K^v) = a / 0 . From Lemma 3 such k must exist and because 
v G M j , we also have that k > j . Lemma 3 implies that the vectors 
v,K(v,v),... ,K%v are linearly independent vectors and thus span a 
k + 1-dimensional vector subspace of V. We now define vectors e-i by 

ei = K\-Xv, 

for i = 1 , . . . , k + 1. Since Kv is a symmetric operator it follows that 

(20) h(eil,ei2) = h(K^-1v,K^-1v) 

= h(v,KÌ1+Ì2-2v) = 0 , h+i2<k + 2 

(21) h(eil,ei2) = h(K:r1v,Kl*-lv) 

= h(v,K%
v
1+i2-2v)=a, h+i2 = k + 2, 

So we see that the vector space F is a nondegenerate subspace of W1. 
This implies that the Rn can be written as the direct sum of V and 
V^. We take now for e^+2 , . . . , en an arbitrary orthonormal basis (i.e., 
h{ei2,eh) = eioÌ2i3ì i2ìh > k + 1), of F- 1 . 

Now, we write 

(22) w = yiei + y2e2-\ hy„e„, 

and define functions by fi(yi,... ,yn) = h(Kl^lw,w) Using Lemma 4, 

we get that the (j + 1) x n matrix -éf- = [mu] has the following 
w(i,o,...,o) 

properties: 

(i) mie = 0, I > k + 1, 

(ii) m i ( f e+2_i) = (i + l)a, 

(iii) mu = 0, I < k + 2 - i 

Since the above system has maximal rank, the implicit function theorem 
shows that Mj is an (n — j — l)-dimensional differentiable manifold. 

q.e.d. 

Therefore, if we denote by q the greatest index such that Mq is non 
empty and because all the considered spaces have different dimensions, 
we get the following inclusions, 

(23) | C M , C M g _ ! C • • • C M 0 
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It is clear that q is limited by the index of the metric. Indeed, suppose 
that Mis 7̂  0 and take v G M<ÏS. Then as shown before, the space 
spanned by v, Kvv,..., Ks

vv determines an s + 1-dimensional null space. 
This contradicts the fact that the index of the metric equals s. 

We want to show now that M^s-i ^ 0- In order to do so, we consider 
the largest even number Ik such that M2fc ^ 0. We define a series of 
functions by 

fi(v) = h(KÌ-1v,v). 

We now want to define a suitable function on a compact set. For 
this purpose we consider several cases. 

(i) First we assume that /2fc+2 never vanishes on a connected com
ponent of M2fc. If so, we will restrict ourselves to that connected 
component and define a function g on it by 

9(v) = / 2 * + 3 ^ 4 

Since for A a positive number, we have that g(Xv) = g(v) and since 
g is continuous, it follows that g attains an absolute maximum (and 
thus also a relative maximum) on our connected component. 

(ii) If /2fc+3 > 0 on a connected component of M2fc, we again restrict 
to this connected component and we define a function g on it by 

„(v) — hk+2(v) 
9\°) — 2fc+3 • 

f2k+3(v)2k+4 

Similarly as before, we get that g attains an absolute maximum 
and an absolute minimum on this connected component. Since 
the points for which f2k+2 vanish form a lower dimensional dif-
ferentiable manifold, at least one of those two numbers must be 
different from zero. 

(iii) If /2fc+3 < 0 on a connected component of M^u-, we again restrict 
to this connected component and we define a function g on it by 

9(v) = hk+2(V^ • 
(-/2fc+3W)2fc+4 

Similarly as before, we get that g attains an absolute maximum 
and an absolute minimum on this connected component. Since 
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the points for which /2fc+2 vanish form a lower dimensional dif-
ferentiable manifold, at least one of those two numbers must be 
different from zero. 

(iv) If f'2k+3 > 0 on a connected component of M^k and there exists a 
v such that f2k+ziv) = 0- Then f2k+2(v) 7̂  0. Choose e = ± 1 such 
that ef'2k+2(v) > 0. On a neighborhood of v in M2k, we now define 
9 by 

9{w) — 2ÄI+4 

Clearly g has a relative minimum in v. 

(v) If f'2k+3 < 0 on a connected component of M2k and there exists a 
v such that f2k+ziv) = 0- Then fik+2{v) 7̂  0- Choose e = ± 1 such 
that ef'2k+2(v) > 0. On a neighborhood of v in M2k, we now define 
9 by 

9\w) — 2k+i 

Clearly g has a relative maximum in v 

(vi) We assume now that none of the above cases are satisfied. In par
ticular, this implies that M2k+i is not the empty set. We also 
know that for every v G M2fe+i, we have that f2k+ziv) 7̂  0- If 
Î2k+z{v) > 0 for every v G M21C+1, we define on the nonempty 
closed subset 

A = {v£M2k\f2k+3(v)<0}, 

a function g by 
n(,.\ — f2k + 3(v) 
9\°) — 2fc+4 

/2H»(»)2W 

Notice that if J2k+2{v) = 0, it follows from our assumptions that 
v $L A. Hence, the function g is well defined on A. Therefore g 
attains an absolute maximum and absolute minimum on A. In 
view of the previous cases, we know that there exist a v such that 
g(v) 7̂  0. Hence either the absolute maximum or the absolute 
minimum is different from zero, and thus occurs at an interior point 
of A. This implies that the function (defined on an open subset 
of M2k also has a relative maximum or minimum in that point. 
Similarly, if f2k+z{v) < 0 for every v G M2k+i, we define on the 
nonempty closed subset 

A = {v£M2k\f2k+3(v)>0}, 
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a function g by 

g(v) = / 2 * + 3 ^ 4 

Notice that if f2k+2(v) = 0) it follows from our assumptions that 
v $L A. Hence, the function g is well defined on A. Therefore, 
g attains an absolute maximum and absolute minimum on A. In 
view of the previous cases, we know that there exist a v such that 
g(v) ^ 0. Hence, either the absolute maximum or the absolute 
minimum is different from zero, and thus occurs at an interior point 
of A. This implies that the function (defined on an open subset of 
M<2k) also has a relative maximum or minimum in that point. 

(vii) Finally, we consider again that none of the above cases are satisfied. 
As before we have that then M2k+i is a differentiable manifold. We 
also have that f2k+3 is nowhere zero on M2k+i- By exclusion of the 
cases, we can write M2k+i as the disjoint union of two open (and 
closed) sets A and B, where 

A = {v G M2k+1\af2k+3(v) > 0}, 

and 

B = {ve M2k+1\af2k+3{v) < 0}. 

We define a function g on A by 

n(v\ — hk+AJv) 
9\v) — 2fc+5 • 

(a/2*+3M)2fe+4 

As before, g attains an absolute maximum and an absolute mini
mum on A. 
Remark that if v G M2k+i, that v,..., K%k+2v are 2k + 3 linearly 
independent vectors whose metric components form an lowerdiago-
nal matrix with codiagonal entries given by /t(i>,i^fe+2t>), the sign 
of which determines the index of this subspace, which is different 
depending on whether v G A or v G B. Therefore, in order for this 
case to occur, we must have that n > 2k + 3 

Let £ = 2k if Case (i) upto case (vi) is satisfied and let £ = 2k + 1 
if Case (vii) is satisfied. Denote by v the vector which was constructed 
in all of the cases. Then, we have that fi+2(v) ^ 0. Since fi+2(Xv) = 
\£+3fi+2(v) it follows that we can rescale v such that fi+2(v) = e, where 
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e = 1, unless we have Case (vii) and a is negative. In that case, we have 
e = - 1 . 

We now proceed to construct a special basis. From Lemma 3, it 
follows that v, Kvv,..., Kf,+1v are linearly independent vectors which 
span a vector space V. As before, we introduce a basis e i , . . . , e^+2 by 
e-i = Kl~lv, for i = 1, ...,£ + 2. As before, we get that V is nonde
generate and we decompose W1 as the direct sum of V and V^-. At 
the moment, we take for eg+3,...,en an arbitrary orthonormal basis. 
It now follows from the proof of Theorem 4 that TVM^ is spanned by 
e i , Q + 3 , . . . ,en. 

In the same way, we can show that there exists a neighborhood of 
v in Mi such that the vectors u which belong to this neighborhood 
and satisfy f^^u) = e define an (n — £ + 2)-dimensional differentiable 
manifold (in a neighborhood of v). If we denote this manifold by M£, 
then it is straightforward to check that TVM£ is spanned by e^+3, . . . , en. 
Thus in a neighborhood of v, M*( is a semi-Riemannian differentiable 
manifold. 

We now need again another technical lemma of which the proof is 
straightforward. 

Lemma 5. Assume that u,w G {e i , . . . , e^yi)1-. Then, we have 

v (24) K?KuKl 

(25) h(u,Ke
v
+2(v)) = h(v,KJ,+2(U)) = h(v,Ki+2-^KuKirl(v)), 

(26) h(u,K%
vw) = h(w,Kl

vu), 

(27) =h(w,KÌ*KuKÌ-i*-1v), 

(28) =h(u,Kt
v
iKwKt

v-
u-1v), 

(29) = % , ^ 4 ^ « ^ " < 4 _ 1 w ) , 

(30) =h(v,Kt
v*KwKt

v-
i*-1u), 

(31) = ^ ( t ; , ^ ^ ^ 6 ^ ^ 8 - * 6 - 2 « ) , 

(32) = h{v,K\fKuK\fKwK\-^-^-2v), 

Theorem 5. We have that K%+2v is a linear combination of 
e\,... ,e£+2, i.e., there exist numbers ai,...,a,£+2 such that Kf,+2v = 
Z^=i aiee+3- % 

Proof. We know that the tangent space to M£ at v is spanned by 
Q_|_3, . . . , en. Let u be a vector in the tangent space and / be an arbitrary 
function, which locally extends to a function / on Mn. Elementary 
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differential geometry gives that u(f) = ftf(a(t))\t=o = fJ{v + tu)\t=o, 
where a is an arbitrary curve on Mg with a(0) = v and a'(0) = u. 

Let u G span{e^+3,... ,en}. Then using Lemma 4 and 5, we obtain 
that 

fe+2(v + tu) = fe+2(v) + (£ + 3)i h(u, Ke
v
+1v) + 0(t2) 

= fi+2(v) + (£ + 3)th(u, ee+2) + 0(t2) 

= fe+2 ( (v) + 0(t2) 

fe+3(v + tu) = fe+3(v) + (£ + 4)th(u, Kl+2v) + 0( i 2) , 

from which it follows that 

(33) u(fe+2) = 0, 

(34) u(fe+3) = (£ + A)h(u,Ke
v
+2v) 

Now, applying a case by case analysis of the definition of g it follows 
that u(g) vanishes if and only if h(u,Kf,+2v) = 0, which completes the 
proof of the theorem. q.e.d. 

Recall that for ii,i2,ji,j2 G {1, ...,£ + 2}, we have that 

(35) hhi2 = h{eh,eÌ2) = 0, h + i2 < £ + 2 

(36) hili2 = h{eh,eÌ2) = e, h + i2 = £ + 3 

(37) /ij1Ì2 = h{eh,eÌ2) = hjlJ2 = h(ehìeJ2), ix + i2 = jx + j2 

Using the previous lemma, the other components of the matrix h = 
[hi^] can be inductively defined as follows. For %\ +i2 > £ + 3, we have 
that 

(38) hiei^e^) = h(Keiei+2, eil+i,2_t_3) 
e+2 

(39) = ^aih(eW-,heil+Ì2-i_3)), 
i=l 

However, for our purposes, it is more convenient to introduce a ma
trix H = [Hili2], iui2 G { l , . . . , £ + 2} by 

(40) Hili2 = 0 , h + i2 > £ + 4 

(41) Hili2 = e, ii + «2 = ^ + 3 

(42) Hili2 = -eai+3_h_i2, h+i2<£ + 2 
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Notice that whereas the matrix h is an lowerdiagonal matrix, the matrix 
H is an upperdiagonal one. It is easy to show that h.H = Id. 

Remark that we already know Keiei2, for i2 G { 1 , . . . , £ + 2}. As in 
the case of the metric, using those it is possible to compute all Kei e,2, 
h,Ì2 G {!)••• ,£ + 2}, by induction on %\ + i2. Indeed, we have for 
ii,i2 G {2, ...,1 + 2} that 

ei1^Ì2 = eil -"-ei 6 j 2 — 1 

= KeiKeiiei2-i + [Keh,Kei]ei2-i 

= KeiKeheÌ2-i - ahiei^e^-i)ei, 

which allows us to determine Kei e,2, ii,i2 G {1,...,£ + 2}, explicitly 
in terms of a,ai,... ,a,£+2. In particular, we get that Kei e,2 G V, for 
h,Ì2 G {I, •••,£ + 2}. Moreover, we also deduce that if %\ + %2 < £ + 3 
that 

Of course, as was the case also with the components of h, these 
expressions can be quite complicated. Fortunately, we can avoid making 
these computations. For our purposes, it will be sufficient to know that 
it can be done. However, we still need to compute the traces of the 
operators Kei restricted to the vector space V. For that purpose let 
x G span{ei , . . . , ê _|_2} and denote by a(x) = tr&cey Kx, the trace of 
Kx restricted to the vector space V. Since H is the inverse matrix of h, 
we have that 

e+2 
a{x) = ^ h(Kxeinei2)Hi2il 

Ìl,Ì2 = l 

e+2 

= 5Z h(X^Kei1
eÌ2)HÌ2h 

Î1,Ï2 = 1 

e+2 

= J2 h{x,Kl\^-\x)Rl2ll 
Ìl,Ì2 = l 

e+2 
= J2ih(x,Kiei)Hli 

i=l 

e+i e+2 
= ^2 ih(xi ei+i)Hu + {£ + 2)e ^ a^x, ee+3_i) 

i=l i=l 

h+i2<£ + 3 

h+i2<£ + 3 

i = ii + i2 - 1 
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In particular, if we denote a^ = «(e^), we get that 

£+1 h 

i=£+2-ii i = l 

In particular, since Hn+i = —ea\, it follows that 

(43) ai = (£ + l)e(-eai) + (£ + 2)eaie = ai 

In general, using the induction hypothesis for h, we get that 

e+i h-i 
ah = 5Z ih{eh,ei+l)HU + (̂  + 2 ) e X l aMein e£+3-i) 

j = f + 3 - i i i = l 

+ (£ + 2 - ii)eHu+2_n + {£ + 2)e2an 

e+i i+h-i-2 

= hai1+ 2_^ z_^ iHiiai2He£+3-i2>
ei+ii-e-2) 

i=e+3-i1 i2=i 

i + ii - i 2 > ^ + 2 
ii—1 ii—i 

+ (£ + 2)e ^2 5Z aiai2^(e^+3-i2)
 e i i-i) 

i = l Î2 = l 

£ + 2 - i + i i - i 2 > £ + 2 
ii —1 -M-l 

= Höil + X l a i 2 ( 5Z ÌHl'MeÌl-Ì2>eÌ+l) 
Ì2 = l j=ü+2 + i 2 - i l 

Ì 1 - Ì 2 

+ (£ + 2)e ^ ^^(e^-i^e^+a-i))) 
i= 

i i - 1 

l a i i + ^ ah 

i = l 

i i - 1 

^ i l — Ì2^Ì2 ' 

Ì2 = l 

Remark 1. The above derived induction relation is a well-known 
one and it is called the Newton-formula. We look at the equation 

£+2 

(44) xw - J2 Oî +3"* + ae = 0, 
i = l 

and we denote by s^ = X)i=i ^ o w n e r e ^i5 * = 1, •••,£ + 3 are the 
roots of (44). Then, it is well known that si = ai. However, perhaps 
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less well known are the Newton formulas, which express the other si by 
induction, see for example [5]. Indeed, we have that 

i i - l 

(45) sh = hah + ^ ah-i2si2i 

Î2 = l 

for ii < £+2. It, therefore, follows that a^ = s^ and that these numbers 
can be characterised as the sum of powers of roots of a polynomial 
equation. 

R e m a r k 2. Since v,... ,Kf,+1v are linearly independent, we must 
have that n > £ + 2. Moreover, as explained before, if n = £ + 2, then 
we must be in Case (i) to Case (vi), and thus £ = 2k. In that case 
v,... ,K%k+1v form a basis for the entire tangent space and we have 
seen how we can express both the components of the metric and the 
multilinear map K in terms of a, a i , . . . , a^+2- Of course, in this case the 
apolarity conditions would imply that a^ = s^ = 0. Since si = ai, this 
implies that a\ = 0 and rewriting (45) as %\a;ix = s^ — Y^i=i aii-i2si2-> 
it also follows that a 2 , . . . , a ^ + 2 vanish. Therefore, we have found a 
basis in which everything can be expressed in terms of the non-zero 
number a, and the index which since the matrix with respect to the 
basis ei,.. . ,e2fe+2 is an underdiagonal matrix with entries 1 on the 
codiagonal has to equal k + 1. 

We now may assume that n > £+2, and therefore V1- is a non-empty 
invariant subspace of Kv. This means that if necessary by complexify
ing, we can find a Jordan form for Kv on V^-. So, we can divide V1-
up into say i\ Jordan blocks of say length r ^ . Assume that u\,... ,un 

form a Jordan basis for one of those blocks (with eigenvalue A), i.e., we 
have 

K(v,ui2) = ui2+i + Xui2, 

where we put uri+\ = uri+2 = • • • = 0. Then, by induction we can prove 
the following lemma: 

L e m m a 6. We have 

KellUl=YJ(
l})\^Ut+l2i 

i2=0 ^ 2 

where i\ G {1, ...,£ + 2}. 
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L e m m a 7. The eigenvalues of the linear operator Kv, restricted to 
V1- are roots of the equation (44). Moreover, a Jordan block of dimen
sion greater then or equal to two can only exist if (44) has a double 
root. 

Proof. Using the previous lemma, we see that 

aeui = [KUi,Kei+2]ei 

= KUiKeiei+2 - Ke(+2KeiUi 

e+2 

= KUi(^ ahel.+3-h) - Ket+2(^Ui +Ui+i) 

e+2 e+3-h /e . x 

= £ « , E (<+ -")A«-«-»U,+M 

- * T . ( ' V ) A'+2""U,+M - £ C V) A'+2~*I-+«+" 
i2=0 Z Î2=0 Z 

Taking i = 1 and looking at the wi-component we get that 

e+2 

(46) - J2 Oil ie+3~h + ö e + A^+3 = ° 
i i = i 

which shows that A is a root of the equation (44). If there exists a Jordan 
block of length greater then or equal to 2, we also have an ^ -componen t 
for this block which yields 

e+2 

(47) 0 = J2 ah (t + 3 - k)Xe+2~h -{£ + 3)\e+2, 
n = i 

and therefore implies that A is a double root of (44). q.e.d. 

Denote by Ai , . . . ,A^ + 3 the roots of the equation (44) which are 
possibly complex numbers and let m^ be the multiplicity that each root 
Ajx of (44) appears as an eigenvalue of the linear operator Kv restricted 
to VL. Then, the apolarity conditions state that for i G { 1 , . . . , £ + 2}, 
we have that 

e+3 e+3 
(48) 0 = t r a c e d = ai + ^ m^A^ = ^ ( m ^ + 1)A^ 

i l = l ii = l 
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L e m m a 8. The equation (44) has no double roots and therefore Kv 

restricted to V1- can be diagonalized over C. 

Proof. Notice that A = 0 is not a root of the equation (44). Let 
us assume that the equation (44) has q different roots, which we may 
assume to be A i , . . . , Xq, where q < £ + 3. Therefore, we can express (48) 
using only those different roots. Therefore, there exist positive natural 
numbers such that Y^i =i ^iiKi = 0, for i = f, . . . , .£ + 2. Notice that 
since q < £ + 3, we can interprete this as a system of linear equations 
in fin with at least as many equations as we have unknowns. The 
determinant of the first q equations is a determinant of Vandermonde, 
which since zero is not a root and all remaining A's are different is 
different from zero. Therefore, this system should only have the trivial 
zero solution. This contradicts the fact that the m-i are positive natural 
numbers. q.e.d. 

L e m m a 9. If £ = 2k, the equation (44) has only 1 real root, whereas 
if £ = Ik + I, the equation (44) has no real roots. 

Proof. Denote by 1q the number of complex roots of the equations 
(44). Therefore, we can arrange the roots in such a way that A2Ì-1 = A2Ì, 
where i = 1,..., q are the conjugate complex roots and A2Ç+1,..., A^+3 
are the real roots of the equation. Notice also that , since Keiv = Keiv, 
the multiplicity with which a complex root and its conjugate occur are 
the same, i.e., we have that 'm,2i-i = fn^i- We consider now on M^+3, 
given by 

Be+3 = {(xi +ÌX2,X3 +iX4,...,X2q-l + ÌX2q,X2q+l, • • • ,X£+3)} 

the following metric: 

q £+3 

<x,y>=^22(m2i1+l){x2i1-iy2i1-i-X2i1y2i1)+ ^2 K + ^ n W r 
i i = l ii=2q+l 

The signature of this metric equals q and therefore the maximal dimen

sion of a nullspace is q. On the other hand, the vectors z^ defined 

by 
ZH — \A1 ) A3 ' • • • ' A 2 p - 1 ' A 2 p + 1 ' A 2 p + 2 ' • • • Î Ae+3)i 

where 12 = 1 , . . . ,£ + 2 are linearly independent, since the determinant 
is a determinant of Vandermonde. By the apolarity conditions, see (48), 
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we have that 

<zh,zV2 > = ^ ( m i 3 + l ) A ^ + i 2 = 0 , 

»3 = 1 

provided %\ + %2 < £ + 2. 
Now, we consider two cases. If £ = 2k, we have that z\,... ,Zk+i 

span a f c + 1-dimensional null-space. Since the metric has signature q, 
we have that q > k + 1. On the other hand, we have that £ + 3 — 1q = 
Ik + 3 — 2p > 0. Combining these, we get that q = k + 1 and thus 
£ + 3 - 2p = 2k + 3 - 2k - 2 = 1. Therefore, (44) has only 1 real root. 

In the case that £ = 2k + 1, we proceed in the same way. However, 
in this case, we use that if %\ + %2 = 2k + 4 = £ + 3, that we have that 

<zh,zi2 >= ^ ( m i 3 + l)Af+3 

Î3 = l 

e+3 e+2 

= £(m î3 + l)(5>2Af3+
3-î2-ae) 

Î3 = l «2 = 1 

e+3 

= -ae^(mi3 + 1) 
J3 = l 

= —ae(n + 1). 

So, we see that , with respect to the vectors z\,..., £2fc+3? the metric is a 
lowerdiagonal matrix with negative entries (because of our choice of e) 
on the codiagonal. This means that the signature of this subspace equals 
A; + 2 and thus k + 2 < q. On the other hand, £+3-2q = 2k + A-2q > 0, 
so we deduce that q = k + 2 and that our equation does not have any 
real roots. q.e.d. 

So far, we have only used the fact that the function g had a critical 
value in our vector v. However, we also know that this critical value has 
to be a local minimum or a local maximum. This would imply that the 
matrix obtained by taking the second derivatives cannot be indefinite. 
Since g, considered as a function on Mi attains a relative minimum or 
relative maximum in the vector v, it is clear that the function g, consid
ered as a function on the semi-Riemannian manifold M*t also attains a 
relative minimum or maximum at the vector v. Since the function /^+2 
is constant on M£ this together with the definition of g in the different 
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cases implies that the function fe+3, considered as a function on M*( 

attains a relative minimum or maximum at the vector v. 
We now use the exponential map and denote by 

n 

(49) K(yi+3,...,yn) = expv{ Vi^h)-
h=£+3 

Then elementary differential geometry shows that K defines a local dif-
feomorphism between a neighborhood of v in M% and an open part 
around the origin of R n _ ^ - 2 . Since K is a local diffeomorphism, we 
know that fn+3 o K attains a relative minimum or relative maximum at 
the origin. In order to compute the type of the critical point, we now 
have to compute 

where ii,Ì2 G {£ + 3,... ,n}. 
Looking at vector in W1, we know that 

(50) fh(K{ye+3,...,yn)) = 0, 

(51) fi+2(K(ye+3,...,yn)) =e, 

for ii = 1, ...,£+ 1. Deriving the above equation, denoting by K U the 
i i - th component of the vector K, we obtain that 

n 

dxi2 dya ' 
Î2 = l 

and 
n _ n 

E 92fii du'? 9 K ' 3 , V ^ dfh Q-2Ki2 _ 
dxi2dxi3 dya dyß ' 2-^i dxi2 dyadyß 

î2,î3 = l Î2 = l 

where a, ß G {£ + 3 , . . . , n}. 

Since by the definition of the exponential map, n(t, 0 , . . . , 0) is the 
geodesic through v in the direction of e£+3, we get that ^£r"|o = <̂ 2a> 
and since the exponential map provides parallel coordinates at v, we 
also have that g g |o is normal to TvMg. Substituting these values in 
the previously obtained equations, we find that 

1+2 

(52) d2fil I = Y^ dfil I d 2 « h l„ 
v ' dxadxß\v Z_^i dxi2\'° dyadyß \° 

1 2 = 1 
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Completely similarly, denoting by F = fi+^ o K, we find that 

e+2 
(eq\ d2F I _ d2fi+3 | y ^ dfi+3 I _aV2_| 
^ ' dyadyp'0 dxadxß \'u ' 2_^ dxÌ2 <v dyadyß\® 

Therefore, in order to obtain d^ F , we need to compute ;^giL|i>, /^ + 3 \v, 

Ük-ß\v
 a n d fit^l<" w h e r e »2 = l , . . . , n , a , 0 = £ + 3,...,n and 

ii = 1, ...,£ + 2. This can be done in a straightforward way using 
Lemma 4 and Lemma 5. It follows 

g^\v = (k + l)h(eÌ2,eh), 

dfi+3 
^+2 

dxi v 

,ee+3-h) 
'2 

d2fh i-i-1 dxadxßv{h + l)iih(ea,Kl\ eß) 

S^\v = (£ + m + mea,Kifeß). 

Therefore, we get that (52) reduces to 

e+2 

(54) hh^K^ep) = -J2 ^2 ,en)Ä d2K*2 I 

Î2 = l 

Since /i and i f are each others inverse, we can still rewrite (54) as 

e+2 

(5 5) fifelo = - 'ZliiHi1iah(ea,Ki\-1eß) 
i i = i 

Combining now all of these previous results, we find that 

e3^\o = (£ + ±W + me*,Kifeß) 

e+2 e+2 e+2 

- 5 Z ^ aiMeÌ2,ee+3-h)(^ hHÌ2Ì3h(ea, Kll^ef]))} 

= (£ + 4){(£ + 3 ) / l ( e a , < + 2 e / 3 ) 

^+2 ^+2 

- ^ Ì 3 / i ( e a , K ^ - 1 e / 3 ) ) ( J2 a»i^i2i+3-»i-o'i3Ì2)} 
i 3 = l H,Î2 = 1 
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= (£ + 4){(i + 3)h(ea,K
e
efeß) 

e+2 

- ^hHea,Kll~leß))a£+3-is} 

Now, we can obtain the following lemmas by choosing the remaining 
part of the basis e ^ + 3 , . . . , en appropriately. 

L e m m a 10. The linear operator Kv restricted to VL cannot have 
a complex eigenvalue 

Proof. We suppose that it has a complex eigenvalue /z = ß\ + i\i<i-
It is easy to check that then there exists real orthogonal vectors v\ and 
i>2 with h(vi,vi) = 1 = —h(v2,V2) and such that 

KvVl = /iiUi - ß2V2 

KVV2 = H2V\ + ß\V2 

We choose e^+3 = v\, e^+4 = v2. In (V © { Q + 3 , e^+4})± we take an 
arbitrary orthonormal basis e ^ + 5 , . . . , en. Then it follows that 

d'2F d 2 F n sic — n 

if /3 > £ + 4. Moreover, denoting by g(a;) the lefthandside of (44) and 
by q'{x) its derivative, we have that 

&2F (e + 4)Im(q'(rì) dxt+3dx{+4 

d2F 
dxt+4dxi+4 

(i + 4)Re(q'(ß)) 

Since /i is an eigenvalue of Kv, we know that /z is a root of (44). Hence 
</(//) = 0. Since (44) has no double roots, it follows that q'{ß) is different 
from zero. This implies that the t + 3,£ + 4-block of the matrix is 
indefinite, which is a contradiction. q.e.d. 

As a consequence of the above lemma, since in Case 7 there are only 
complex eigenvalues, we get that that case cannot occur. Hence only 
Case 1 upto Case 6 are possible and therefore from now on, we may 
assume that £ = 2k. However, in that case, as we discovered before, 
(44) has only one real root. So, we get that Kv restricted to V1- is a 
multiple of the identity. 
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L e m m a 11 . The metric, restricted to the space V is positive def
inite 

Proof. Let us suppose that V1- is not positive definite. Hence, there 
exists a vector which we can choose to be e^+3 such that /i(e^+3, e^+3) = 
— 1. Since £ = 2k, it follows that the index of the metric restricted to 
the 2k + 2-dimensional space V is k + 1, i.e., on V the number of + 
signs equals the number of — signs. Since the index was at most half of 
the dimension, it follows that there must exist also a vector, orthogonal 
to F © {ee+3} such that h(ei+4, e^+4) = 1. In (V © { Q + 3 , ei+i})1- we 
take an arbitrary orthonormal basis e ^ + 5 , . . . , en. Since Kv on V1- is a 
multiple of the identity, it follows that 

&2F 0, 
dxe+sdxa 

= 0, d2F 
dxi+idxß 

where £ + 2 < a ^ + 3 a n d ^ + 2 < £ ^ £ + 4 
If we denote by A the eigenvalue, it follows that 

d2F ârffe = _(, + 4)(g'(A)) 
(i + WW) d2F 

dxt+4dxt+4 

Since A is an eigenvalue of Kv, we know that A is a root of (44). Hence 
q(X) = 0. Since (44) has no double roots, it follows that q'(X) is different 
from zero. This implies that the t + 3,1 + 4-block of the matrix is 
indefinite, which is a contradiction. q.e.d. 

Since the components of the metric restricted to the space spanned 
by v,..., K^k+lv form a lowerdiagonal matrix with 1 entries on the 
diagonal, we have that the index of the space V equals k + 1. This 
together with the previous lemma shows that k = s — 1, where s denotes 
the index of the metric. In particular, we get that M^s-i 7̂  0-

Notice that we already have that 

(56) K(Vl,v2)eV 

(57) K(ei, wi) = Xwi, 

for i G { 1 , . . . ,2s}, i>i,t>2 G V and w\ G V . This means that we can 
apply the reduction theorem. However, before doing so, we first want 
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to investigate the apolarity conditions once more, taking into account 
that only 1 eigenvalue occurs, that k = s — 1 and that £ = 2k. Then, 
we have that 

Si + (n- 2s)Xi = 0, 

for i = l , . . . , ( n — 2s). From this, using the Newton formulas and 
an induction argument, it is possible to determine the coefficients Oj 
explicitely. 

Lemma 12. We have that 

fn-2s + i - l \ , 
a* = - { i )X-

Since A itself has to be a real root of (44), it follows that 

Lemma 13. We have a = -A 2 s + 1 ( 2 ") . 

The above lemmas show that on the space V everything is com
pletely determined by the value of a. Now, we apply the reduction 
theorem and obtain a similar problem on a positive definite space V1-
with number a*, where a* is given by 

a* = a — tracey a 
2s 

= a- ^ a(eh)a(ei2)
Hiii2 

h,Ì2 = l 
2s 

= a — ^ ^ 1 2Hiii2 
H,î2 = l 

2s 

= a+ ^ \i+Ì2a2s+l-h-Ì2 
H,î2 = l 

2s-l 

= a + J2 iX'+1a2s-i - 2s\2s+1 

i=l 

The above formula implies that the signs a and a* correspond. In par
ticular, a* is different from zero. Since we have shown that our problem 
on an n — 2s-dimensional positive definite vector space has a unique 
solution, unless n — 2s > I and a* is positive in which case there are no 
solutions, we obtain the uniqueness part of our claim. 
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In order to get the existence part, all we have to do is to write down 
an explicit solution. This can be done as follows. We take a basis of our 
vector space {u\,..., us, v\,..., vs, e\,..., er } and define a metric h by 

(58) 

(59) 

(60) 

(61) 

h{Ui,Uj) 

h(ek,ee) 

h(ui,Vj) 

h(ui,ek) 

= h{Vi,Vj 

= Ækl, 

= Æj, 

= h(vi,ek 

o, 

o, 
where i,j = 1 , . . . ,s and k,£ = 1 , . . . ,r . Assuming now that £ < k and 
% < j , we introduce a multilinear map K by 

(62) 

(63) 

(64) 

(65) 

(66) 

(67) 

(68) 

(69) 

(70) 

(71) 

(72) 

wher 

(73) 

(74) 

(75) 

(76) 

(77) 

(78) 

(79) 

K(ui,Uj) 

K(ui,Vj) 

K(ui,ek) 

K(vi,Uj) 

K(vi,Vj) = 

K(vi,ek) 

K(ui,Ui) 

K(ui,Vi) = 

K(vi,Vi) = 

K(ek,ee) 

K{ek,ek) 

e the cci,ßi 

= \Uj 

= \Vj 

= X\ek 

= \ { \ - Q.i)Uj 

Xi(Xi - a>i)vj 

= Xi(Xi - a>i)ek 

= atïUi + Vi 

i—l 

^(XJVJ + (Ai ~ aj)^3Uj) + ßiUi + aiV 

JiUi + ßiVi 

= -ßlßh 

s k—l 

= X]( V J + (XJ - aj)xJuj) - J2 Met + 
j=i i=i 

, 7J , ßk and A, are constants determined 

\3 \3 n (n+l ) (n- l ) 
Ai A l (n-2j+2)(n-2i+l)(n-2j+3) ' 

_ n-2i\ u ! — 2 *' 

ft = - ± ( n - 2 i ) ( n - 2 i + 2)Af, 

7i = f (n-2i + 2)3, 

0 l = - ^ ( n - 2i + 2)(n - 2i + 1), 

2 ai(n+l) 
Ml — r(r+l) ' 

2 _ (r-M-2) 2 
« + 1 ~~ (r-f) « • 

( r - A;)/ifeefc, 
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Remark from (72) that the numbers \n are only needed in case that 
r > 1. It is also clear that if r > 1, it is possible to define those numbers 
provided that a < 0, which is exactly the case that we are considering 
at the moment. 

It can also be verified straightforwardly that h and K as defined 
above satisfy (5), (3) and (4). 

4. Introducing flat coordinates 

In this section we want to show first that the basis which we con
structed at one point can be extented differentiably such that at each 
point of a neighborhood h and K have the same expresion, i.e., we 
want to show that given p G M, there exist differentiable vector fields 
{U\, F i , . . . , Us, VS,E\,..., Er}, defined on a neighborhood of the point 
p which satisfy (58) to (79) in a neighborhood of p. 

First, we show that we can define U\ and V\ differentiably. 
We take a point p G M and we take the frame constructed at 
p previously. We can extend this frame to local vector fields 
{U\,..., Us, Vi,..., Vs, Ei,..., Er} such that h has the desired form and 
such that Ui(p) = Ui, Vi(p) = Vi and Ek(p) = e%. Then, the nulldirec-
tions V, different from V\, can be parameterized by 

V{q, (x2, ...,xs,y2,...,ys,zi,..., zr)) 
r s 

= tfi(ç)-(è£** + £^3/i)Vi(ç) 
fe=l i=2 

r s 

+ J2ZkÉk^ + S f o l t e ) + ViViiq)). 
fe=l i=2 

Let f'2, J3 be as defined in the previous section. Since f3(111) = 1a\ 7̂  0, 
4 

we have that g o V = (t°0y) is a well defined function on a neighbour
hood of (p, ( 0 , . . . , 0)). Since 

f2(V(p, (x2, • • • ,xs,y2, • • • ,ys, zi,...,zk)) 
s r 

= i + 3(J2 xiVi + ±J2 ^)(6Ai - 3 a i )+° ( 3 ) 
i=2 fc=l 

s r 

= l + l(n + 2)\l(Y^xlyi + \YJ
zl)+°^) 

i=2 fe=l 
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and 

h(V(p, (x2, ...,xs,y2,...,ys,zi,..., zk)) 
s r 

= 2ai + (J2 XiVi + \ Y, **)(12Ai - 4 Ä - 4«?) + o(3) 
i=2 k=l 

s 

= 2ai + Xj(2n + 8 ) ( J > ^ + lJ2zk)+ °(3) ' 
i=2 fc=l 

we see that <?|{p}XR™-2 n a s a critical value at (p, (0 , . . . ,0)) with value 

„(,,A3 - n(n-i) 
yyUl> - 2 ( n - 2 ) 3 a -

Moreover, a straightforward computation yields that 

a2 „i _ n 

3^3£70l(p,(o,...,o)) ~ u ' 

ö^%73l(p,(o,...,o)) = ° 
Ì i 
3 a2 „ I . ... _ 4/?
d 9 2 / 2 /?

d a2/3 I 
da^-dy* »10,(0,..-,0)) — 3 / 3 dxjdyi / f ôxjôî/j 10,(0,—,0)) 

2w(w+l) c 
( n - 2 ) 2 % 

aï^7ol(p,(o,...,o)) - 0 

ä£^0l(p,(o,...,o)) = 0 

a2 I _ 2n (n+ l ) r 
9 ^ 9 ^ 9 1 (p,(0,...,0)) - - („_2)2 ÖM 

Hence, the implicit function theorem shows that we can find local 
functions X2,y2,---,xs,ys,zi,...,zr on M such that g\tq\XRn-2 at
tains an critical value at every point g in a neighborhood of p. De
note the obtained vector field by U\, if necessary after rescaling to 
ensure that h(K(Ui,Ui),Ui) = 1 and take V\ as the null vector in 
span{Ui,K(Ui, Ui)} such that h(Ui, V\) = 1. In order to show that U\ 
and V\ are the desired vector fields, we first need to prove the following 
lemma: 

Lemma 14. We consider the function 

4 
h(K(u,u),u) 3 

yyU) - h(K(u,u),K(u,u)) 
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defined on an open set of nullvectors at a point of M. Then there exists 
a finite set containing all possible critical values. Moreover, if g attains 
a critical value in v with 

g(v) 
n(n—l) 

2(n-2)3a ' 

then Kv restricted to the space orthogonal to v and K(v, v) is a uniquely 
determined multiple of the identitity. 

Proof. We take a point of M. Remark that all lemmas upto Lemma 
9 of the previous section only used that v = e\ is a vector in which the 
function g attains a non-zero critical value. Assuming that this is the 
case, we can rescale v such that h(K(v,v),v) = 1 and we use the same 
basis as constructed before. So we have e\ = v and e<2 = K(e\,ei). We 
also know that 

K{ei, e2) = a2ei + aie2 , 

and that Kei restricted to the orthogonal complement of {ei,e2} is 
complex diagonalisable. Moreover, each eigenvector has to be a solution 
of the equation: 

x — a\x — Ü2X + a = 0, 

which as we have seen has 1 real root and 2 complex conjugate roots. 
Denote by k the multiplicity with which the real root ß\ occurs as an 
eigenvalue and by j the multiplicity with which the complex conjugate 
roots ß2 i i/j.3 occur as eigenvalues. Then k + 2j = n — 2. Clearly, we 
have 

(80) ai = m + 2//2, 

(81) a2 = -2//1//2 - (l4 + l4)i 

On the other hand, using the apolarity, we have 

(82) (k + 1 Vx + 2(j + l)/i2 = 0, 

(83) (fc + lV? + 2(j + l ) ( ^ - ^ ! ) = 0. 

The last two equations imply that 

(84) /i2 = -$fS)^ 

(85) (/*!-/*!) = - $ $ / £ 
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Therefore, we obtain that 

„2 i „2 _ ( (*+l) , (fc+l)2
 )t 2 _ (fe+l)(fc+j+2) 

M2 + M 3 - l 2 ( j + l) "T" 2 ( j + l ) 2 ^ l ~ 2 ( j + l ) 2 • 

Using these equations, we now can solve for ai and ai-

(86) ai = {jj^ßi 

(R7\ „ 0 _ M , , 2 (fc+l)(fc+j+2 2 _ (fe+l)(j-fc) 2 
l ° ' J «2 - XJ+ïy^l 2(i+l)2 Ml - 2(j+l)2 Ml 

Of course, we also know that \i\ is a real root of our equation. Therefore, 
we also have that 

Q 2 

a = — nl + a i / / 1 + a2/ii 
- , . 3 / i , Ü z * l , (fe+l)(j-fc)>> 
- M i l 1 + j + i -+- 2 ( j + l ) 2 ) 

(90) - ,,3Q-+fc+2)(fc+i) 
l»UJ — / i x 2 ( j + l ) 2 

Since g(v) = ^-, the first part of the lemma is clear. 
In order to obtain the second part, we investigate the function 

(91) 7](j) = g{vfa 

(92) = Q-+1)3 (j+k+2)(k+i) 

( 9 3 ) = ( j + l ) ( n - j ) ( n - l - 2 j ) 
0-fc)3 2Ü+1)2 

l)(n-j)(n-l-
2(3j -n+2)3 

A straightforward computation shows that the derivative of this function 
is given by 

(QA) „'r,-l - ( » + l ) ( n 2 + 2 n - 2 - 6 j - 3 j 2 ) _ ( n + l ) ( ( n + l ) 2 - 3 Q - + l ) 2 ) 
{^) 'I U\ - 2 ( n - 3 j - 2 ) 4 - 2 ( n - 3 j - 2 ) 4 

Since k + 2j = n — 2, we have 2(j + 1) < (n + 1). Hence, on the 

domain we are interested in, the function (^) ' = — \ does not change 

sign. This means that the function - is strictly increasing. Therefore, 
if g(v) = r?(0), as the assumption of the lemma claims, we must have 
that j = 0 and thus that Kv restricted to the orthogonal complement 
of {ei, ei\ is a uniquely determined multiple of the identity. q.e.d. 

Applying now the first part of the previous lemma, it follows that 
the critical value obtained at the vector field U\ must be constant and 
equal to the value obtained at U\(p). It follows that we can write: 

K(U1(q),U1(q))=a1U1(q)+V1(q). 
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Since g attains a relative extremum, we again obtain that the space 
spanned by U\ and V\ is invariant under K. Therefore, using the sym
metries of K, we can write: 

K{Ul(q),V1{q))=ß1{q)U1{q)+a1Vl{q) 

K(Vl(q)JV1{q))=ll{q)U1{q)+ßl{q)Vl(q). 

Using the second part of the lemma, it follows that , for X orthogonal 
to span{[ / i ,P i} , we can write 

K(U1,X) = X1X(q). 

From (5) it then follows that 

K(VuY) = X1(\1-a1)Y(q). 

Since oti is constant it follows from the apolarity conditions that ß\ is 
constant too. Therefore, since 71 can be determined using (5), it follows 
that 71 is constant too. 

It now follows that we can apply the reduction theorem on a neigh
borhood of p, introducing K* and a constant a*. We now proceed by 
induction to construct U2, V2, • • •, Us, Vs following the above procedure. 
The construction of E\,..., Ek is completely similar to the one described 
in the proof of Lemma 4.1 of [7]. 

Proceeding now similarly as in Lemma 4.2 of [7] we can show the 
following lemma: 

L e m m a 15. Let {Ui, V i , . . . , Us, Vs, W\,..., Wr} be the frame con
structed before. Then all connection coefficients (with respect to V) 
vanish. In particular, M has flat affine metric. 

From the previous lemma, we know that there exists coordinates 
u\, v\,..., us, vs on Mn such that 

(95) Ui 

(96) Vi 

(97) Ek 

where i = 1 , . . . , s and k = 1 , . . . , r . We denote the immersion of Mn 

into M"+1 by x. We have that upto a translation £ = —Hx = —ax. 
Therefore, we get that an affine hypersphere with constant sectional 

_d_ 
dui 

d 
dvi 
d 

dwk 
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curvature e and non zero Pick invariant J is characterized by the fol
lowing system of differential equations: 

(fOf) xViUj = \i{\i - ai)xup j > i 

(102) xViVj = Xi(Xi - a>i)xVj, j > i 

(103) xViWk = Xi(\i - a>i)xWk 

i-1 

(105) xum = ^(\jXVj + (Xj - OLj)XjXUj) 

i= i 

(106) xvm = yixUi + ßiXVi 

(.J-Ui ) XWkWl — fj,gXWkl K > £ 

s 

(108) a ; ^ ^ = ^ ( A ^ . + (Aj - aj)XjXUj) 

i= i 
fc-i 

- ^ßexWl + (r - k)nkXWk - ax, 
i=i 

where the a,, a,, /%, 7,, ß^ and A, are the constants defined earlier. 
In particular, we have that 

liuyj xUlUl = oi\xUl + x V l , 
l^iiuj xUlVl — pixUl -\- cxixVl ax, 

(111) xVlVl = 7ixUl + ßixVl, 

From these equations we deduce that 

— ot\xUlUl + P\xUl + c n ^ « ! « ! OiixUl) eta; 

= 2«i2;U l U l + (ßi - aj)xUl - a\x 

We now look at the corresponding equation of degree 3, 

(112) t3 - 2ait
2 - {ßi - a\)t + ai = 0. 
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It is easy to see that (112) has one real root, namely Ai and two complex 
roots 7711 + ir]i2 and 7711 — Ì7712 which are determined by 

Tin = -\\\{n- 1) 

»712 = ^ W ( « - l ) ( n + l)-

Using now once more our system of differential equations, it follows that 
we can write 

x = A(ui,Vj,wk)e
XlUl +Cii(vi)zu + C12 («1)^12, 

where we have written 

Zn = e m i u i + ^ - ^ - a i m i ) « ! c o s ^ m + (2T7H»7I2 - «1^12)^1) 

Zl2 = e f i i ^ + W i - f L - a i i n ) » ! s i n f u l + (277117712 - a i r / i 2 )«i) . 

Substituting now the above expression for x into 

xVl xUlUl o>ixUl, 

and using the fact that eA l U l , z\\ and z\i are linearly independent func
tions, we obtain the following system of differential equations for A, Cu 
and Cu-

AVl = (Ai - ai)Ai,4, 

(Cn)ui = 0, 

{Cn)vi = Oi 

from which it follows that 

A = x2(u2,v2ì ...ìUs,vs,wu..., wr)e^-ai^Vl 

Cii(vi) = Cn 

Cn(vi) = Cu-

A straightforward computation shows that 

Ü2 = a — 2Ax(Ai — a.\) 

and 

0 = A i ^ n - Vu) - « i ^ i i + A i ( A i - a>i)r]u - a 

0 = Ai (277117712 - «17712) + Ai (Ai - «1)7712-
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Therefore, we get that 

(\lXvi + (Ai - ai)AixUl) - ax) = -a2x
2eXlUl+^1-a^XlVl. 

Using the above, we obtain by substituting the found expression of 
x = x1 into the system of differential equations, that x2 satisfies a similar 
system of differential equations. Therefore, proceeding by induction we 
can define vector valued functions xJl+l and constant vectors Cjx\ and 
Cji2 for all indices j \ where 1 < ji < s which satisfy 

xn = xn+ie\3lun + Cjiivjjzjx + Cj2{vh)zj2 

where we have written 

Zjl = eihi«h+Ki-v?l2-<*nVni)vh cos^ji2Uji + (2rljlirin2 ~ anr]n2)vn) 

Zj2 = eihWi+Ki-vil2-<*hvhi)vh ain(Vji2Uji + (2rlhrnn2 - anrin2)vn) 

where i > j \ + f and where the numbers 77̂ 1 and 77̂ 2 are respectively 
defined by 

»7jii = - è A i i ( n - 2 Ì i + 1 ) 

rljl2 = i A i l A / ( ^ - 2 i i + l ) ( n - 2 j 1 + 3). 

Moreover, x^1+1 depends only on Uj1+i,Vj1+i,..., us, vs, wi,..., w^. 
Therefore, we may assume that we have obtained constant vectors 

Cu, C12, • • •, Csi, CS2 and a vector valued function which depends only 
o i i î« i , . . . ,w r , xs+1 satisfying the following system of differential equa
tions: 

- r s + 1 — — iicrs+1 h •> P 

fc-1 

Xwkwk = ~ / j ß£xW( ~r V ~ K)lJ'kxwk ~ as+lx 1 

1 

where 
as+i = as - 2\3

S + 2asX
2

s = a i ^ x j -

Now, we have to consider different cases depending on the value 
of n — 2s. If n — 2s = 0, we end up with constant vectors 
Cn, C12, • • •, Csi, CS2 and xs+l. Applying now an affine tranformation, 
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we may assume that Cu, C12, • • •, Csi, C& and xs+ is the standard ba
sis of W+l. From the previous formulas, it follows that 

(x2 + So) = e 2 ^ l l U l + ^ l 1 ~ ' ' l 2 ~ a l , ' 1 1 ) ^ ' 1 ^ 

( g ; 2 _|_ X
2) = (ß(Mui+(\1-ai)\1Vl+Tl2lU2 + (ri21-ri22-a2V2l)v2) 

lx
2- +x2-) = e

2(S}= ì(Ai«i+(A i-aj)Aj-u i)+r? i i«i+(r? ì
2

1-^2-a ir? i i)^) 

(x
2 + x2 ) = e

2(Sj=Ì(Ai«i+(A j-aj)Aj«;j)+r ? s iu s+(r ?
2

1- ì ì
2

2-a s^i) i . s) 

X2s+\ = eEj=i(Aj«j+(A i-a j)A i«;j)_ 

Since 

2»7ii + (n - 2i + l)Ai = 0 
2(vïi - ^1 - aiVii) + {n-2i + l)Xi{\i - on) = 0, 

we obtain that in this case Mn is affine equivalent with 

{x\ + x\){x\ + x\)... {a-is_x + xls)x2s+i = 1 

In case that n — 2s = 1, we obtain that xs+1 which depends only on 
the variable w\ satisfies the following differential equation: 

s_i_i 
xwiwi ~ ~as+lx 

In order to solve the above equation, we have to consider two subcases, 
depending on the sign of as+\. If Ai > 0, we introduce a number b such 
that b2 = — as+i- Hence, it follows that there exists constant vectors 
such that xs+1(wi) = Cs+nebwi + Cs+\2e~bwl. Applying now an affine 
tranformation, we may assume that Cu, C12, • • •, Cs+n, Cs+\2 is the 
standard basis of Mn+1. Similarly as in the previous case, we get that 
M is affine equivalent with 

{x\ + x\){xl +x\)... ( a ^ s - l + xls)x2s+lX2s+2 = 1-

If Ai < 0, we introduce a number b such that b2 = as+i- Hence, it follows 
that there exists constant vectors such that xs+1(wi) = Cs+n cos(6w;i) + 
Cs+i2 sin(&tül). Applying now an affine tranformation, we may assume 
that Cu, C12, • • •, C s + i i , Cs+i2 is the standard basis of M"+1. Therefore, 
we get that M is affine equivalent with 

[X1 + X2){X3 + £4) . . . {X2s-i + %2s)\x2s+l + ^25+2) = 1-
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Finally, we consider the case that n — 2s > 1. In this case, we know 
that a, and thus also as+\ = aijij is negative. We also have that 
as+i = —rß\. We write yl for the vector valued function xs+1. In this 
casse we are left with the following system of differential equations: 

Vwkwi — M Î D J ] k > £ 

fc-i 

wkwk — ~ yiw = -^MVÌH + (r- k)vkylk + ruly1, 

In particular, we have that 

yllWl = (r- l ^ i j / i , ! + ruly1. 

This together with the previous equation implies that there exists a 
constant vector D\ and a vector valued function y2 such that 

y\wu ..., wr) = y2(w2, • • •, wr)e-^ + DxeJ^w\ 

Since 

- M ^ + r / i V ^ r + l ^ V ^ 1 

= (r-1 Vis/V"1'"1, 

we get that the function y2 satisfies the following system of differential 
equations: 

Vww = ~\1tVw-> k > £ 
fc-1 

2 
wkwk / ,, tw/ iewic 

£=2 
yiW = -MVI» + ( r - ^W s /L + (r - i)nly2. 

Proceeding again by induction we get that there exists maps 
y 2 , . . . , yr+l and constant vectors D\, ..., Dr such that 

ykHwkli. ..,wr) = j / * 1 + 1 K 1 + i , • • • ,wr)e-^w*i + £>fce('-*i+1)''*i«'*i, 

for every k\ between 1 and r, satisfying moreover the following system 
of differential equations: 

ywkwi — H'tìJwk ' ft ^ * 

fc-1 

Ä I = - S w ? 4 + (r " ̂ ^vt1^1 + (r - ki)ßl1+1y
kl+1. 

e=ki+i 
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for every k, I > k\ + 1. 

Therefore, we may assume that we have constructed the above 

vectors and constants. It speaks for itself that yr+l is a constant 

too. Applying now an affine tranformation, we may assume that 

Cii) C\2j • • •, C s i , CS2, Di,..., Dr and yr+l is the standard basis of 

jjn+i _ p r o r r l the previous formulas, it follows that 

(xì + So) = e
2( , , l l U l +( ' ? 1 1 _ ' ? 1 2 _ a i , '1 1) t '1) 

(g;2 + £ 2 ) = g 2 ( ^ l u l + ( ^ l - a l ) ^ l ' ; l + r Ï 2 1 « 2 + ( j ï l i - J ï l 2 - a 2 ^ 2 l ) u 2 ) 

(a;2. + S 2 . ) = e
2(E}=1 i(A7^+(A j- a i)^j^)+%i«t+(»?n-»?, ?2- a t J?nK) 

(a;2 .(-a;2 ) = e
2 (E | = i ( A i « i+ ( A i - a j )A j^ )+ r ? s i u s +(^ 1 - ry2 2 - a s % 1 ) i . s ) 

a ; 2 s + 1 . . . xn+1 = e(-+i)(E|=1(AJ«,+(AJ-«J)AJ^) 

implying that M is affine equivalent with 

{x\ + a:2,) (2:3 + x\)... {xls_x + xls)x2s+i • • • xn+i = 1. 
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