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#### Abstract

Let $G$ be the real locus of a connected semisimple linear algebraic group $\mathbf{G}$ defined over $\mathbb{Q}$, and $\Gamma \subset \mathbf{G}(\mathbb{Q})$ an arithmetic subgroup. Then the quotient $\Gamma \backslash G$ is a natural homogeneous space, whose quotient on the right by a maximal compact subgroup $K$ of $G$ gives a locally symmetric space $\Gamma \backslash G / K$. This paper constructs several new compactifications of $\Gamma \backslash G$. The first two are related to the Borel-Serre compactification and the reductive Borel-Serre compactification of the locally symmetric space $\Gamma \backslash G / K$; in fact, they give rise to alternative constructions of these known compactifications. More importantly, the compactifications of $\Gamma \backslash G$ imply extension to the compactifications of homogeneous bundles on $\Gamma \backslash G / K$, and quotients of these compactifications under non-maximal compact subgroups $H$ provide compactifications of period domains $\Gamma \backslash G / H$ in the theory of variation of Hodge structures. Another compactification of $\Gamma \backslash G$ is obtained via embedding into the space of closed subgroups of $G$ and is closely related to the constant term of automorhpic forms, in particular Eisenstein series.


## 1. Introduction

Let $\mathbf{G}$ be a semisimple linear connected algebraic group defined over $\mathbb{Q}, \Gamma \subset \mathbf{G}(\mathbb{Q})$ an arithmetic subgroup. Let $G=\mathbf{G}(\mathbb{R})$ be the real locus of $\mathbf{G}$, which is a Lie group with finitely many connected components. Let $K \subset G$ be a maximal compact subgroup of $G$. Then $X=G / K$ is a symmetric space of noncompact type. There are two natural spaces associated with the pair $(\Gamma, G)$ : a homogeneous space $\Gamma \backslash G$ and a locally symmetric space $\Gamma \backslash X=\Gamma \backslash G / K$. For many interesting natural subgroups $\Gamma$, for example, when $\mathbf{G}=\operatorname{SL}(n)$ and $\Gamma=\operatorname{SL}(n, \mathbb{Z})$, both $\Gamma \backslash G$ and $\Gamma \backslash G / K$ are non-compact.

Compactifications of $\Gamma \backslash X$ have been studied intensively from different points of view; for example, the Borel-Serre compactification $[\mathbf{B S}]$, the

[^0]reductive Borel-Serre compactification [Zu1], [GHM], the Baily-Borel compactification $[\mathbf{B B}]$, and the geodesic compactification and others $[\mathbf{J M}]$, while much less attention has been paid to those of $\Gamma \backslash G$. On the other hand, $\Gamma \backslash G$ admits a right $G$-action and is the natural underlying space for automorphic representations, and automorphic forms of different $K$-types for $\Gamma$ can be studied simultaneously on $\Gamma \backslash G$ (see $[\mathbf{J i}]$ ). Furthermore, compactifications of $\Gamma \backslash G$ can be used to extend homogeneous bundles over $\Gamma \backslash X$ to compactifications of $\Gamma \backslash X$ (see Proposition 4.14), which was studied in $[\mathbf{Z u 3}]$. In this paper, we study systematically compactifications of $\Gamma \backslash G$ and obtain new constructions of the Borel-Serre and the reductive Borel-Serre compactifications of $\Gamma \backslash X$.

We give two methods to compactify $\Gamma \backslash G$. The first one is a modification of the approach in $[\mathbf{B S}]$, and we use it to construct two compactifications $\Gamma \backslash \bar{G}^{B S}$ and $\Gamma \backslash \bar{G}^{R B S}$, whose quotients by $K$ on the right give the compactifications $\Gamma \backslash \bar{X}^{B S}$ and $\Gamma \backslash \bar{X}^{R B S}$. In fact, this modified method also gives a slightly different construction of the Borel-Serre compactification $\Gamma \backslash \bar{X}^{B S}$ which avoids the introduction of spaces of S-type in [BS], and a direct construction of $\Gamma \backslash \bar{X}^{R B S}$ without using $\Gamma \backslash \bar{X}^{B S}$ as was defined in $[\mathbf{Z u 1}]$. The basic differences between this method and the original method in $[\mathbf{B S}]$ are: (1) to replace the geodesic action on $X$ by an action defined directly in terms of Langlands decomposition, since there is no canonically defined geodesic action on $G$, (2) to start with the boundary components instead of corners and hence avoid the spaces of S-type which are needed in the inductive proofs in $[\mathbf{B S}]$. See $\S 3$ for more details about relations between them and other applications of this modified method. Similar compactifications of $\Gamma \backslash G$ have been obtained independently in $[\mathbf{K U}]$.

The second method is to embed $\Gamma \backslash G$ equivariantly into some compact $G$-spaces such that the closure gives a compactification. We construct such a compactification $\Gamma \backslash \bar{G}^{s b}$ when $\Gamma$ is a maximal arithmetic subgroup using the space $\mathcal{S}(G)$ of closed subgroups of $G$, which is a compact $G$ space.

A natural approach to understand compactifications of $\Gamma \backslash G$ is to relate them to compactifications of $\Gamma \backslash X$. When $\Gamma$ is torsion free, the space $\Gamma \backslash G$ is a $K$-principal bundle over $\Gamma \backslash X=\Gamma \backslash G / K$, and it is conceivable that a compactification of $\Gamma \backslash X$ can be lifted to a compactification of $\Gamma \backslash G$ which admits a right $K$-action. A natural question is whether the $K$-principal bundle structure can be extended to the compactification. The answer is affirmative for $\Gamma \backslash \bar{G}^{B S}$ and $\Gamma \backslash \bar{G}^{R B S}$. For the purpose of the representation theory and automorphic forms, it is also natural to ask whether the right $G$-action on $\Gamma \backslash G$ extends continuously to its compactifications. It turns out that the $G$-action extends to $\Gamma \backslash \bar{G}^{R B S}$
but not to $\Gamma \backslash \bar{G}^{B S}$. A natural explanation is given by the fact that the $G$-compactification $\Gamma \backslash \bar{G}^{s b}$ is closely related to $\Gamma \backslash \bar{G}^{R B S}$.

Compactifications $\Gamma \backslash \bar{G}^{B S}$ and $\Gamma \backslash \bar{G}^{R B S}$ also give compactifications of period domains, which were sought after in $[\mathbf{G r}]$. Period domains in the theory of variation of Hodge structure are of the form $\Gamma \backslash G / H$ for some (compact) subgroups $H$ of $K$. Since the right $K$-action on $\Gamma \backslash G$ extends to $\Gamma \backslash \bar{G}^{B S}$ and $\Gamma \backslash \bar{G}^{R B S}$, we obtain compactifications of $\Gamma \backslash G / H$ by taking the quotients $\left(\Gamma \backslash \bar{G}^{B S}\right) / H,\left(\Gamma \backslash \bar{G}^{R B S}\right) / H$.

Motivated by the Oshima compactification $\bar{X}^{O}[\mathbf{O s 1}]$ and its applications to harmonic analysis [Os3], we show that $\Gamma \backslash \bar{G}^{B S}$ is a real analytic manifold with corners and $2^{r}$-copies of $\Gamma \backslash \bar{G}^{B S}$ can be self-glued into a closed analytic manifold $\Gamma \backslash \bar{G}^{B S}$ which admits a natural $(\mathbb{Z} / 2 \mathbb{Z})^{r}$-action and whose quotient by $(\mathbb{Z} / 2 \mathbb{Z})^{r}$ is $\Gamma \backslash \bar{G}^{B S}$, where $r$ is the $\mathbb{Q}$-rank of G. Similarly, using the result in $[\mathbf{B S}]$ that $\Gamma \backslash \bar{X}^{B S}$ is a real analytic manifold with corners, we can show that $2^{r}$-copies of $\Gamma \backslash \bar{X}^{B S}$ can be self-glued into a closed analytic manifold $\Gamma \backslash \bar{X}^{B S O}$. The space $\Gamma \backslash \bar{X}^{B S O}$ has been constructed independently by Weselmann in the adelic case in $[\mathbf{W e}]$ to study the trace of Hecke operators. The basic idea is that functions on $\Gamma \backslash \bar{X}^{B S}$ can be lifted $(\mathbb{Z} / 2 \mathbb{Z})^{r}$-equivariant functions on the closed manifold $\Gamma \backslash \bar{X}^{B S O}$.

This paper is organized as follows. In §2, we recall several basic facts about parabolic $\mathbb{Q}$-subgroups; in particular, the Langlands decomposition, liftings of the Levi quotient, and the reduction theory. In $\S 3$ and $\S 4$, we use a modified version of the method in $[\mathrm{BS}]$ to define compactifications $\Gamma \backslash \bar{G}^{B S}$ and $\Gamma \backslash \bar{G}^{R B S}$ of $\Gamma \backslash G$. When $\Gamma$ is neat, $\Gamma \backslash \bar{G}^{B S}$ is a principal $K$-bundle over the Borel-Serre compactification $\Gamma \backslash \bar{X}^{B S}$, and $\Gamma \backslash \bar{G}^{R B S}$ is a principal $K$-bundle over $\Gamma \backslash \bar{X}^{R B S}$. This is the reason for the above notations $\Gamma \backslash \bar{G}^{B S}$ and $\Gamma \backslash \bar{G}^{R B S}$.

Since $\Gamma \backslash \bar{G}^{B S}$ and $\Gamma \backslash \bar{G}^{R B S}$ are obtained by adding ideal points at infinity, a natural question is whether we can embed $\Gamma \backslash G$ into a compact topological space such that the closure of $\Gamma \backslash G$ gives the same compactification. In $\S 5$, we carry out such a construction when $\Gamma$ is a maximal discrete subgroup of $G$. In this case, we can embed $\Gamma \backslash G$ into the space $\mathcal{S}(G)$ of closed subgroups in $G$. The closure of $\Gamma \backslash G$ in $\mathcal{S}(G)$ defines a compactification of $\Gamma \backslash G$, called the subgroup compactification and denoted by $\Gamma \backslash \bar{G}^{s b}$. We study the boundary subgroups and show that $\Gamma \backslash \bar{G}^{s b}$ is isomorphic to $\Gamma \backslash \bar{G}^{R B S}$ under some assumptions. In general, $\Gamma \backslash \bar{G}^{s b}$ is similar to the maximal Satake compactification of $\Gamma \backslash X$ in the
sense that only the semisimple part of the Levi quotient of parabolic $\mathbb{Q}$-subgroups appears in the boundary.

In $\S 6$, we show $\Gamma \backslash \bar{G}^{B S}$ is a real analytic manifold with corners. This is similar to the result in $[\mathbf{B S}]$ that $\Gamma \backslash \bar{X}^{B S}$ is a real analytic manifold with corners. In $\S 7$, we describe a general method, due to Melrose [ $\mathbf{M e}$ ], to self-glue a manifold with corners into a closed manifold. It is applied in $\S 8$ to $\Gamma \backslash \bar{X}^{B S}, \Gamma \backslash \bar{G}^{B S}$ and yields $\Gamma \backslash \bar{G}^{B S O}$ and $\Gamma \backslash \bar{X}^{B S O}$, which are analogues of the Oshima compactification $\bar{X}^{O}[\mathbf{O s 1}]$.

Finally, we comment briefly on some motivations of the results in this paper. In [Bo6], the first author studied simultaneously several compactifications of symmetric spaces. In particular, he initiated the study of the real locus of the wonderful compactification of symmetric varieties of De Concini and Procesi $[\mathbf{D P}]$ and related it to other compactifications such as the Satake compactifications [Sa1] and the Oshima compactification $[\mathbf{O s 1}]$; he also raised the question as to whether $\Gamma \backslash \bar{X}^{B S O}$ exists. The Oshima compactification of $X$ shows that the maximal Satake compactification is a real analytic manifold with corners; this analytic structure and the embedding into the Oshima compactification play an important role in proving the Helgason conjecture in $[\mathbf{K K}]$ and the program of Oshima to study representation theory via boundary values of differential equations as explained in [Os3]. The reductive Borel-Serre compactification $\Gamma \backslash \bar{X}^{R B S}$ is used in both $[\mathbf{Z u 1}]$ and $[\mathbf{G H M}]$ and was defined as a quotient of $\Gamma \backslash \bar{X}^{B S}$ in $[\mathbf{Z u 1}]$. A natural question is to give a direct construction independent of $\Gamma \backslash \bar{X}^{B S}$. In $[\mathbf{M a}]$, MacPherson studied $\Gamma \backslash X$ and its compactifications using the geometry of lattices in $\mathbb{R}^{n}$. Since $\Gamma \backslash G$ can be canonically mapped into the space of lattice subgroups of $G$, a natural problem is to study compactifications of $\Gamma \backslash G$ using this map, and $\S 5$ is a direct result of such a study.

Some of the results of this paper have been announced in [BJ1]. This paper, except $\S 7$ and the first part of $\S 5$, was mainly written up by the second author, who will bear the primary responsibility for it.

## Conventions.

In this paper, a linear algebraic group defined over $\mathbb{Q}$ or $\mathbb{R}$ is denoted by a bold face letter and its group of real points by the corresponding Roman capital. For any $x, y \in G$, define

$$
x^{y}=y^{-1} x y, \quad{ }^{y} x=y x y^{-1}
$$

The same notation applies when $x$ is replaced by a subset of $G$. Parabolic subgroups of $\mathbf{G}$ always refer to proper parabolic subgroups unless indicated otherwise.
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## 2. Parabolic subgroups and Langlands decomposition

In this section, we recall some basic facts about parabolic $\mathbb{Q}$-subgroups of $\mathbf{G}$ and some discrete subgroups induced from an arithmetic subgroup $\Gamma$ of $\mathbf{G}(\mathbb{Q})$.

Let $r=r k_{\mathbb{Q}}(\mathbf{G})$ denote the $\mathbb{Q}$-rank of $\mathbf{G}$. Assume that $r>0$, i.e., $\Gamma \backslash G$ is noncompact. For any parabolic $\mathbb{Q}$-subgroup $\mathbf{P}$ of $\mathbf{G}$, let $\mathbf{N}_{P}$ be the unipotent radical of $\mathbf{P}$, and $\mathbf{L}_{P}=\mathbf{N}_{P} \backslash \mathbf{P}$ be the Levi quotient of $\mathbf{P}$. Then both $\mathbf{N}_{P}$ and $\mathbf{L}_{P}$ are rational algebraic groups. Let $N_{P}=\mathbf{N}_{P}(\mathbb{R})$, $P=\mathbf{P}(\mathbb{R}), L_{P}=\mathbf{L}_{P}(\mathbb{R})$ be their real loci. Let $\mathbf{S}_{P}$ be the split center of $\mathbf{L}_{P}$ over $\mathbb{Q}$, and $A_{P}$ the connected component of the identity in $\mathbf{S}_{P}(\mathbb{R})$. Let $\mathbf{M}_{P}=\cap_{\chi \in X\left(\mathbf{L}_{P}\right)} \operatorname{Ker} \chi^{2}$. Then $\mathbf{M}_{P}$ is an algebraic group defined over $\mathbb{Q}$. Let $M_{P}=\mathbf{M}_{P}(\mathbb{R})$. Then $L_{P}$ admits a decomposition

$$
L_{P}=A_{P} M_{P} \cong A_{P} \times M_{P} .
$$

For applications in later sections, we need to lift $L_{P}$ and its subgroups into $P$. Let $X$ be the symmetric space of maximal compact subgroups of $G=\mathbf{G}(\mathbb{R})$. Let $K$ be a maximal compact subgroup of $G$. Then $X \cong G / K$. Let $x_{0} \in X$ be the basepoint corresponding to $K$. The Cartan involution $\theta$ of $G$ associated with $K$ extends to an involution of $\mathbf{G}$. It is shown in [BS, 1.9] (see also [GHM, pp. 149-151]) that there exists a unique Levi subgroup $\mathbf{L}_{P, x_{0}}$ stable under the extended Cartan involution. The canonical projection $\pi_{P}: \mathbf{L}_{P, x_{0}} \rightarrow \mathbf{P} / \mathbf{N}$ yields an isomorphism of $\mathbf{L}_{P, x_{0}}$ onto $\mathbf{L}_{P}$. We let $i_{x_{0}}$ be the inverse to the restriction of $\pi_{P}$ to $L_{P, x_{0}}$. In particular, it is an isomorphism of $L_{P}$ onto $L_{P, x_{0}}$. We let $A_{P, x_{0}}$ and $M_{P, x_{0}}$ denote the images of $A_{P}$ and $M_{P}$ under $i_{x_{0}}$.

Note that though $\mathbf{L}_{P}, \mathbf{M}_{P}, \mathbf{S}_{P}$ are algebraic groups defined over $\mathbb{Q}$, their lifts $\mathbf{L}_{P, x_{0}}, \mathbf{M}_{P, x_{0}}, \mathbf{S}_{P, x_{0}}$ are not necessarily defined over $\mathbb{Q}$. Of course, they are defined over $\mathbb{R}$.

The lift $i_{x_{0}}\left(L_{P}\right)$ splits the exact sequence, $0 \rightarrow N_{P} \rightarrow P \rightarrow L_{P} \rightarrow 0$, and gives rise to the Langlands decomposition of $P$ :

$$
\begin{equation*}
P=N_{P} A_{P, x_{0}} M_{P, x_{0}} \cong N_{P} \times A_{P, x_{0}} \times M_{P, x_{0}} \tag{2.1}
\end{equation*}
$$

i.e., for any $g \in P, g=n(g) a(g) m(g)$, where $n(g) \in N_{P}, a(g) \in$ $A_{P, x_{0}}, m(g) \in M_{P, x_{0}}$ are uniquely determined by $g$, and the map $g \rightarrow(n(g), a(g), m(g))$ gives a real analytic diffeomorphism between $P$ and $N_{P} \times A_{P, x_{0}} \times M_{P, x_{0}}$. The map $P \rightarrow N_{P} \times A_{P, x_{0}} \times M_{P, x_{0}}$ is equivariant with respect to the $P$-action defined on the right-hand side by

$$
n_{0} a_{0} m_{0}(n, a, m)=\left(n_{0}{ }^{a_{0} m_{0}} n, a_{0} a, m_{0} m\right)
$$

for $p=n_{0} a_{0} m_{0} \in P$. Since $G=P K$, the subgroup $P$ acts transitively on $X=G / K$, and the Langlands decomposition of $P$ gives the following horospherical decomposition of $X$ :

$$
\begin{equation*}
X=N_{P} \times A_{P, x_{0}} \times X_{P, x_{0}} \tag{2.2}
\end{equation*}
$$

where $X_{P, x_{0}}=M_{P, x_{0}} / K \cap M_{P, x_{0}}$ is called the boundary symmetric space associated with $P$. The Langlands decomposition of $P$ also induces the following horospherical decomposition of $G$ :

$$
\begin{equation*}
G=N_{P} A_{P, x_{0}} M_{P, x_{0}} K=N_{P} \times A_{P, x_{0}} \times M_{P, x_{0}} K \tag{2.3}
\end{equation*}
$$

i.e., any element $g \in G$ can be written uniquely in the form $g=$ $n(g) a(g) m(g)$, where $n(g) \in N_{P}, a(g) \in A_{P, x_{0}}, m(g) \in M_{P, x_{0}} K$, and the map $g \mapsto(n(g), a(g), m(g))$ gives a real analytic diffeomorphism between $G$ and $N_{P} \times A_{P, x_{0}} \times M_{P, x_{0}} K$. In the following, $(n, a, m)$ is often identified with nam for simplicity.

The group $K \cap P$ is equal to $K \cap M_{P, x_{0}}$ and is a maximal compact subgroup of $P$ and of $M_{P, x_{0}}$. Its image in $M_{P}$ under the canonical projection will sometimes be denoted $M_{P} \cap K$. It is a maximal compact subgroup of $M_{P}$ and $X_{P}=M_{P} / K \cap M_{P}$ is the symmetric space of $M_{P}$. The projection $P \rightarrow N_{P} \backslash P$ identifies $M_{P, x_{0}}$ with $M_{P}$, and hence $X_{P, x_{0}}$ with $X_{P}$.

Decompositions similar to the above hold for reductive groups with finitely many connected components. This is important for the purpose of induction. In fact, though $\mathbf{G}$ is connected and semisimple, $\mathbf{M}_{P}$ is in general reductive with finitely many connected components. (See Remark 2.10 below.)

Lemma 2.1. For any other basepoint $x_{1}=p x_{0}=p K p^{-1} \in X$, where $p \in P$, the Levi subgroup $\mathbf{L}_{P, x_{1}}$ associated with the basepoint $x_{1}$ is $p \mathbf{L}_{P, x_{0}} p^{-1}$, and $A_{P, x_{1}}=p A_{P, x_{0}} p^{-1}, M_{P, x_{1}}=p M_{P, x_{0}} p^{-1}$. If $n$ is the $N_{P}-$ component of $p$ in the Langlands decomposition of $P=N_{P} A_{P, x_{0}} M_{P, x_{0}}$, then $A_{P, x_{1}}=n A_{P, x_{0}} n^{-1}, M_{P, x_{1}}=n M_{P, x_{0}} n^{-1}$.

Proof. Let $\theta$ be the Cartan involution for the basepoint $x_{0}$. Then the Cartan involution for $x_{1}$ is given by $\operatorname{Int} p \circ \theta \circ \operatorname{Int} p^{-1}$. Since $p \in P$, $p L_{P, x_{0}} p^{-1}$ belongs to $P$ and is invariant under $\operatorname{Int} p \circ \theta \circ \operatorname{Int} p^{-1}$. This implies $p \mathbf{L}_{P, x_{0}} p^{-1}$ is the lift associated with $x_{1}$. The rest is clear. q.e.d.

Proposition 2.2. For any parabolic $\mathbb{Q}$-subgroup $\mathbf{P}$, there exists a basepoint $x_{1} \in X$ and a lift map $i_{x_{1}}$ such that $i_{x_{1}}$ is rational in the sense that the images $i_{x_{1}}\left(\mathbf{L}_{P}\right), i_{x_{1}}\left(\mathbf{M}_{P}\right), i_{x_{1}}\left(\mathbf{S}_{P}\right)$ are algebraic subgroups defined over $\mathbb{Q}$, and the lift $i_{x_{1}}$ is defined over $\mathbb{Q}$.

Proof. Since $\mathbf{P}$ is defined over $\mathbb{Q}$, there is a Levi subgroup $\mathbf{L}_{P}^{\prime}$ defined over $\mathbb{Q}$. Since all the Levi subgroups of $\mathbf{P}$ are conjugate under $N_{P}$, there exists $n \in N_{P}$ such that $\mathbf{L}_{P}^{\prime}=n i_{x_{0}}\left(\mathbf{L}_{P}\right) n^{-1}$. Let $x_{1}=n x_{0}$. Then the proof of the above lemma shows that $i_{x_{1}}\left(\mathbf{L}_{P}\right)=\mathbf{L}_{P}^{\prime}$. q.e.d.

Next we study dependence of the various decompositions on the choice of the basepoint $x_{0}$ and the lift map $i_{x_{0}}$. Let $x_{0}=K \in X$ be the basepoint above. The basepoint in $X_{P}$ corresponding to the
subgroup $K \cap M_{P}$ is also denoted by $x_{0}$ for simplicity. For any other basepoint $x \in X$, write

$$
x=p_{0} x_{0}=n_{0} a_{0} m_{0} x_{0},
$$

where $p_{0} \in P, n_{0} \in N_{P}, a_{0} \in A_{P, x_{0}}, m_{0} \in M_{P, x_{0}}$, and $n_{0}, a_{0}$ are uniquely determined by $x$. By Lemma 2.1, the lifted subgroups associated with the basepoint $x$ are

$$
\begin{equation*}
A_{P, x}=p_{0} A_{P, x_{0}} p_{0}^{-1}=n_{0} A_{P, x_{0}} n_{0}^{-1}, \quad M_{P, x}=n_{0} M_{P, x_{0}} n_{0}^{-1} \tag{2.4}
\end{equation*}
$$

since $A_{P, x_{0}}$ and $M_{P, x_{0}}$ commute. The maximal compact subgroup stabilizing the basepoint $x$ is $p_{0} K p_{0}^{-1}$. The following lemma describes how coordinates change in the horospherical decomposition of $X$ and $G$ with respect to different basepoints $x_{0}$ and $x=p_{0} x_{0}$.

## Lemma 2.3.

1) The coordinates of $\left(n, a, m x_{0}\right) \in N_{P} \times A_{P, x_{0}} \times X_{P, x_{0}}=X$ in the horospherical decomposition of $X$ with respect to the basepoint $x=p_{0} x_{0}$ are given by

$$
\begin{equation*}
\left(n n_{0}^{-1},{ }^{n_{0}}\left(a a_{0}^{-1}\right),{ }^{n_{0}}\left(m m_{0}^{-1}\right) x\right) \in N_{P} \times A_{P, x} \times X_{P, x}, \tag{2.5}
\end{equation*}
$$

where $p_{0}=n_{0} a_{0} m_{0}, n_{0} \in N_{P}, a_{0} \in A_{P, x_{0}}, m_{0} \in M_{P, x_{0}}$.
2) The coordinates of $(n, a, m) \in N_{P} \times A_{P, x_{0}} \times M_{P, x_{0}} K$ in the horospherical decomposition of $G$ with respect to the basepoint $x=p_{0} x_{0}$ are given by

$$
\begin{aligned}
& \left(n\left({ }^{a} n_{1}\right) n_{0}^{-1},{ }^{n_{0}}\left(a a_{1} a_{0}^{-1}\right),{ }^{p_{0}}\left(m_{0}^{-1} m_{1}\right)\right) \in N_{P} \times A_{P, x} \times{ }^{p_{0}}\left(M_{P, x_{0}} K\right), \\
& \quad \text { where } m p_{0}=\left(n_{1}, a_{1}, m_{1}\right) \in N_{P} \times A_{P, x_{0}} \times M_{P, x_{0}} K .
\end{aligned}
$$

Proof. For $\left(n, a, m x_{0}\right) \in N_{P} \times A_{P, x_{0}} \times X_{P, x_{0}}$, the corresponding point in $X$ is $n a m x_{0}$. Since

$$
n a m x_{0}=n a m m_{0}^{-1} a_{0}^{-1} n_{0}^{-1}\left(p_{0} x_{0}\right)=n n_{0}^{-1} \cdot n_{0}\left(a a_{0}^{-1}\right) \cdot{ }^{n_{0}}\left(m m_{0}^{-1}\right) \cdot x
$$

it follows from Equation (2.4) that ${ }^{n_{0}}\left(a a_{0}^{-1}\right) \in A_{P, x},{ }^{n_{0}}\left(m m_{0}^{-1}\right) \in M_{P, x}$ whence part (1).

To prove part (2), we first compute the horospherical coordinates of $p_{0}^{-1} n a m p_{0}$ with respect to the basepoint $x_{0}$. Then the conjugation by $p_{0}$ gives the horospherical coordinates of $g$ with respect to the basepoint $x=p_{0} x_{0}$. Since $p_{0}=n_{0} a_{0} m_{0}$,

$$
p_{0}^{-1} n a m p_{0}=m_{0}^{-1} a_{0}^{-1} n_{0}^{-1} n a m p_{0} .
$$

Write $m p_{0}=n_{1} a_{1} m_{1}$, where $n_{1} \in N_{P}, a_{1} \in A_{P, x_{0}}, m_{1} \in M_{P, x_{0}} K$. Then

$$
\begin{aligned}
p_{0}^{-1} n a m p_{0} & =m_{0}^{-1} a_{0}^{-1} n_{0}^{-1} n a n_{1} a_{1} m_{1} \\
& =m_{0}^{-1} a_{0}^{-1} \cdot n_{0}^{-1} n\left(a n_{1} a^{-1}\right) \cdot a a_{1} m_{1} \\
& =\left(a_{0} m_{0}\right)^{-1}\left(n_{0}^{-1} n\left({ }^{a} n_{1}\right)\right)\left(a_{0} m_{0}\right) \cdot a a_{1} a_{0}^{-1} \cdot m_{0}^{-1} m_{1} \\
& =\left(\left(a_{0} m_{0}\right)^{-1}\left(n_{0}^{-1} n\left({ }^{a} n_{1}\right)\right)\left(a_{0} m_{0}\right), a a_{1} a_{0}^{-1}, m_{0}^{-1} m_{1}\right) \\
& \in N_{P} \times A_{P, x_{0}} \times M_{P, x_{0}} K,
\end{aligned}
$$

where we have used that fact that $p_{0} \in P$ and hence $m_{0} \in M_{P, x_{0}}$. This implies that the horospherical coordinates of nam $=p_{0}\left(p_{0}^{-1} n a m p_{0}\right) p_{0}^{-1}$ with respect to the basepoint $x=p_{0} x_{0}$ are

$$
\begin{aligned}
& \left(p_{0}\left(a_{0} m_{0}\right)^{-1}\left(n_{0}^{-1} n\left({ }^{a} n_{1}\right)\left(a_{0} m_{0}\right) p_{0}^{-1}, p_{0} a a_{1} a_{0} p_{0}^{-1}, p_{0} m_{0}^{-1} m_{1} p_{0}^{-1}\right)\right. \\
& =\left(n\left({ }^{a} n_{1}\right) n_{0}^{-1}, n_{0}\left(a a_{1} a_{0}\right) n_{0}^{-1}, p_{0} m_{0}^{-1} m_{1} p_{0}^{-1}\right) \\
& =\left(n\left({ }^{a} n_{1}\right) n_{0}^{-1},{ }^{n_{0}}\left(a a_{1} a_{0}\right),{ }^{p_{0}}\left(m_{0}^{-1} m_{1}\right)\right)
\end{aligned}
$$

and completes the proof of part (2). q.e.d.
2.4. In the following, the reference to the basepoint $x_{0}$ in various subscripts will be omitted unless needed. The unipotent subgroup $N_{P}$ is a normal subgroup in $P$ and $A_{P}$ acts on it by conjugation and on its Lie algebra $\mathfrak{n}_{P}$ by the adjoint representation. We let $\Phi\left(A_{P}, P\right)$ be the set of characters of $A_{P}$ in $\mathfrak{n}_{P}$, the "roots of $P$ with respect to $A_{P}$ ". The value of $\alpha \in \Phi\left(A_{P}, P\right)$ on $a \in A_{P}$ is denoted $a^{\alpha}$. The differential $d \alpha$ of $\alpha$, also denoted by $\alpha$ below, is a weight of $\mathfrak{a}_{P}$ in $\mathfrak{n}_{P}$, and we have

$$
a^{\alpha}=\exp d \alpha(\log a) .
$$

There is a unique subset $\Delta\left(A_{P}, P\right)$ of $\Phi\left(A_{P}, P\right)$, consisting of $\operatorname{dim} A_{P}$ linearly independent roots, such that any element of $\Phi\left(A_{P}, P\right)$ is a linear combination with positive integral coefficients of elements of $\Delta\left(A_{P}, P\right)$, to be called the simple roots of $P$ with respect to $A_{P}$.

We recall how $\Phi\left(A_{P}, P\right)$ and $\Delta\left(A_{P}, P\right)$ are related to $\mathbb{Q}$-roots. Fix a minimal parabolic $\mathbb{Q}$-subgroup $\mathbf{P}_{0}$ and a maximal $\mathbb{Q}$-split torus $\mathbf{S}$ of $\mathbf{P}_{0}$. Let $\Phi(\mathbf{S}, \mathbf{G})$ be the set of roots of $\mathbf{G}$ with respect to $\mathbf{S}$ (the $\mathbb{Q}$-roots) and $\Delta(\mathbf{S}, \mathbf{G})$ be the set of $\mathbb{Q}$-simple roots for the ordering of $\Phi$ defined by $\mathbf{P}_{0}$. There is a unique subset $I \subset \Delta(S, G)$ such that $\mathbf{P}$ is conjugate to the standard parabolic $\mathbb{Q}$-subgroup $\mathbf{P}_{0, I}$ by a conjugation which brings the Zariski closure $\mathbf{S}_{P}$ of $A_{P}$ onto $\mathbf{S}_{I}=\left(\cap_{\alpha \in I} \operatorname{ker} \alpha\right)^{o}$. Then, up to conjugation, the elements of $\Phi\left(A_{P}, P\right)$ are the non-zero restrictions of the elements in $\Phi^{+}(\mathbf{S}, \mathbf{G})$ and $\Delta\left(A_{P}, P\right)$ is the set of restrictions of $\Delta(\mathbf{S}, \mathbf{G})-I$.

It is known that when $\mathbf{P}$ is a minimal parabolic subgroup, there is a bijective correspondence between parabolic $\mathbb{Q}$-groups containing $\mathbf{P}$ and subsets of $\Delta\left(A_{P}, P\right)$. In fact, for any $I \subset \Delta\left(A_{P}, P\right)$, there is a unique
parabolic $\mathbb{Q}$-subgroup $\mathbf{Q}$ denoted by $P_{I}$ such that

$$
\begin{equation*}
A_{Q}=\left\{a \in A_{P} \mid a^{\alpha}=1, \alpha \in I\right\} . \tag{2.6}
\end{equation*}
$$

The same correspondence holds for any $\mathbf{P}$ which is not necessarily minimal.

For any $t>0$, define $A_{P, t}=\left\{a \in A_{P} \mid a^{\alpha}>t, \alpha \in \Delta\left(A_{P}, P\right)\right\}$. For any bounded sets $U \subset N_{P}, W \subset M_{P} K$, the subset

$$
U \times A_{P, t} \times W \subset N_{P} \times A_{P} \times\left(M_{P} K\right)=G
$$

is called a Siegel set in $G$ associated to $\mathbf{P}$ and $K$, or the basepoint $x_{0}$. For $P=G$, the Siegel sets are bounded sets. We now recall the reduction theory from [Bo1] in a form convenient for our applications in later sections.

## Proposition 2.5.

1) There are only finitely many $\Gamma$-conjugacy classes of parabolic $\mathbb{Q}$ subgroups. Let $\mathbf{P}_{1}, \ldots, \mathbf{P}_{k}$ be a set of representatives of the $\Gamma$ conjugacy classes of parabolic $\mathbb{Q}$-subgroups. There exist Siegel sets $U_{i} \times A_{P_{i}, t_{i}} \times W_{i}$ associated to $\mathbf{P}_{i}(1 \leq i \leq k)$ whose images in $\Gamma \backslash G$ cover the whole space.
2) For any two parabolic $\mathbb{Q}$-subgroups $\mathbf{P}_{i}, i=1,2$ and Siegel sets $U_{i} \times A_{P_{i}, t_{i}} \times W_{i}$ associated to $\mathbf{P}_{i}$, the set $\left\{\gamma \in \Gamma \mid \gamma\left(U_{1} \times A_{P_{1}, t_{1}} \times\right.\right.$ $\left.\left.W_{1}\right) \cap U_{2} \times A_{P_{2}, t_{2}} \times W_{2}\right\} \neq \emptyset$ is finite.
3) Suppose that $\mathbf{P}_{1}$ is not $\Gamma$-conjugate to $\mathbf{P}_{2}$. Fix $U_{i}, W_{i}, i=1,2$. Then $\gamma\left(U_{1} \times A_{P_{1}, t_{1}} \times W_{1}\right) \cap U_{2} \times A_{P_{2}, t_{2}} \times W_{2}=\emptyset$ for all $\gamma \in \Gamma$, if $t_{1}, t_{2} \gg 0$.
4) For any fixed $U, W$, when $t \gg 0, \gamma\left(U \times A_{P, t} \times W\right) \cap U \times A_{P, t} \times W=\emptyset$ for all $\gamma \in \Gamma-\Gamma_{P}$.
5) For any two different parabolic subgroups $\mathbf{P}_{1}, \mathbf{P}_{2}$, when $t_{1}, t_{2} \gg 0$, $U_{1} \times A_{P_{1}, t_{1}} \times W_{1} \cap U_{2} \times A_{P_{2}, t_{2}} \times W_{2}=\emptyset$.

These results are not stated in exactly the same form in [Bo1] but parts (1) to (4) follow from Theorem 15.5, Proposition 15.6 and Proposition 12.6 there, and part (5) follows from part (3) and the fact that for any two different parabolic subgroups $\mathbf{P}_{1}, \mathbf{P}_{2}$, there exists an arithmetic subgroup $\Gamma$ such that $\mathbf{P}_{1}$ is not $\Gamma$-conjugate to $\mathbf{P}_{2}$. These results except part (5) are also stated in [OW, Theorem 2.11] for slightly more general discrete subgroups $\Gamma$.

Let $\Gamma \subset \mathbf{G}(\mathbb{Q})$ be an arithmetic subgroup and $\mathbf{P}$ a parabolic $\mathbb{Q}$ subgroup of $\mathbf{G}$. As usual, we let $\Gamma_{P}=\Gamma \cap P, \Gamma_{N_{P}}=\Gamma \cap N_{P}$. The groups $\Gamma_{P}$ and $\Gamma_{N_{P}}$ are arithmetic subgroups of $\mathbf{P}$ and $\mathbf{N}_{P}$ respectively and $\Gamma_{N_{P}}$ is cocompact in $N_{P}$. By [ $\mathbf{B S}$, Proposition 1.2], the image of $\Gamma_{P}$ in $L_{P}$ under the natural projection $P \rightarrow L_{P}=N_{P} \backslash P$ is contained in $M_{P}$ and is an arithmetic subgroup of the $\mathbb{Q}$-group $\mathbf{M}_{P}$, to be denoted by $\Gamma_{M_{P}}$. By definition, we have the exact sequence: $0 \rightarrow \Gamma_{N_{P}} \rightarrow \Gamma_{P} \rightarrow \Gamma_{M_{P}} \rightarrow 0$.

To understand the action of $\Gamma_{P}$ on $G$ and $X$ in terms of the horospherical decomposition, we lift $\Gamma_{M_{P}}$ into $P$ by the canonical lift $i_{x_{0}}$ associated with the basepoint $x_{0}$. The image $i_{x_{0}}\left(\Gamma_{M_{P}}\right)$ is denoted by $\Gamma_{M_{P, x_{0}}}$ or $\Gamma_{M_{P}}$ below once the basepoint $x_{0}$ is fixed. Note that $i_{x_{0}}$ does not split the above exact sequence for $\Gamma_{P}$. In fact, this exact sequence does not necessarily admit a splitting.

Proposition 2.6. For every basepoint $x_{0}, \Gamma_{M_{P}, x_{0}}$ is equal to the image of $\Gamma_{P}$ in $M_{P, x_{0}}$ under the projection $P=N_{P} A_{P, x_{0}} M_{P, x_{0}} \rightarrow M_{P, x_{0}}$, and the subgroup $\Gamma_{P}$ is contained in $N_{P} \Gamma_{M_{P}, x_{0}}$.

Proof. By the definition of the canonical lift $i_{x_{0}}, \Gamma_{M_{P}, x_{0}}$ is the image of $\Gamma_{P}$ under the projection $P \rightarrow L_{P, x_{0}}$. Since $\Gamma_{N_{P}} \backslash \Gamma_{P} \subset M_{P}$, this projection image of $\Gamma_{P}$ in $L_{P, x_{0}}$ is contained in $M_{P, x_{0}}$. Hence $\Gamma_{M_{P}, x_{0}}$ is the image of $\Gamma_{P}$ under the projection $P=N_{P} A_{P, x_{0}} M_{P, x_{0}} \rightarrow M_{P, x_{0}}$.

To prove that $\Gamma_{P} \subset N_{P} \Gamma_{M_{P}, x_{0}}$, we first assume that $x_{0}$ is a rational basepoint. Then $A_{P, x_{0}}$ is a $\mathbb{Q}$-split component of $P$. By $[\mathbf{B S}$, Proposition 1.2], $\Gamma_{P} \subset N_{P} M_{P, x_{0}}$.

By Proposition 2.2, rational basepoints for $P$ always exist. Let $x_{1}$ be such a rational basepoint. By Lemma 2.1, there exists $n \in N_{P}$ such that $M_{P, x_{0}}=n M_{P, x_{1}} n^{-1}$. Since $M_{P, x_{1}}$ normalizes $N_{P}$, this implies that

$$
N_{P} M_{P, x_{0}}=N_{P} n M_{P, x_{1}} n^{-1}=N_{P} M_{P, x_{1}}
$$

Therefore, $\Gamma_{P} \subset N_{P} M_{P, x_{1}}=N_{P} M_{P, x_{0}}$. This completes the proof of the proposition. q.e.d.

Remark 2.7. Note that $\Gamma_{M_{P}, x_{0}}$ is in general not equal to $\Gamma \cap M_{P, x_{0}}$ even if $x_{0}$ is a rational basepoint for $P$. On the other hand, when $i_{x_{0}}$ is rational, $\Gamma_{P}$ is commensurable with both $\Gamma_{N_{P}} \Gamma_{M_{P}, x_{0}}$ and $\Gamma_{N_{P}}(\Gamma \cap$ $\left.M_{P, x_{0}}\right)$, and $\Gamma_{M_{P}, x_{0}}$ is commensurable with $\Gamma \cap M_{P, x_{0}}$. In fact, $\Gamma_{M_{P, x_{0}}} \supset$ $\Gamma \cap M_{P, x_{0}}$, and $\Gamma \cap M_{P, x_{0}}$ is a subgroup of finite index in $\Gamma_{M_{P, x_{0}}}$.

Proposition 2.8. For every basepoint $x_{0}$, we have $\Gamma_{P} \subset N_{P} \Gamma_{M_{P}, x_{0}}$, and $N_{P} \Gamma_{M_{P}, x_{0}}=N_{P} \Gamma_{P}$.

Proof. The first statement is contained in Proposition 2.6. The second statement follows from the fact in Proposition 2.6 that $\Gamma_{M_{P}, x_{0}}$ is the image of $\Gamma_{P}$ under the projection $N_{P} M_{P, x_{0}} \rightarrow M_{P, x_{0}}$. q.e.d.

Remark 2.9. The above proposition says that if we ignore the $N_{P}$ component, $\Gamma_{M_{P}, x_{0}}$ could be thought of as the intersection $\Gamma \cap M_{P, x_{0}}$. This proposition is crucial to the subgroup compactification in $\S 5$.

Remark 2.10. Our standing assumption in $\S 2$ is that $\mathbf{G}$ is semisimple, connected, defined over $\mathbb{Q}$. However, we want to apply some of the facts recalled or proved here to $\mathbf{M}_{P, x_{0}}$, which does not necessarily satisfy the conditions imposed on $\mathbf{G}$. We outline here the minor adjustments this requires. First, in a algebraic group $\mathbf{H}$ defined over a field of characteristic zero, a parabolic subgroup is, by definition, the normalizer of
a parabolic subgroup of the identity component of $\mathbf{H}$. It is then also true that a parabolic subgroup is the normalizer of the unipotent radical of its identity component ([BT], 5.19).

The group $\mathbf{M}_{P}$ is reductive, but the identity component of its center $\mathbf{Z}$ is anisotropic over $\mathbb{Q}$, so that a maximal $\mathbb{Q}$-split torus is one of the derived group $\mathcal{D} \mathbf{M}_{P}$ of $\mathbf{M}_{P}$, and any rational character of $\mathbf{M}_{P}$ is trivial on $\mathbf{Z}$; hence $\mathbf{M}_{P}$ and $\mathcal{D} \mathbf{M}_{P}$ have the same system of $\mathbb{Q}$-roots.

The subgroup $M_{P, x_{0}}$ is not necessarily defined over $\mathbb{Q}$, but the projection $\pi_{P}$ of $\mathbf{P}$ onto $\mathbf{P} / \mathbf{N}_{P}=\mathbf{L}_{P}$ maps it isomorphically onto the real points of a $\mathbb{Q}$-subgroup $\mathbf{M}_{P}$. It is easily seen that a closed subgroup $H$ of $M_{P, x_{0}}$ is the intersection of $M_{P, x_{0}}$ with a parabolic $\mathbb{Q}$-subgroup of $\mathbf{P}$ if and only if its image under $\pi_{P}$ is the group of real points of a parabolic $\mathbb{Q}$-subgroup of $\mathbf{M}_{P}$. From this it is clear that the description of such subgroups, up to conjugacy in terms of subsets of simple $\mathbb{Q}$-roots of $\mathbf{L}_{P}$, is essentially the same as in 2.4 .

## 3. Construction of $\Gamma \backslash \bar{G}^{B S}$

In this section, we modify the procedure in $[\mathbf{B S}]$ and use it to construct the compactification $\Gamma \backslash \bar{G}^{B S}$ in this section and $\Gamma \backslash \bar{G}^{R B S}$ in the next section. As mentioned in the introduction, the quotient $\Gamma \backslash \bar{G}^{B S} / K$ gives the Borel-Serre compactification $\Gamma \backslash \bar{X}^{B S}$.
3.1. In [Sa1], [Sa2] compactifications of $\Gamma \backslash X$ are constructed from compactifications of $X$ which are rational in a suitable sense. A very important point in $[\mathbf{B S}]$ is that one should start with a partial compactification of $X$ which is constructed directly from the parabolic $\mathbb{Q}$ subgroups. The procedure in $[\mathbf{B S}]$ can be summarized as follows:

1) For each parabolic $\mathbb{Q}$-subgroup $\mathbf{P}$, there is a well-defined geodesic action of $A_{P}$ on $X$, and the action gives a corner $X(P)=N_{P} \times$ $\overline{A_{P}} \times X_{P}$.
2) For any two parabolic $\mathbb{Q}$-subgroups $\mathbf{P} \subset \mathbf{Q}$, there is a canonical embedding $X(P) \hookrightarrow X(Q)$ as real analytic manifolds with corners.
3) Show that each corner $X(P)$ can be decomposed into boundary faces $e_{X}(Q)=N_{Q} \times X_{Q}$ for $\mathbf{Q} \supseteq \mathbf{P}$, i.e., $X(P)=X \cup \coprod_{\mathbf{Q} \supseteq \mathbf{P}} e_{X}(Q)$.
4) Endow $\bar{X}^{B S}=X \cup \coprod e_{X}(P)$ with the unique topology determined by the canonical topology of the corners $X(P)$.

The modified procedure in this paper is as follows:

1) For every parabolic $\mathbb{Q}$-subgroup $\mathbf{P}$ of $\mathbf{G}$, define a boundary component using the Langlands decomposition of $P$.
2) Form a partial compactification of $G$ by attaching all the rational boundary components using the horospherical coordinate decomposition with respect to $P$.
3) Show that $\Gamma$ acts continuously on the partial compactification with a compact Hausdorff quotient, which is a compactification of $\Gamma \backslash G$.

This procedure can also be applied to $X$. Since the basic point is to start with a partial compactification of $G$ or $X$, this modified procedure is clearly similar to the original. But there are several differences. The geodesic action is avoided since there is no canonically defined geodesic action of $A_{P}$ on $G$, or equivalently the partial compactification $\bar{G}^{B S}$ depends on the choice of basepoint $x_{0}$ (see Remark 4.12). Different choices of rational boundary components give rise to different compactifications, for example, the compactification $\Gamma \backslash \bar{G}^{R B S}$ in the next section. When the boundary components are small, the partial compactification of $G$ is not a manifold with corners, and hence the first step of using corners in $[\mathbf{B S}]$ is avoided. It should be pointed out that the gluing of the boundary components at infinity is given in terms of the Langlands decomposition of parabolic subgroups and is motivated by the geodesic action.

To understand the relations between different corners $X(P)$ and the Hausdorff property of the partial compactification $\bar{X}^{B S}$, homogeneous spaces of S-type were introduced in [BS, §2]. On the other hand, these spaces can be avoided in the modified approach in this paper.
3.2. For every parabolic $\mathbb{Q}$-subgroup $\mathbf{P}$ of $\mathbf{G}$, let $P=N_{P} A_{P} M_{P}$ be the Langlands decomposition of $P=\mathbf{P}(\mathbb{R})$ with respect to the fixed basepoint $x_{0} \in X$, where $x_{0}=K \in X=G / K$. As in $\S 2$, the Langlands decomposition gives the following horospherical decomposition: $G=$ $N_{P} \times A_{P} \times\left(M_{P} K\right)$. Define the Borel-Serre boundary component $e(P)$ of $P$ by $e(P)=N_{P} \times\left(M_{P} K\right)$.

These boundary components $e(P)$ are attached at infinity of $X$ as follows. An unbounded sequence $y_{j}$ in $G$ converges to a point $\left(n_{\infty}, m_{\infty}\right) \in$ $e(P)$ if and only if in terms of the horospherical decomposition of $G$, $y_{j}=\left(n_{j}, a_{j}, m_{j}\right), n_{j} \in N_{P}, a_{j} \in A_{P}, m_{j} \in M_{P} K$, the components $n_{j}, a_{j}, m_{j}$ satisfy the conditions:

1) For any $\alpha \in \Phi\left(P, A_{P}\right),\left(a_{j}\right)^{\alpha} \rightarrow+\infty$,
2) $n_{j} \rightarrow n_{\infty}$ in $N_{P}$, and $m_{j} \rightarrow m_{\infty} \in M_{P} K$.

Boundary components are glued together as follows. For two parabolic $\mathbb{Q}$-subgroups $\mathbf{P} \subset \mathbf{Q}, \mathbf{P} \neq \mathbf{Q}, e(P)$ is attached at infinity of $e(Q)$, i.e., $e(P)$ is in the closure of $e(Q)$ in $\bar{G}^{B S}$. This gluing is defined as follows. The parabolic subgroup $\mathbf{P}$ determines a unique parabolic subgroup $\mathbf{P}^{\prime}$ of $\mathbf{M}_{Q}$. Identify $M_{Q}$ with a subgroup of $Q$ under the canonical lift $i_{x_{0}}$. Then $M_{Q} \cap P$ is the lift of $P^{\prime}$ under $i_{x_{0}}$. Similarly, under the lift $i_{x_{0}}, A_{P^{\prime}}$ and $N_{P^{\prime}}$ can be identified with subgroups of $P$. Then
(3.1)

$$
M_{P^{\prime}}=M_{P}, \quad A_{P}=A_{Q} A_{P^{\prime}}=A_{Q} \times A_{P^{\prime}}, \quad N_{P}=N_{Q} N_{P^{\prime}}=N_{Q} \rtimes N_{P^{\prime}}
$$

(see [HC, Lemma 2]). The parabolic subgroup $P^{\prime}$ induces a Langlands decomposition of $M_{Q}$ :

$$
M_{Q}=N_{P^{\prime}} \times A_{P^{\prime}} \times\left(M_{P^{\prime}} K_{Q}\right),
$$

and hence a decomposition of $e(Q)$ :
$e(Q)=N_{Q} \times\left(M_{Q} K\right)=\left(N_{Q} N_{P^{\prime}}\right) \times A_{P^{\prime}} \times\left(M_{P} K\right)=N_{P} \times A_{P^{\prime}} \times\left(M_{P} K\right)$.
Then a sequence $y_{j}$ in $e(Q)$ converges to a point $\left(n_{\infty}, m_{\infty}\right) \in e(P)$ if and only if in the decomposition

$$
y_{j}=\left(n_{j}, a_{j}^{\prime}, m_{j}\right) \in N_{P} \times A_{P^{\prime}} \times\left(M_{P} K\right)=e(Q),
$$

1) $n_{j} \rightarrow n_{\infty}, m_{j} \rightarrow m_{\infty}$,
2) for all roots $\alpha \in \Phi\left(P^{\prime}, A_{P^{\prime}}\right),\left(a_{j}^{\prime}\right)^{\alpha} \rightarrow+\infty$.

The union

$$
\bar{G}^{B S}=G \cup \coprod_{\mathbf{P} \subset \mathbf{G}} e(P)
$$

with the above topology is called the Borel-Serre partial compactification of $G$. (Note that $\bar{G}^{B S}$ is not compact and hence is not a compactification of $G$.) In fact, to show that these convergent sequences define a topology, we need to show that the conditions in $[\mathbf{J M}, \S 6]$ are satisfied. Since the main condition is the double sequence condition, and this condition is satisfied by all the components in the horospherical decomposition in the above convergence, this condition is satisfied, and hence these convergent sequences define a topology.

A more traditional way to describe the topology is to give a neighborhood system. In fact, neighborhoods of boundary points can be given explicitly. For $(n, m) \in e(P)$, let $U, V$ be neighborhoods of $n, m$ in $N_{P}, M_{P} K$ respectively. As pointed out near Equation (2.6), every parabolic subgroup $\mathbf{Q}$ containing $\mathbf{P}$ corresponds to a (proper) subset $I \subset \Delta\left(P, A_{P}\right)$. Let $\mathbf{P}_{I}^{\prime}$ be the parabolic subgroup of $\mathbf{M}_{\mathbf{P}_{I}}$ defined by $\mathbf{P}$, and $A_{P_{I}^{\prime}}$ its split component of $P_{I}^{\prime}$. Then

$$
\coprod_{I \subset \Delta\left(P, A_{P}\right)} U \times A_{P_{I}^{\prime}, t} \times V
$$

is a neighborhood of $(n, m)$ in $\bar{G}^{B S}$. It can be checked that they define the same topology as one above defined by the convergent sequences. For any sequence $t_{j} \rightarrow+\infty$, and base of neighborhoods $U_{j}, V_{j}$, the above neighborhoods form a countable base for the point $(n, m)$ in $\bar{G}^{B S}$.

To understand more directly neighborhoods of the boundary points, we need to identify the closure of a Siegel set in $\bar{G}^{B S}$. For any parabolic $\mathbb{Q}$-subgroup $\mathbf{P}$, let $\Delta=\left\{\alpha_{1}, \ldots, \alpha_{r}\right\}$ be the set of simple roots in $\Phi\left(P, A_{P}\right)$. Then $A_{P}$ can be identified with $\mathbb{R}_{>0}^{r}$ under the map

$$
a \in A_{P} \rightarrow\left(a^{-\alpha_{1}}, \ldots, a^{-\alpha_{r}}\right) \in\left(\mathbb{R}_{>0}\right)^{r} \subseteq \mathbb{R}^{r}
$$

The closure of $A_{P}$ in $\mathbb{R}^{r}$ under this embedding is denoted by $\overline{A_{P}}$.
Proposition 3.3. The embedding $N_{P} \times A_{P} \times\left(M_{P} K\right) \hookrightarrow G \subset \bar{G}^{B S}$ can be naturally extended to an embedding $N_{P} \times \overline{A_{P}} \times\left(M_{P} K\right) \hookrightarrow \bar{G}^{B S}$. The image of $N_{P} \times \overline{A_{P}} \times\left(M_{P} K\right)$ in $\bar{G}^{B S}$ is denoted by $G(P)$ and called the corner associated with $\mathbf{P}$. Furthermore, $G(P)$ is equal to $G \cup \coprod_{\mathbf{Q} \supseteq \mathbf{P}} e(Q)$.

To prove this proposition, we need to decompose $\overline{A_{P}}$ according to parabolic $\mathbb{Q}$-subgroups containing $\mathbf{P}$. Let $\mathbf{Q}$ be a parabolic $\mathbb{Q}$-subgroup containing $\mathbf{P}$. Let $\Delta\left(P, A_{P}\right)$ be the set of simple roots in $\Phi\left(P, A_{P}\right)$. As recalled in near Equation (2.6) in $\S 2$, there exists a unique subset $I$ of $\Delta\left(P, A_{P}\right)$ such that $A_{Q}=\left\{a \in A_{P} \mid a^{\alpha}=1, \alpha \in I\right\}$. Define $A_{P, Q}=\left\{a \in A_{P} \mid a^{\alpha}=1, \alpha \in \Delta \backslash I\right\}$. Then

$$
\begin{equation*}
A_{P}=A_{P, Q} \times A_{Q} \tag{3.3}
\end{equation*}
$$

and this decomposition corresponds to the coordinates decomposition of $A_{P}$ under the above identification with $\left(\mathbb{R}_{>0}\right)^{r}$. It should be pointed out that this decomposition $A_{P}=A_{P, Q} \times A_{Q}$ is, in general, different from the earlier decomposition $A_{P}=A_{P^{\prime}} \times A_{Q}$ in Equation (3.1). In fact, as mentioned earlier, $A_{P^{\prime}}$ has been lifted to a subgroup of $A_{P}$ by the canonical map $i_{x_{0}}$. Then $\mathfrak{a}_{P^{\prime}}$ is orthogonal to $\mathfrak{a}_{Q}$ with respect to the Killing form, but $\mathfrak{a}_{P, Q}$ is not in general.

For each such parabolic subgroup $\mathbf{Q}$, let $o_{Q}$ be the zero point in $\overline{A_{Q}}$. From the above equation, it is clear that $A_{P, Q} \times \overline{A_{Q}} \hookrightarrow \overline{A_{P}}$; in particular, $A_{P, Q} \times o_{Q}$ is a boundary component of $\overline{A_{P}}$.

Lemma 3.4. The corner $\overline{A_{P}}$ admits a disjoint decomposition $A_{P} \cup$ $\amalg_{\mathbf{Q} \supseteq \mathbf{P}} A_{P, Q} \times o_{Q}$. In this decomposition, a sequence $a_{j} \in A_{P}$ converges to $\left(a_{\infty}, o_{Q}\right) \in A_{P, Q} \times o_{Q}$ if and only if in the decomposition $a=\left(a_{j}^{\prime}, a_{j}^{\prime \prime}\right) \in$ $A_{P, Q} \times A_{Q}, a_{j}^{\prime} \rightarrow a_{\infty}$ and $a_{j}^{\prime \prime} \rightarrow o_{Q}$ in $\overline{A_{Q}}$.

Proof. The disjoint decomposition is clear from the identification $\overline{A_{P}}=\mathbb{R}_{\geq 0}^{\Delta}$ and the one-to-one correspondence between subsets of $\Delta$ and the parabolic $\mathbb{Q}$-subgroups $Q$ containing $P$, and the convergence follows from the definition of $A_{P, Q}$.

> q.e.d.

For any $\mathbf{Q} \supset \mathbf{P}$, the horospherical decomposition $G=N_{P} \times A_{P} \times$ $\left(M_{P} K\right)$ and the decomposition $A_{P}=A_{P, Q} \times A_{Q}$ give another decomposition of $G$ :

$$
\begin{equation*}
G=N_{P} \times A_{P, Q} \times A_{Q} \times\left(M_{P} K\right) \tag{3.4}
\end{equation*}
$$

This decomposition is related to the horospherical decomposition of $G$ with respect to $Q$ :

$$
G=N_{Q} \times A_{Q} \times\left(M_{Q} K\right)
$$

as shown in the following lemmas.

Lemma 3.5. For two parabolic $\mathbb{Q}$-subgroups $\mathbf{P}, \mathbf{Q}, \mathbf{P} \subset \mathbf{Q}$, as above, let $\mathbf{P}^{\prime}$ be the unique parabolic $\mathbb{Q}$-subgroup of $\mathbf{M}_{\mathbf{Q}}$ corresponding to $\mathbf{P}$, i.e., $P^{\prime}=M_{Q} \cap P$. Then $e(Q)=N_{Q} \times\left(M_{Q} K\right)$ can be identified with $N_{P} \times A_{P^{\prime}} \times\left(M_{P} K\right)$ as in Equation (1) through the Langlands decomposition of $M_{Q}$ with respect to $P^{\prime}$. Furthermore, $e(Q) \cong N_{P} \times A_{P^{\prime}} \times\left(M_{P} K\right)$ can be identified with $N_{P} \times A_{P, Q} \times\left(M_{P} K\right)$ through the map

$$
\begin{aligned}
N_{P} \times A_{P, Q} \times\left(M_{P} K\right) & \rightarrow N_{P} \times A_{P^{\prime}} \times\left(M_{P} K\right):(n, \exp H, m) \\
& \rightarrow\left(n, \exp H_{P^{\prime}}, m\right)
\end{aligned}
$$

where $H_{P^{\prime}}$ is the component of $H$ in $\mathfrak{a}_{P^{\prime}}$ in the decomposition $\mathfrak{a}_{P}=$ $\mathfrak{a}_{P^{\prime}} \oplus \mathfrak{a}_{Q}$.

Proof. Since $N_{P}=N_{Q} N_{P^{\prime}}, A_{P}=A_{P^{\prime}} A_{Q}$, and $M_{P^{\prime}}=M_{P}$, the Langlands decomposition of $M_{Q}$ with respect to $P^{\prime}$,

$$
M_{Q}=N_{P^{\prime}} \times A_{P^{\prime}} \times M_{P^{\prime}}=N_{P^{\prime}} \times A_{P^{\prime}} \times M_{P}
$$

gives

$$
e(Q)=N_{Q} \times N_{P^{\prime}} \times A_{P^{\prime}} \times M_{P} K
$$

and hence

$$
e(Q)=N_{P} \times A_{P^{\prime}} \times M_{P} K
$$

Since $\mathfrak{a}_{P}=\mathfrak{a}_{P, Q} \oplus \mathfrak{a}_{Q}$ and $\mathfrak{a}_{P}=\mathfrak{a}_{P^{\prime}} \oplus \mathfrak{a}_{Q}$, the map $H \in \mathfrak{a}_{P, Q} \rightarrow H_{P^{\prime}} \in \mathfrak{a}_{P^{\prime}}$ is a linear isomorphism, and the second identification is clear. q.e.d.

Lemma 3.6. In the decomposition $G=N_{P} \times A_{P, Q} \times A_{Q} \times\left(M_{P} K\right)$, a sequence $y_{j}=\left(n_{j}, a_{j}^{\prime \prime}, a_{j}, m_{j}\right)$ converges to a point in $e(Q)$ if and only if $n_{j} \rightarrow n_{\infty}, a_{j}^{\prime \prime} \rightarrow a_{\infty}^{\prime \prime}, m_{j} \rightarrow m_{\infty}$, and for $\alpha \in \Phi\left(Q, A_{Q}\right), a_{j}^{\alpha} \rightarrow+\infty$, and the limit is equal to $\left(n_{\infty}, a_{\infty}^{\prime \prime}, m_{\infty}\right) \in N_{P} \times A_{P, Q} \times\left(M_{P} K\right) \cong e(Q)$ as identified in the previous lemma.

Proof. Since the convergence to points in $e(Q)$ is defined through the horospherical decomposition of $G$ with respect to $Q$, we need to relate the above decomposition of $G$ to the horospherical decomposition associated with $Q$ :

$$
G=N_{Q} \times A_{Q} \times\left(M_{Q} K\right)
$$

The parabolic $\mathbb{Q}$-subgroup $P^{\prime}$ of $M_{Q}$ determines a decomposition of $M_{Q} K$ :

$$
M_{Q} K=N_{P^{\prime}} \times A_{P^{\prime}} \times\left(M_{P^{\prime}} K\right)=N_{P^{\prime}} \times A_{P^{\prime}} \times\left(M_{P} K\right)
$$

which induces the following decomposition of $G$ with respect to $Q$ :

$$
G=N_{Q} \times A_{Q} \times\left(N_{P^{\prime}} \times A_{P^{\prime}} \times M_{P} K\right)
$$

Since $N_{P^{\prime}}, A_{P^{\prime}}$ commute with $A_{Q}$ and $N_{P}=N_{Q} N_{P^{\prime}}$, we get a refined horospherical decomposition

$$
G=N_{P} \times A_{P^{\prime}} \times A_{Q} \times\left(M_{P} K\right)
$$

given by the map

$$
\left(n, a^{\prime}, a, m\right) \in N_{P} \times A_{P^{\prime}} \times A_{Q} \times\left(M_{P} K\right) \rightarrow n a^{\prime} a m \in G
$$

We need to compare this decomposition with the earlier one

$$
G=N_{P} \times A_{P, Q} \times A_{Q} \times M_{P} K .
$$

Since the map $N_{P} \times A_{P, Q} \times A_{Q} \times M_{P} K \rightarrow G$ is given by $\left(n, a^{\prime \prime}, a, m\right) \rightarrow$ $n a^{\prime \prime} a m$ and

$$
A_{P}=A_{P^{\prime}} A_{Q}=A_{P, Q} A_{Q}
$$

in these two different decompositions, the $N_{P}, M_{P} K$ components are the same, and we only need to find relations between the $A_{P^{\prime}}, A_{Q}$ and the $A_{P, Q}, A_{Q}$ components.

Since $\mathfrak{a}_{P}=\mathfrak{a}_{P^{\prime}} \oplus \mathfrak{a}_{Q}$, for any $H \in \mathfrak{a}_{P, Q}$, write $H=H_{P^{\prime}}+H_{Q}$, where $H_{P^{\prime}} \in \mathfrak{a}_{P^{\prime}}, H_{Q} \in \mathfrak{a}_{Q}$. Then the transformation from $N_{P} \times A_{P, Q} \times A_{Q} \times$ $\left(M_{P} K\right)$ to $N_{P} \times A_{P^{\prime}} \times A_{Q} \times\left(M_{P} K\right)$ is given by

$$
(n, \exp H, \exp V, m) \mapsto\left(n, \exp H_{P^{\prime}}, \exp \left(H_{Q}+V\right), m\right)
$$

Similarly, $\mathfrak{a}_{P}=\mathfrak{a}_{P, Q} \oplus \mathfrak{a}_{Q}$. For any $H \in \mathfrak{a}_{P^{\prime}}$, write $H=H_{P, Q}+H_{Q}$, where $H_{P, Q} \in \mathfrak{a}_{P, Q}, H_{Q} \in \mathfrak{a}_{Q}$. Then the transformation from $N_{P} \times$ $A_{P^{\prime}} \times A_{Q} \times\left(M_{P} K\right)$ to $N_{P} \times A_{P, Q} \times A_{Q} \times\left(M_{P} K\right)$ is given by

$$
(n, \exp H, \exp V, m) \mapsto\left(n, \exp H_{P, Q}, \exp \left(H_{Q}+V\right), m\right)
$$

These two formulae of coordinate changes imply the lemma. q.e.d.
Lemma 3.7. For a pair of parabolic subgroups $\mathbf{P} \subset \mathbf{Q}$, let $I \subset$ $\Delta\left(P, A_{P}\right)$ be the subset such that $\mathfrak{a}_{Q}=\left\{H \in \mathfrak{a}_{P} \mid \alpha(H)=0, \alpha \in I\right\}$. Then under the identification

$$
e(Q) \cong N_{P} \times A_{P, Q} \times\left(M_{P} K\right)
$$

in Lemma 3.6, a sequence $y_{j}=\left(n_{j}, a_{j}, m_{j}\right)$ in $e(Q)$ converges to a point $\left(n_{\infty}, m_{\infty}\right) \in e(P)=N_{P} \times\left(M_{P} K\right)$ if and only if for all $\beta \in \Delta\left(P, A_{P}\right) \backslash I$, $a_{j}^{\beta} \rightarrow+\infty$, and $n_{j} \rightarrow n_{\infty}, m_{j} \rightarrow m_{\infty}$.

Proof. For all $H \in \mathfrak{a}_{Q}$ and $\beta \in \Delta\left(P, A_{P}\right) \backslash I, \beta(H)=0$. This implies that that for all $\beta \in \Delta\left(P, A_{P}\right) \backslash I$ and $H \in \mathfrak{a}_{P, Q}, \beta\left(H_{P^{\prime}}\right)=\beta(H)$, where $H_{P^{\prime}}$ is the component of $H$ in $\mathfrak{a}_{P^{\prime}}$ in $\mathfrak{a}_{P}=\mathfrak{a}_{P^{\prime}} \oplus \mathfrak{a}_{Q}$. Since the simple roots in $\Phi\left(P^{\prime}, A_{P^{\prime}}\right)$ are restrictions of $\Delta\left(P, A_{P}\right) \backslash I$ to $\mathfrak{a}_{P^{\prime}}$, the lemma is clear.

> q.e.d.

More generally, the following lemma is true.
Lemma 3.8. Let $\mathbf{Q}_{1}, \mathbf{Q}_{2}$ be two parabolic $\mathbb{Q}$-subgroups containing $\mathbf{P}$. Suppose that $\mathbf{Q}_{1} \subset \mathbf{Q}_{2}$. Let $I_{j}$ be the subset of the simple roots in $\Delta\left(P, A_{P}\right)$ such that $\mathfrak{a}_{Q_{j}}=\left\{H \in \mathfrak{a}_{P} \mid \alpha(H)=0, \alpha \in I_{j}\right\}, j=1,2$. Under the identifications

$$
\begin{gathered}
e\left(Q_{1}\right) \cong N_{P} \times A_{P, Q_{1}} \times\left(M_{P} K\right), \\
e\left(Q_{2}\right) \cong N_{P} \times A_{P, Q_{1}} \times A_{Q_{1}, Q_{2}} \times\left(M_{P} K\right),
\end{gathered}
$$

a sequence of points $y_{j}=\left(n_{j}, a_{P, Q_{1}, j}, a_{Q_{1}, Q_{2}, j}, m_{j}\right)$ in $e\left(Q_{2}\right)$ converges in $\bar{G}^{B S}$ to a point $\left(n_{\infty}, a_{P, Q_{1}, \infty}, m_{\infty}\right) \in e\left(Q_{1}\right)$ if and only if $n_{j} \rightarrow n_{\infty}$, $a_{P, Q_{1}, j} \rightarrow a_{P, Q_{1}, \infty}, m_{j} \rightarrow m_{\infty}$, and for all $\alpha \in I_{2} \backslash I_{1},\left(a_{Q_{1}, Q_{2}, j}\right)^{\alpha} \rightarrow$ $+\infty$.

Proof of Proposition 3.3.
By Lemmas 3.5 and 3.6, the subset $N_{P} \times A_{P, Q} \times o_{Q} \times\left(M_{P} K\right)$ in $N_{P} \times$ $\overline{A_{P}} \times\left(M_{P} K\right)$ can be identified with $e(Q)$, and under this identification, convergence of sequences of interior points to points in $e(Q)$ in the topology of $N_{P} \times \overline{A_{P}} \times\left(M_{P} K\right)$ is the same as in the topology of $\bar{G}^{B S}$. By Lemma 3.7, under this identification, the convergence of sequences of points in $e(Q)$ to points in $e(P)$ in the topology of $N_{P} \times \overline{A_{P}} \times\left(M_{P} K\right)$ is the same as the convergence in the topology of $\bar{G}^{B S}$. Similarly, by Lemma 3.8, for any two boundary components $e\left(Q_{1}\right), e\left(Q_{2}\right)$ with $Q_{1} \subset$ $Q_{2}$, the convergence of sequences of points in $e\left(Q_{2}\right)$ to points in $e\left(Q_{1}\right)$ is the same in both topologies.

This implies that the embedding $N_{P} \times A_{P} \times\left(M_{P} K\right) \hookrightarrow \bar{G}^{B S}$ can be extended to an embedding

$$
N_{P} \times \overline{A_{P}} \times\left(M_{P} K\right) \hookrightarrow \bar{G}^{B S} .
$$

Lemma 3.4 and the above identification of the boundary components of $N_{P} \times \overline{A_{P}} \times\left(M_{P} K\right)$ with $e(Q)$ show that the image of $N_{P} \times \overline{A_{P}} \times\left(M_{P} K\right)$ in $\bar{G}^{B S}$ is equal to $G \cup \coprod_{Q \supseteq P} e(Q)$.

Remark 3.9. By replacing the horospherical decomposition of $G$ by the horospherical decomposition of $X$ (Equations 2.2, 2.3 in §2), we can apply the above procedure to construct a partial compactification of $X$, which will be shown to be isomorphic to the Borel-Serre partial compactification in [BS] (see Proposition 3.17 below).

Define

$$
\overline{A_{P, t}}=\left\{a \in \overline{A_{P}} \mid a^{\alpha}>t, \alpha \in \Delta\left(P, A_{P}\right)\right\},
$$

which is a partial compactification of $A_{P, t}$ in the direction of $P$.
Lemma 3.10. For any point $(n, m) \in N_{P} \times\left(M_{P} K\right)=e(P)$ in $\bar{G}^{B S}$, a neighborhood system of $(n, m)$ in $\bar{G}^{B S}$ is given by $U \times \overline{A_{P}}, t \times W$, where $n \in U, m \in W$ are neighborhoods in $N_{P}, M_{P} K$, and $t>0$.

Proof. Let $t$ be any large number. For any interior sequence $y_{j}$ converging to $(n, m) \in e(P)$, it follows from its definition that $y_{j} \in$ $U \times A_{P, t} \times W$ eventually. For any parabolic $\mathbb{Q}$-subgroup $\mathbf{Q} \supset \mathbf{P}$ and any sequence $y_{j}$ in $e(Q)$ converging to $(n, m) \in e(P), y_{j}$ belongs to $U \times A_{P^{\prime}, t} \times W$ eventually, where $P^{\prime}$ is the unique parabolic subgroup of $M_{Q}$ corresponding to $P$. By Lemmas 3.5, 3.6 and the proof of Lemma
3.7, $U \times A_{P^{\prime}, t} \times W$ can be identified with $U \times\left(A_{P, Q, t} \times\left\{o_{Q}\right\}\right) \times W$ in $G(P)=N_{P} \times \overline{A_{P}} \times\left(M_{P} K\right)$, where

$$
A_{P, Q, t}=\left\{a \in A_{P, Q} \mid a^{\beta}>t, \beta \in \Delta\left(P, A_{P}\right) \backslash I\right\},
$$

$I$ being the subset of simple roots which define the subspace $\mathfrak{a}_{Q}$ in $\mathfrak{a}_{P}$. By Lemma 3.4, $\overline{A_{P, t}}=A_{P, t} \cup \coprod_{\mathbf{Q} \supseteq \mathbf{P}} A_{P, Q, t}$, this implies that every sequence in $\bar{G}^{B S}$ converging to ( $n, m$ ) belongs to $U \times \overline{A_{P}}, t \times W$ eventually. This shows that when $U, W$ shrink to $n, m$ respectively and $t \rightarrow+\infty$, $U \times \overline{A_{P}}, \times W$ forms a basis of neighborhoods of $(n, m)$ in $\bar{G}^{B S}$ and hence completes the proof.
q.e.d.

Proposition 3.11. The topology of $\bar{G}^{B S}$ is Hausdorff.
Proof. It suffices to show that any two distinct boundary points $y_{1}, y_{2}$ $\in \partial \bar{G}^{B S}$ have disjoint neighborhoods. Let $\mathbf{P}_{i}$ be the rational parabolic subgroup such that $y_{i} \in e\left(P_{i}\right)$. By Lemma 3.10, for any neighborhood $U_{i} \times W_{i}$ of $y_{i}$ in $e\left(P_{i}\right)$ and any $t>0, U_{i} \times \overline{A_{P_{i}}} \times W_{i}$ is a neighborhood of $y_{i}$ in $\bar{G}^{B S}$. There are two cases to consider. Suppose first that $P_{1} \neq P_{2}$. By Proposition 2.5.5, when $U_{i} \times W_{i}$ are bounded and $t \gg 0$, the Siegel sets $U_{i} \times A_{P_{i}, t} \times W_{i}, i=1,2$, are disjoint. By the proof of the previous lemma, the sets $U_{i} \times \overline{A_{P_{i}, t}} \times W_{i}$ are also disjoint, since $U_{i} \times A_{P_{i}, t} \times W_{i}$ is an open dense subset of $U_{i} \times \overline{A_{P_{i}, t}} \times W_{i}$. On the other hand, suppose that $P_{1}=P_{2}$. Then $y_{1}, y_{2}$ are two distinct points on the same boundary component $e\left(P_{1}\right)$ and hence have disjoint neighborhoods $U_{1} \times W_{1}, U_{2} \times W_{2}$. In particular, $U_{1} \times A_{P_{1}, t} \times W_{1}$ and $U_{2} \times A_{P_{2}, t} \times W_{2}$ are disjoint. This similarly implies that $U_{i} \times \overline{A_{P_{i}},} \times W_{i}$ are also disjoint. q.e.d.

Proposition 3.12. The left $\mathbf{G}(\mathbb{Q})$-multiplication on $G$ extends to a continuous action on $\bar{G}^{B S}$. In particular, $\Gamma$ acts continuously on $\bar{G}^{B S}$ from the left.

Proof. There are two steps in the proof. The first step is to extend the left $\mathbf{G}(\mathbb{Q})$-multiplication on $G$ to $\bar{G}^{B S}$, and the second is to prove that this extended action is continuous.

For the first step, we need to show that for any $g \in \mathbf{G}(\mathbb{Q})$ and any sequence $y_{j}$ in $\bar{G}^{B S}$ converging to a boundary point $y_{\infty}$ in $\bar{G}^{B S}$, the new sequence $g y_{j}$ also converges in $\bar{G}^{B S}$ to a boundary point which depends only on $y_{\infty}$ and $g$.

Suppose that $y_{j}$ converges to $\left(n_{\infty}, m_{\infty}\right) \in e(P)$ for a parabolic $\mathbb{Q}$ subgroup $P$. We claim that $g y_{j}$ converges to a point in $e\left(g P g^{-1}\right)$.

Since $G=K P$, write $g=k m a n$, where $k \in K, n \in N_{P}, a \in A_{P}, m \in$ $M_{P}$. It is clear that $k \mathbf{P} k^{-1}=g \mathbf{P} g^{-1}$ is a rational parabolic subgroup
also. Write $y_{j}=n_{j} a_{j} m_{j}$ as above. Then

$$
\begin{align*}
g y_{j}=k m a n n_{j} a_{j} m_{j} & ={ }^{k m a}\left(n n_{j}\right) \cdot k m a \cdot a_{j} m_{j}  \tag{3.5}\\
& ={ }^{k m a}\left(n n_{j}\right) \cdot{ }^{k}\left(a a_{j}\right) \cdot{ }^{k}\left(m m_{j}\right) \cdot k
\end{align*}
$$

with ${ }^{k m a}\left(n n_{j}\right) \in N_{k P k^{-1}},{ }^{k}\left(a a_{j}\right) \in A_{k P k^{-1}},{ }^{k}\left(m m_{j}\right) \in M_{k P k^{-1}}$. Since $n_{j}, m_{j}$ converge, and $\left(a a_{j}\right)^{\alpha} \rightarrow+\infty$ for all $\alpha \in \Phi\left(P, A_{P}\right)$, it is then clear that $g y_{j}$ converges to the point $\left({ }^{k m a}\left(n n_{\infty}\right),{ }^{k}\left(m m_{\infty}\right) \cdot k\right) \in e\left(g P g^{-1}\right)$. We note that though the decomposition $g=k m a n$ is not unique, $k, m$ are determined by $g$ up to an element in $K \cap P=K \cap M_{P}$. This implies that the limit above does not depend on the choice of the decomposition of $g=k m a n$, and hence the sequence $g y_{j}$ has a well-defined limit.

The above discussions suggest the following definition of $\mathbf{G}(\mathbb{Q})$-action on the boundary of $\bar{G}^{B S}:$ for $g \in \mathbf{G}(\mathbb{Q})$, and $\left(n_{\infty}, m_{\infty}\right) \in e(P)$,

$$
g \circ\left(n_{\infty}, m_{\infty}\right)=\left({ }^{k m a}\left(n n_{\infty}\right),{ }^{k}\left(m m_{\infty}\right) \cdot k\right),
$$

where $g=k$ man as above. As showed in the previous paragraph, this action is well-defined.

To prove this extended action on $\bar{G}^{B S}$ is continuous, we need to show that for any convergent sequence $y_{j}$ in $\bar{G}^{B S}$ with limit $y_{\infty}$ and $g \in \mathbf{G}(\mathbb{Q})$, $g y_{j}$ converges to $g y_{\infty}$. The above computations prove this when $y_{j} \in G$. Therefore, it suffices to consider the case $y_{\infty} \in e(P)$ and $y_{j} \in e(Q)$ for a pair of parabolic $\mathbb{Q}$-subgroups $P \subset Q$.

Write

$$
y_{j}=\left(n_{j}, m_{j}\right) \in N_{Q} \times M_{Q} K=e(Q)
$$

Using Equation (2) and the notation there, we can write

$$
m_{j}=\left(n_{j}^{\prime}, a_{j}^{\prime}, m_{j}^{\prime}\right) \in N_{P^{\prime}} \times A_{P^{\prime}} \times\left(M_{P} K\right)
$$

By definition, the convergence of $y_{j}$ means that $n_{j}, n_{j}^{\prime}, m_{j}^{\prime}$ all converge with limits $n_{\infty}, n_{\infty}^{\prime}$ and $m_{\infty}^{\prime}$ respectively, and for all $\alpha \in \Phi\left(P^{\prime}, A_{P^{\prime}}\right)$, $\left(a_{j}^{\prime}\right)^{\alpha} \rightarrow+\infty$. Then the limit $y_{\infty}$ is given by

$$
y_{\infty}=\left(n_{\infty} n_{\infty}^{\prime}, m_{\infty}^{\prime}\right)
$$

Write $g=k$ man where $k \in K, m \in M_{Q}, a \in A_{Q}, n \in N_{Q}$. Then

$$
g y_{j}=g \circ\left(n_{j}, m_{j}\right)=\left({ }^{k m a}\left(n n_{j}\right),{ }^{k}\left(m m_{j}\right) \cdot k\right) \in e\left(g Q g^{-1}\right) .
$$

To compute the limit of $g y_{j}$ in $\overline{e\left(k Q k^{-1}\right)}$, we decompose $m=k^{\prime} m^{\prime} a^{\prime} n^{\prime}$ where $k^{\prime} \in K \cap M_{Q}, m^{\prime} \in M_{P^{\prime}}, a^{\prime} \in A_{P^{\prime}}, n \in N_{P^{\prime}}$. By computations similar to those at the beginning of the proof, the limit of $g y_{j}$ in $\overline{e\left(k Q k^{-1}\right)}$ is equal to

$$
\left(^{k m a}\left(n n_{\infty}\right)^{k k^{\prime} m^{\prime} a^{\prime}}\left(n^{\prime} n_{\infty}^{\prime}\right),{ }^{k k^{\prime}}\left(m^{\prime} m_{\infty}^{\prime}\right) \cdot k k^{\prime}\right) \in e\left(g P g^{-1}\right)
$$

By a direct computation, this limit is equal to

$$
\begin{aligned}
& \left({ }^{k k^{\prime} m^{\prime} a^{\prime}}\left(n^{\prime}\right)^{k k^{\prime} m^{\prime} a^{\prime} a}\left(n n_{\infty} n_{\infty}^{\prime}\right),{ }^{k k^{\prime}}\left(m^{\prime} m_{\infty}^{\prime}\right) \cdot k k^{\prime}\right) \\
& =\left({ }^{k k^{\prime} m^{\prime} a^{\prime} a}\left(n^{\prime a} n n_{\infty} n_{\infty}^{\prime}\right),{ }^{k k^{\prime}}\left(m^{\prime} m_{\infty}^{\prime}\right) \cdot k k^{\prime}\right) .
\end{aligned}
$$

We claim that this limit is equal to $g y_{\infty}$. In fact, from $g=k m a n$ and $m=k^{\prime} m^{\prime} a^{\prime} n^{\prime}$, we obtain

$$
g=k k^{\prime} \cdot m^{\prime} \cdot a^{\prime} a \cdot n^{\prime a} n
$$

with $k k^{\prime} \in K, m^{\prime} \in M_{P}, a^{\prime} a \in A_{P}$ and $n^{\prime a} n \in N_{P}$. Then the claim follows from the equality $y_{\infty}=\left(n_{\infty} n_{\infty}^{\prime}, m_{\infty}^{\prime}\right)$ and the definition of the $\mathbf{G}(\mathbb{Q})$-action on the boundary. q.e.d.

Proposition 3.13. The arithmetic group $\Gamma$ acts properly on $\bar{G}^{B S}$.
Proof. Since $\Gamma$ acts properly on $G$, there remains to show that a point $z$ on the boundary of $\bar{G}^{B S}$ has an open neighborhood $V$ such that $\{\gamma \in \Gamma \mid \gamma(V) \cap V \neq \emptyset\}$ is finite. By Lemma 3.10, we may assume $V=U \times \bar{A}_{P, t} \times W$, where $V^{\prime}=U \times A_{P, t} \times W$ is a Siegel set in $G$. In view of the finiteness property $2.5(2)$ of Siegel sets in $G$, it suffices to show that

$$
\begin{equation*}
\gamma(V) \cap V \neq \emptyset \quad(\gamma \in \Gamma) \tag{3.6}
\end{equation*}
$$

implies

$$
\begin{equation*}
\gamma\left(V^{\prime}\right) \cap V^{\prime} \neq \emptyset . \tag{3.7}
\end{equation*}
$$

Let $y$ be in the set (3.6). Since $V$ is open in $\bar{G}^{B S}$ and $\Gamma$ acts continuously (Proposition 3.12), this intersection contains an open neighborhood of $y$. The relation (3.7) now follows from the fact that $V^{\prime}$ is open dense in $V$.
q.e.d.

Theorem 3.14. The quotient $\Gamma \backslash \bar{G}^{B S}$ is a compact, Hausdorff space.
Proof. Since $\Gamma$ acts properly on $\bar{G}^{B S}$ and $\bar{G}^{B S}$ is Hausdorff, the quotient $\Gamma \backslash \bar{G}^{B S}$ is also Hausdorff. To prove that it is compact, we note that by the reduction theory (Proposition 2.5), there are finitely many parabolic $\mathbb{Q}$-subgroups $\mathbf{P}_{1}, \ldots, \mathbf{P}_{k}$ and Siegel sets $U_{1} \times A_{P_{1}, t_{1}} \times W_{1}, \ldots, U_{k} \times$ $A_{P_{k}, t_{k}} \times W_{k}$ such that the images in $\Gamma \backslash G$ cover the whole space $\Gamma \backslash G$. Clearly we can assume that $U_{i}, W_{i}$ are compact. Since the closure of $A_{P_{i}, t_{i}}$ in $\overline{A_{P_{i}}}$ is compact, by Proposition 3.3, the closure of $U_{i} \times A_{P_{i}, t_{i}} \times W_{i}$ in $\bar{G}^{B S}$ is compact. These finitely many compact subsets hence project to compact subsets and cover $\Gamma \backslash \bar{G}^{B S}$. This implies that $\Gamma \backslash \bar{G}^{B S}$ is compact.
q.e.d.

Since $\Gamma \backslash G$ is a $G$-homogeneous space, a natural question is whether the $G$-action on $\Gamma \backslash G$ extends to $\Gamma \backslash \bar{G}^{B S}$. The answer turns out to be negative as shown in the next proposition. On the other hand, we will
show in the next two sections that $\Gamma \backslash G$ admits compactifications to which the $G$-action extends.

Proposition 3.15. The right $G$-multiplication on $\Gamma \backslash G$ does not extend to a right $G$-action on $\Gamma \backslash \bar{G}^{B S}$.

Proof. It suffices to exhibit a convergent sequence $y_{j}$ in $\Gamma \backslash \bar{G}^{B S}$ and an element $g \in G$ such that $y_{j} g$ are not convergent in $\Gamma \backslash \bar{G}^{B S}$.

Let $\mathbf{P}$ be a parabolic $\mathbb{Q}$-subgroup. Choose $H \in \mathfrak{a}_{P}$ such that for all $\alpha \in \Phi\left(P, A_{P}\right), \alpha(H)>0$. Let $y_{j}=\exp t_{j} H$ for a sequence $t_{j} \rightarrow+\infty$. Clearly, $y_{j}$ is convergent in $\bar{G}^{B S}$. Let $g=n \in N_{P}, n \neq i d$. We claim that $y_{j} g$ is not convergent in $\bar{G}^{B S}$, and its image in $\Gamma \backslash \bar{G}^{B S}$ does not converge either for suitably chosen $t_{j}$.

In fact,

$$
\begin{aligned}
y_{j} g=\left(\exp t_{j} H\right) n & =\operatorname{Int}\left(\exp t_{j} H\right)(n) \cdot \exp t_{j} H \\
& =\left(\operatorname{Int}\left(\exp t_{j} H\right)(n), \exp t_{j} H, 1\right) \in N_{P} \times A_{P} \times\left(M_{P} K\right) .
\end{aligned}
$$

The component $\operatorname{Int}\left(\exp t_{j} H\right)(n)$ in $N_{P}$ is not bounded, and hence the sequence $y_{j} g$ does not converge to any point in $\bar{G}^{B S}$. When $t_{j}$ is suitably chosen, the image of this unbounded sequence $\operatorname{Int}\left(\exp t_{j} H\right)(n)$ in $\Gamma_{N_{P}} \backslash N_{P}$ does not converge either. In fact, when $t \rightarrow+\infty$, the image of $\operatorname{Int}(\exp t H)(n)$ in $\Gamma_{N_{P}} \backslash N_{P}$ traces out a non-constant continuous path, wrapping around the "cusp" of $P$ and hence we can pick a sequence $t_{j}$ such that the image $\operatorname{Int}\left(\exp t_{j} H\right)(n)$ in $\Gamma_{N_{P}} \backslash N_{P}$ does not converge. Then the image of $y_{j} g$ in $\Gamma \backslash \bar{G}^{B S}$ does not converge to any point either. q.e.d.

## Remark 3.16.

1) The above proposition can best be seen through the example of $\Gamma \backslash S L(2, \mathbb{R})$, for which the wrapping of $a n a^{-1}$, as $a \rightarrow+\infty$, around the cusps is very clear.
2) The proof of the above proposition shows that the right $G$-action on $G$ does not extend to a continuous action on $\bar{G}^{B S}$ either, though the right $K$-action does. This is related to the fact that these compactifications depend on the choice of the basepoint $x_{0}=K \in X$. See Remark 4.12 below. We also note that the left $\mathbf{G}(\mathbb{Q})$-multiplication on $G$ extends to $\bar{G}^{B S}$ but the right $\mathbf{G}(\mathbb{Q})$ multiplication does not, since $n$ above can be chosen in $\mathbf{N}_{P}(\mathbb{Q})$.

## Proposition 3.17.

1) The right $K$-action on $G$ extends to a continuous right $K$-action on $\bar{G}^{B S}$ and $\bar{G}^{B S} / K=\bar{X}^{B S}$.
2) The right $K$-action on $\Gamma \backslash G$ extends to a right $K$-action on $\Gamma \backslash \bar{G}^{B S}$, and the quotient of $\Gamma \backslash \bar{G}^{B S}$ by $K$ is equal to $\Gamma \backslash \bar{X}^{B S}$. Furthermore, if $\Gamma$ is neat, $\Gamma \backslash \bar{G}^{B S}$ is a K-principal bundle over $\Gamma \backslash \bar{X}^{B S}$.
Proof. First we need to recall briefly the definition of $\Gamma \backslash \bar{X}^{B S}$ from $[\mathbf{B S}]$. For any parabolic $\mathbb{Q}$-subgroup $\mathbf{P}$, its induced horospherical decomposition of $X$,

$$
X=N_{P} \times A_{P} \times X_{P}, \quad X_{P}=M_{P} / K \cap M_{P}
$$

gives a geodesic action of $A_{P}$ on $X$ : for any $b \in A_{P}, x=(n, a, z) \in$ $N_{p} \times A_{P} \times X_{P}$,

$$
b \circ x=(n, a b, z)
$$

The left multiplication of $A_{P}$ on itself clearly extends to $\overline{A_{P}}$. Then the corner $X(P)[\mathbf{B S}, 5.1]$ associated with $\mathbf{P}$ is defined by

$$
X(P)=X \times{ }^{A_{P}} \overline{A_{P}}
$$

For every pair of parabolic $\mathbb{Q}$-subgroups $\mathbf{P} \subset \mathbf{Q}$, it is shown in $[\mathbf{B S}, 5.3]$ that $X(Q)$ is naturally embedded into $X(P)$ as an open submanifold. For every rational parabolic subgroup $P$, define a boundary component $e_{X}(P)$ by

$$
e_{X}(P)=N_{P} \times X_{P}
$$

Then $e_{X}(P)$ can be identified with the subset $X \times{ }^{A_{P}}\left\{o_{P}\right\}$ in $X(P)$, where $o_{P}$ is the origin of $\left(\mathbb{R}_{\geq 0}\right)^{r} \cong \overline{A_{P}}, r=\operatorname{dim} A_{P}$. The corner $X(P)$ can be written as

$$
X(P)=X \cup \coprod_{\mathbf{Q} \supseteq \mathbf{P}} e_{X}(Q)
$$

Then the Borel-Serre partial compactification $\bar{X}^{B S}$ is defined as the disjoint union

$$
\bar{X}^{B S}=X \cup \coprod_{P} e_{X}(P)
$$

with the unique topology compatible with the topologies of all the corners $X(P)[\mathbf{B S}, 7.1]$.

From the above description, it is clear that an unbounded sequence $y_{j}=\left(n_{j}, a_{j}, x_{j}\right) \in N_{P} \times A_{P} \times X_{P}=X$ converges to a point $\left(n_{\infty}, x_{\infty}\right) \in$ $N_{P} \times X_{P}=e_{X}(P)$ in $\bar{X}^{B S}$ if and only if the following conditions are satisfied:

1) $n_{j} \rightarrow n_{\infty}$ in $N_{P}, x_{j} \rightarrow x_{\infty}$ in $X_{P}$.
2) For all $\alpha \in \Phi\left(P, A_{P}\right), a_{j}^{\alpha} \rightarrow+\infty$.

Briefly, the $A_{P}$-component needs to converge to the vertex or of $\overline{A_{P}}$.
By $[\mathbf{B S}, 7.4]$, for every pair of parabolic $\mathbb{Q}$-subgroups $\mathbf{P} \subset \mathbf{Q}, \mathbf{P} \neq$ $\mathbf{Q}, e_{X}(P)$ belongs to the closure of $e_{X}(Q)$. By [BS, 7.3], convergence of points of $e_{X}(Q)$ to $e_{X}(P)$ is also given by the geodesic action on $e_{X}(Q)$ induced from $P$, where $e_{X}(Q)$ is treated as a space of type $S$
and $e_{X}(P)$ as a boundary component of $e_{X}(Q)$. More precisely, $\mathbf{P}$ determines a unique rational parabolic subgroup $\mathbf{P}^{\prime}$ of $\mathbf{M}_{\mathbf{Q}}$, and $\mathbf{P}^{\prime}$ gives a horospherical decomposition of $e_{X}(Q)$,

$$
e_{X}(Q)=N_{P} \times A_{P^{\prime}} \times X_{P}
$$

and the geodesic action of $A_{P^{\prime}}$ on $e_{X}(Q)$ is given by

$$
b \circ(n, a, x)=(n, a b, x)
$$

By [BS, Proposition 7.3.(1)], sequences of points of $e_{Q}(X)$ converge to points of $e_{X}(P)$ in $\bar{X}^{B S}$ if and only if they do so in ${\overline{e_{X}(Q)}}^{B S}$. This implies that an unbounded sequence $y_{j}=\left(n_{j}, a_{j}, x_{j}\right) \in N_{P} \times A_{P^{\prime}} \times X_{P}=$ $e_{X}(Q)$ converges to $\left(n_{\infty}, x_{\infty}\right) \in N_{P} \times X_{P}=e_{X}(P)$ if and only if the following two conditions are satisfied:

1) $n_{j} \rightarrow n_{\infty}, x_{j} \rightarrow x_{\infty}$.
2) For all $\alpha \in \Phi\left(P^{\prime}, A_{P^{\prime}}\right), a_{j}^{\alpha} \rightarrow+\infty$.

In summary, the convergence of sequences in $\bar{X}^{B S}$, i.e., its topology, can be described in exactly the same way as in $\bar{G}^{B S}$ given at the beginning of this section.

From the definition of $\bar{G}^{B S}$, it is clear that the right $K$-multiplication on $G$ extends to a continuous $K$-action on $\bar{G}^{B S}$ and the action is free. The description of the topologies of $\bar{G}^{B S}$ and $\bar{X}^{B S}$ implies that the $\operatorname{map} G \rightarrow X: g \rightarrow g x_{0}, x_{0}=K \in X$, extends to a continuous map $\bar{G}^{B S} \rightarrow \bar{X}^{B S}$ and the $K$-orbits are exactly the fibers of this map. This implies that the right $K$-action makes $\bar{G}^{B S}$ a principal $K$-bundle over $\bar{X}^{B S}$.

Since the right $K$-action commutes with the left $\Gamma$-action on $\bar{G}^{B S}$, dividing by $\Gamma$, we get that the right $K$-action on $\Gamma \backslash G$ extends to $\Gamma \backslash \bar{G}^{B \dot{S}}$ and its quotient by $K$ is equal to $\Gamma \backslash \bar{X}^{B S}$. When $\Gamma$ is neat, $\Gamma_{M_{P}}$ is torsion free (see $[\mathbf{B o 1}, \S 17]$ ), and hence $\Gamma_{M_{P}} \cap K=i_{x_{0}}\left(\Gamma_{M_{P}}\right) \cap K$ is a torsion free finite subgroup and hence trivial, which implies that $\Gamma \backslash \bar{G}^{B S}$ is a principal bundle over $\Gamma \backslash \bar{X}^{B S}$. q.e.d.

Remark 3.18. For any closed subgroup $H \subset K$, the quotient of $\Gamma \backslash \bar{G}^{B S}$ by $H$ on the right gives a compactification $\Gamma \backslash \bar{G}^{B S} / H$ of $\Gamma \backslash G / H$. This remark also applies to the compactification $\Gamma \backslash \bar{G}^{R B S}$ to be constructed in the next section. If $X$ is a bounded symmetric domain and $G / H$ is a Griffiths period domain, the $\Gamma \backslash \bar{G}^{B S} / H$ compactification is the compactification $\Gamma \backslash D_{B S}$ in $[\mathbf{K} \mathbf{U}]$, a preprint of which was received after this paper was written.

## 4. Construction of $\Gamma \backslash \bar{G}^{R B S}$

Next we follow the general method outlined at the beginning of $\S 3$ to define the compactification $\Gamma \backslash \bar{G}^{R B S}$. An important property of this compactification is that the right $G$-action on $\Gamma \backslash G$ extends to a continuous $G$-action on $\overline{\Gamma \backslash G}^{R B S}$, which is not true for $\overline{\Gamma \backslash G}^{B S}$ (Proposition 3.15). One application of this construction is to give another definition of the reductive Borel-Serre compactification $\overline{\Gamma \backslash X^{R B S}}$ (Corollary 4.13) was first introduced by Zucker [Zu1, (4.1)].

For any parabolic $\mathbb{Q}$-subgroup $\mathbf{P}$, define its boundary component $\hat{e}(P)$ by

$$
\hat{e}(P)=M_{P} K \cong N_{P} A_{P} \backslash G .
$$

Notice that $\hat{e}(P)$ is obtained from the Borel-Serre boundary component $e(P)=N_{P} \times\left(M_{P} K\right)$ by collapsing the unipotent radical $N_{P}$, and is hence called the reductive Borel-Serre boundary component. The identification with $N_{P} A_{P} \backslash G$ shows that it is a homogeneous space of $G$.

The boundary components $\hat{e}(P)$ are attached at infinity of $G$ as follows: An unbounded sequence $y_{j}=\left(n_{j}, a_{j}, m_{j}\right) \in N_{P} \times A_{P} \times\left(M_{P} K\right)=$ $G$ converges to a point $m_{\infty} \in \hat{e}(P)$ if and only if the following two conditions are satisfied:

1) For all $\alpha \in \Phi\left(P, A_{P}\right), \quad a_{j}^{\alpha} \rightarrow+\infty$.
2) $m_{j} \rightarrow m_{\infty}$ in $M_{P} K$.

We note that unlike the case of $\bar{G}^{B S}$, there is no requirement on the $N_{P}$-component $n_{j}$.

For any two parabolic $\mathbb{Q}$-subgroups $\mathbf{P} \subseteq \mathbf{Q}, \mathbf{P} \neq \mathbf{Q}$, the boundary component $\hat{e}(P)$ is attached at infinity of $\hat{e}(Q)$. As in Equation (3.1), $P$ defines a parabolic subgroup $P^{\prime}$ of $M_{Q}, P^{\prime}=P \cap M_{Q}$, satisfying $M_{P^{\prime}}=$ $M_{P}, N_{P}=N_{Q} N_{P^{\prime}}, A_{P}=A_{Q} A_{P^{\prime}}$. The group $P^{\prime}$ gives a Langlands decomposition $M_{Q}=N_{P^{\prime}} A_{P^{\prime}}\left(M_{P^{\prime}} K_{Q}\right)$ and hence a decomposition of $M_{Q} K=N_{P^{\prime}} A_{P^{\prime}} M_{P^{\prime}} K$, i.e.,

$$
\hat{e}(Q)=N_{P^{\prime}} \times A_{P^{\prime}} \times \hat{e}(P)
$$

In this decomposition of $\hat{e}(Q)$, a sequence $y_{j}=\left(n_{j}, a_{j}, m_{j}\right)$ in $\hat{e}(Q)$ converges to a point $m_{\infty} \in \hat{e}(P)$ if and only if the following two conditions are satisfied:

1) For all $\alpha \in \Phi\left(P^{\prime}, A_{P^{\prime}}\right), a_{j}^{\alpha} \rightarrow+\infty$.
2) $m_{j} \rightarrow m_{\infty}$ in $\hat{e}(P)$.

It can be shown that these convergent sequences satisfy the conditions in [JM, §6], and hence define a topology on the disjoint union

$$
\bar{G}^{R B S}=G \cup \coprod_{P \subset G} \hat{e}(P)
$$

In fact, the main condition to check is the double sequence condition which is satisfied since both components $a_{j}, m_{j}$ satisfy the double sequence condition.

Neighborhoods of boundary points can also be given explicitly as follows. For a parabolic $\mathbb{Q}$-subgroup $\mathbf{P}$ and a point $m \in \hat{e}(P)$, let $\mathbf{P}_{I}$, $I \subset \Delta$, be all the parabolic subgroups containing $\mathbf{P}$. For each $\mathbf{P}_{I}$, let $\mathbf{P}_{I}^{\prime}$ be the unique parabolic subgroup in $\mathbf{M}_{\mathbf{P}_{\mathbf{I}}}$ determined by $\mathbf{P}$. Let $W$ be a neighborhood of $m$ in $\hat{e}(P)=X_{P_{I}^{\prime}}=X_{P}$. Then $N_{P_{I}^{\prime}} \times A_{P_{I}^{\prime}, t} \times W$ defines a subset in $\hat{e}\left(P_{I}\right)$. The union

$$
\cup_{I} N_{P_{I}^{\prime}} \times A_{P_{I}^{\prime}, t} \times W
$$

is a neighborhood of $m$ in $\bar{G}^{R B S}$. For sequences $t_{j} \rightarrow+\infty$ and $W_{j}$ shrinking to $m$, the above sequence of neighborhoods forms a countable basis at $m$.

To show that the above topology on $\bar{G}^{R B S}$ is Hausdorff, i.e., every sequence has a unique limit, we need the following separation property of generalized Siegel sets.

## Proposition 4.1.

1) For any bounded set $W \subset M_{P} K$, when $t \gg 0$, for any $\gamma \in \Gamma-\Gamma_{P}$,

$$
\gamma\left(N_{P} \times A_{P, t} \times W\right) \cap\left(N_{P} \times A_{P, t} \times W\right)=\emptyset .
$$

2) Suppose $W$ satisfies the condition that for any nontrivial $\gamma \in \Gamma_{M_{P}}$, $\gamma W \cap W=\emptyset$. Then for any $\gamma \in \Gamma-\Gamma_{N_{P}}$,

$$
\gamma\left(N_{P} \times A_{P, t} \times W\right) \cap\left(N_{P} \times A_{P, t} \times W\right)=\emptyset .
$$

3) For any two parabolic $\mathbb{Q}$-subgroups $\mathbf{P}_{1}, \mathbf{P}_{2}$ which are not conjugate under $\Gamma$, when $t \gg 0$,

$$
\gamma\left(N_{P_{1}} \times A_{P_{1}, t} \times W_{1}\right) \cap\left(N_{P_{2}} \times A_{P_{2}, t} \times W_{2}\right)=\emptyset
$$

for all $\gamma \in \Gamma$.
Proof. These separation properties are generalizations of those stated in Proposition 2.5, where the results are stated for Siegel sets $U \times A_{P, t} \times$ $W$, where $U$ is a bounded set in $N_{P}$.

Since $\Gamma_{N_{P}}$ acts cocompactly on $N_{P}$ and the condition $\gamma \in \Gamma-\Gamma_{P}$ is preserved under multiplication by elements of $\Gamma_{N_{P}}$, (1) and (3) follow immediately from Proposition 2.5.

To prove (2), we need to show that the separation holds for $\gamma \in$ $\Gamma_{P}-\Gamma_{N_{P}}$. We note that for any $\gamma \in \Gamma_{P}, \gamma\left(N_{P} \times A_{P, t} \times W\right)=N_{P} \times$ $A_{P, t} \times \gamma_{M} W$, where $\gamma_{M}$ is the image of $\gamma$ under the projection

$$
\Gamma_{P} \subset P=N_{P} \times A_{P} \times M_{P} \rightarrow \Gamma_{M_{P}} \subset M_{P} .
$$

(See Proposition 2.6.) If $\gamma \in \Gamma-\Gamma_{N_{P}}$, then $\gamma_{M}$ is nontrivial, and by the assumption on $W, \gamma_{M} W \cap W \neq \emptyset$, and hence
$\gamma\left(N_{P} \times A_{P, t} \times W\right) \cap N_{P} \times A_{P, t} \times W=N_{P} \times A_{P, t} \times \gamma_{M} W \cap N_{P} \times A_{P, t} \times W=\emptyset$.
q.e.d.

Proposition 4.2. Every convergent sequence in $\bar{G}^{R B S}$ has a unique limit, and hence the topology on $\bar{G}^{R B S}$ defined above is Hausdorff.

Proof. Since every boundary component $\hat{e}(P)$ is contained in the closure of only finitely many boundary components $\hat{e}(Q)$, it suffices to consider unbounded sequences in a fixed boundary component $\hat{e}(Q)$. Let $y_{j}$ be an unbounded sequence in $\hat{e}(Q)$ converging to a limit $y_{\infty} \in \hat{e}\left(P_{1}\right)$ for a parabolic $\mathbb{Q}$-subgroup $\mathbf{P}_{1}$ contained in $\mathbf{Q}$. Suppose $y_{j}$ converges to another limit $y_{\infty}^{\prime} \in \hat{e}\left(P_{2}\right)$, where $\mathbf{P}_{2}$ is a parabolic $\mathbb{Q}$-subgroup contained in $\mathbf{Q}$. We claim that $\mathbf{P}_{2}=\mathbf{P}_{1}$.

Denote the parabolic $\mathbb{Q}$-subgroups of $\mathbf{M}_{\mathbf{Q}}$ corresponding to $\mathbf{P}_{1}$ and $\mathbf{P}_{2}$ by $\mathbf{P}_{1}^{\prime}$ and $\mathbf{P}_{2}^{\prime}$ respectively. By definition, for any bounded neighborhood $W_{1}$ of $y_{\infty}$ in $\hat{e}\left(P_{1}\right)$ invariant on the right by $K$ and $t>0$, when $j \gg 0$,

$$
y_{j} \in N_{P_{1}^{\prime}} \times A_{P_{1}^{\prime}, t} \times W_{1} .
$$

Similarly, for such a neighborhood $W_{2}$ of $y_{\infty}^{\prime}$ in $\hat{e}\left(P_{2}\right)$, when $j \gg 0$,

$$
y_{j} \in N_{P_{2}^{\prime}} \times A_{P_{2}^{\prime}, t} \times W_{2} .
$$

If the claim is not true, i.e., $\mathbf{P}_{2}^{\prime} \neq \mathbf{P}_{1}^{\prime}$, then Proposition 4.1, applied to $\mathbf{M}_{\mathbf{Q}}$ and the pair of parabolic subgroups $\mathbf{P}_{1}^{\prime}, \mathbf{P}_{2}^{\prime}$, shows that $N_{P_{1}^{\prime}} \times$ $A_{P_{1}^{\prime}, t} \times W_{1}$ is disjoint from $N_{P_{2}^{\prime}} \times A_{P_{2}^{\prime}, t} \times W_{2}$. This contradiction proves the claim.

Now $y_{\infty}, y_{\infty}^{\prime} \in \hat{e}\left(P_{1}\right)$. Since the coordinates of $y_{j}=\left(n_{j}, a_{j}, m_{j}\right)$ in $N_{P_{1}} \times A_{P_{1}} \times\left(M_{P_{1}} K\right)=\hat{e}(Q)$ are uniquely determined by $y_{j}, \lim _{j \rightarrow+\infty} m_{j}$ has a unique limit if it exists. This implies that $y_{\infty}=y_{\infty}^{\prime}=\lim _{j \rightarrow+\infty} m_{j}$. q.e.d.

Proposition 4.3. The left $\mathbf{G}(\mathbb{Q})$-action on $G$ extends to a continuous action on $\bar{G}^{R B S}$; in particular, $\Gamma$ acts continuously on $\bar{G}^{R B S}$.

Proof. It can be proved in exactly the same way as Proposition 3.12. q.e.d.

Proposition 4.4. The identity map on $G$ extends to a continuous, surjective left $\mathbf{G}(\mathbb{Q})$-equivariant map $\bar{G}^{B S} \rightarrow \bar{G}^{R B S}$ which is also equivariant with respect to the right $K$-action.

Proof. For every parabolic subgroup $P$, define

$$
\pi: e(P) \rightarrow \hat{e}(P), \quad \pi((n, m))=m
$$

where $(n, m) \in N_{P} \times\left(M_{P} K\right)=e(P)$. Extending the identity map on $G$ by the map $\pi$ on the boundary faces, we get a $\mathbf{G}(\mathbb{Q})$-equivariant surjective map $\pi: \bar{G}^{B S} \rightarrow \bar{G}^{R B S}$.

We claim that this map $\pi$ is continuous. Let $y_{j} \rightarrow y_{\infty}$ be a convergent sequence in $\bar{G}^{B S}$. We need to show that $\pi\left(y_{j}\right) \rightarrow \pi\left(y_{\infty}\right)$ in $\bar{G}^{R B S}$. It suffices to consider two cases:

1) $y_{\infty} \in e(P)$ for some $P$, and $y_{j} \in G$.
2) $y_{\infty} \in e(P)$, and $y_{j} \in e(Q)$, where $Q \supset P$.

In both cases, it is clear from the definitions of convergence of sequences in $\bar{G}^{B S}, \bar{G}^{R B S}$ that $y_{j} \rightarrow y_{\infty}$ implies $\pi\left(y_{j}\right) \rightarrow \pi\left(y_{\infty}\right)$. The right $K$-equivariance is also clear.
q.e.d.

To prove that the quotient $\Gamma \backslash \bar{G}^{R B S}$ has a Hausdorff topology, we need to identify neighborhoods of boundary points in $\bar{G}^{R B S}$.

Lemma 4.5. For every point $z \in \hat{e}(P)$, a basis of neighborhood system of $z$ in $\bar{G}^{R B S}$ is given by

$$
N_{P} \times A_{P, t} \times W \cup \coprod_{Q \supseteq P} N_{P^{\prime}} \times A_{P^{\prime}, t} \times W,
$$

where $P^{\prime}$ is the parabolic subgroup in $M_{Q}$ determined by $P, W$ is a neighborhood of $z$ in $\hat{e}(P), t>0$, and $\hat{e}(Q)$ is identified with $N_{P^{\prime}} \times A_{P^{\prime}} \times$ $\hat{e}(P)$. Furthermore, if $W$ is open, then $N_{P} \times A_{P, t} \times W \cup \coprod_{Q \supseteq P} N_{P^{\prime}} \times$ $A_{P^{\prime}, t} \times W$ is equal to $\operatorname{int}\left(\mathrm{cl}\left(N_{P} \times A_{P, t} \times W\right)\right)$, the interior of the closure of $N_{P} \times A_{P, t} \times W$ in $\bar{G}^{R B S}$. In particular, $N_{P} \times A_{P, t} \times W$ is an open dense subset of the open neighborhood $\operatorname{int}\left(\operatorname{cl}\left(N_{P} \times A_{P, t} \times W\right)\right)$ of $z$ in $\bar{G}^{R B S}$.

Proof. The first statement was mentioned earlier. In fact, for any $t>0$ and any neighborhood $W$ of $z$, if a sequence $y_{j}$ in $G$ converges to $z$ in $\bar{G}^{R B S}$, then $y_{j} \in N_{P} \times A_{P, t} \times W$. Similarly, for any $Q \supset P$, if a sequence $y_{j} \in \hat{e}(Q)$ converges to $z$ in $\bar{G}^{R B S}$, then $y_{j} \in N_{P^{\prime}} \times A_{P^{\prime}, t} \times W$. This implies that any sequence $y_{j}$ in $\bar{G}^{R B S}$ converging to $z$ belongs to $N_{P} \times A_{P, t} \times W \cup \coprod_{Q \supseteq P} N_{P^{\prime}} \times A_{P^{\prime}, t} \times W$ eventually.

To prove the second statement, we note that $\hat{e}(Q)=N_{P^{\prime}} \times A_{P^{\prime}} \times M_{P} K$ can be identified with $N_{P^{\prime}} \times A_{P, Q} \times M_{P} K$ as in Lemma 3.5. Let cl $\left(N_{P} \times\right.$ $\left.A_{P, t} \times W\right)$ be the closure in $\bar{G}^{R B S}$. Then the proof of Lemma 3.6 shows that $\operatorname{cl}\left(N_{P} \times A_{P, t} \times W\right) \cap \hat{e}(Q)$ contains $N_{P^{\prime}} \times A_{P, Q, t} \times W \cong N_{P^{\prime}} \times A_{P^{\prime}, t} \times W$ as a dense open set. This proves the second statement. q.e.d.

Theorem 4.6. The quotient $\Gamma \backslash \bar{G}^{R B S}$ is a compact Hausdorff space.
Proof. Let $\phi: \bar{G}^{R B S} \rightarrow \Gamma \backslash \bar{G}^{R B S}$ be the quotient map. Then the topology of $\bar{G}^{R B S}$ induces a quotient topology on $\Gamma \backslash \bar{G}^{R B S}$.

Since $\Gamma$ does not act properly on $\bar{G}^{R B S}$, it is not automatic that the Hausdorff topology of $\bar{G}^{R B S}$ induces a Hausdorff topology on the quotient $\Gamma \backslash \bar{G}^{R B S}$.

Both the Hausdorff property and compactness of the quotient topology on $\Gamma \backslash \bar{G}^{R B S}$ follows from the reduction theory. We first prove the Hausdorff property.

For a point $z \in \hat{e}(P) \subset \bar{G}^{R B S}$, let $W$ be an open neighborhood of $z$ in $\hat{e}(P)=M_{P} K$. Let $\operatorname{int}\left(\operatorname{cl}\left(N_{P} \times A_{P, t} \times W\right)\right)$ be the interior of the closure $\operatorname{cl}\left(N_{P} \times A_{P, t} \times W\right)$ in $\bar{G}^{R B S}$, which is an open neighborhood of $z$ by Lemma 4.5. We claim that the image $\phi\left(\operatorname{int}\left(\operatorname{cl}\left(N_{P} \times A_{P, t} \times W\right)\right)\right)$ is an open neighborhood of $\phi(z)$ in $\Gamma \backslash \bar{G}^{R B S}$. In fact, the inverse image of $\phi\left(\operatorname{int}\left(\operatorname{cl}\left(N_{P} \times A_{P, t} \times W\right)\right)\right)$ in $\bar{G}^{R B S}$ is equal to

$$
\cup_{\gamma \in \Gamma} \gamma\left(\operatorname{int}\left(\operatorname{cl}\left(N_{P} \times A_{P, t} \times W\right)\right)\right),
$$

which is a union of open sets since the $\Gamma$-action is continuous, and hence open.

For two different boundary points of $\bar{G}^{R B S}$, we need to find two disjoint neighborhoods of them. For any $z \in \bar{G}^{R B S}$ and a neighborhood $U$ of $\phi(z)$ in $\Gamma \backslash \bar{G}^{R B S}$, the inverse image $\phi^{-1}(U)$ in $\bar{G}^{R B S}$ is a $\Gamma$-invariant neighborhood of $\Gamma z$. Therefore, it is equivalent to prove that for any two boundary points $z_{1}, z_{2}$ in $\bar{G}^{R B S}$ with $\Gamma z_{1} \cap \Gamma z_{2}=\emptyset$, there exist $\Gamma$-invariant neighborhoods of $\Gamma z_{1}, \Gamma z_{2}$ which are disjoint.

Let $\mathbf{P}_{1}, \mathbf{P}_{2}$ be parabolic subgroups such that $z_{1} \in \hat{e}\left(P_{1}\right), z_{2} \in \hat{e}\left(P_{2}\right)$. There are two cases to consider depending on whether $\mathbf{P}_{1}$ is $\Gamma$-conjugate to $\mathbf{P}_{2}$ or not.

In the latter case, let $W_{i}$ be a neighborhood of $z_{i}$ in $\hat{e}\left(P_{i}\right)$. By the above discussion,

$$
\cup_{\gamma \in \Gamma} \gamma \operatorname{int}\left(\operatorname{cl}\left(N_{P_{i}} \times A_{P_{i}, t} \times W_{i}\right)\right)
$$

is a $\Gamma$-invariant neighborhood of $\Gamma z_{i}, i=1,2$. We claim that when $t \gg 0$, they are disjoint. If not, there exist $\gamma_{1}, \gamma_{2} \in \Gamma$ such that

$$
\gamma_{1} \operatorname{int}\left(\operatorname{cl}\left(N_{P_{1}} \times A_{P_{1}, t} \times W_{1}\right)\right) \cap \gamma_{2} \operatorname{int}\left(\operatorname{cl}\left(N_{P_{2}} \times A_{P_{2}, t} \times W_{2}\right)\right) \neq \emptyset .
$$

Let $\gamma=\gamma_{2}^{-1} \gamma_{1}$. Then

$$
\gamma \operatorname{int}\left(\operatorname{cl}\left(N_{P_{1}} \times A_{P_{1}, t} \times W_{1}\right)\right) \cap \operatorname{int}\left(\operatorname{cl}\left(N_{P_{2}} \times A_{P_{2}, t} \times W_{2}\right)\right) \neq \emptyset
$$

By Lemma 4.5, $\gamma \operatorname{int}\left(\operatorname{cl}\left(N_{P_{1}} \times A_{P_{1}, t} \times W_{1}\right)\right)$ and $\operatorname{int}\left(\operatorname{cl}\left(N_{P_{2}} \times A_{P_{2}, t} \times W_{2}\right)\right)$ are open in $\bar{G}^{R B S}$ and contain open dense subsets $\gamma\left(N_{P_{1}} \times A_{P_{1}, t} \times W_{1}\right)$ and $N_{P_{2}} \times A_{P_{2}, t} \times W_{2}$ respectively. It follows that the intersection

$$
\gamma \operatorname{int}\left(\operatorname{cl}\left(N_{P_{1}} \times A_{P_{1}, t} \times W_{1}\right)\right) \cap \operatorname{int}\left(\operatorname{cl}\left(N_{P_{2}} \times A_{P_{2}, t} \times W_{2}\right)\right)
$$

is open, and hence

$$
\gamma\left(N_{P_{1}} \times A_{P_{1}, t} \times W_{1}\right) \cap N_{P_{2}} \times A_{P_{2}, t} \times W_{2} \neq \emptyset
$$

But this contradicts Proposition 4.1.(3) and hence proves the claim.
In the former case, assume that $\mathbf{P}_{1}=\mathbf{P}_{2}$ for simplicity. Choose neighborhoods $W_{1}, W_{2}$ of $z_{1}, z_{2}$ such that for all $\gamma \in \Gamma_{M_{P_{1}}}, \gamma W_{1} \cap W_{2}=$ $\emptyset$, in particular, $W_{1} \cap W_{2}=\emptyset$. Let $t \gg 0$. If $\cup_{\gamma \in \Gamma} \gamma \operatorname{int}\left(\operatorname{cl}\left(N_{P_{i}} \times A_{P_{i}, t} \times\right.\right.$ $\left.W_{i}\right)$ ), $i=1,2$, are not disjoint, then as in the above paragraph, there exists an element $\gamma \in \Gamma$ such that

$$
\gamma\left(N_{P_{1}} \times A_{P_{1}, t} \times W_{1}\right) \cap\left(N_{P_{2}} \times A_{P_{2}, t} \times W_{2}\right) \neq \emptyset .
$$

We claim that this contradicts Proposition 4.1.(2). In fact, by Proposition 4.1.(2), this is impossible if $\gamma \notin \Gamma_{N_{P_{1}}}$. On the other hand, if $\gamma \in \Gamma_{N_{P_{1}}}$,

$$
\gamma\left(N_{P_{1}} \times A_{P_{1}, t} \times W_{1}\right)=N_{P_{1}} \times A_{P_{1}, t} \times W_{1},
$$

which is disjoint from $N_{P_{2}} \times A_{P_{2}, t} \times W_{2}$ since $W_{1} \cap W_{2}=\emptyset$.
To prove the compactness of $\Gamma \backslash \bar{G}^{R B S}$, we note that for every parabolic $\mathbb{Q}$-subgroup $\mathbf{P}$ and a compact subset $U \subset N_{P}$, the closure of $U \times A_{P, t} \times M_{P} K$ in $\bar{G}^{R B S}$ is compact. This can either be seen from Lemma 4.5 or from the fact that the closure of $U \times A_{P, t} \times M_{P} K$ in $\bar{G}^{B S}$ is compact and is mapped continuously onto the closure in $\bar{G}^{R B S}$. Then the reduction theory (Proposition 2.5) implies that $\Gamma \backslash \bar{G}^{R B S}$ is covered by finitely many compact subsets and is therefore compact. q.e.d.

The boundaries of $\Gamma \backslash \bar{G}^{B S}$ and $\Gamma \backslash \bar{G}^{R B S}$ can be described as follows. Let $\mathbf{P}_{1}, \ldots, \mathbf{P}_{k}$ be representatives of $\Gamma$-conjugacy classes of proper parabolic $\mathbb{Q}$-subgroups of $\mathbf{G}$. The stabilizer in $\Gamma$ of the Borel-Serre boundary component $e\left(P_{i}\right)$, defined to be $\left\{\gamma \in \Gamma \mid \gamma\left(e\left(P_{i}\right)\right)=e\left(P_{i}\right)\right\}$, is equal to $\Gamma_{P_{i}}=\Gamma \cap P_{i}$, since $\gamma P_{i} \gamma^{-1}=P_{i}$ if and only if $\gamma \in \Gamma_{P_{i}}$. This implies

$$
\begin{equation*}
\Gamma \backslash \bar{G}^{B S}=\Gamma \backslash G \cup \coprod_{i=1}^{k} \Gamma_{P_{i}} \backslash e\left(P_{i}\right)=\Gamma \backslash G \cup \coprod_{i=1}^{k} \Gamma_{P_{i}} \backslash N_{P_{i}} M_{P_{i}} K . \tag{4.1}
\end{equation*}
$$

Note that by Proposition 2.6, $\Gamma_{P_{i}} \subset N_{P_{i}} M_{P_{i}} K$. Similarly, in $\bar{G}^{R B S}$, the stabilizer of the reductive Borel-Serre boundary component $\hat{e}\left(P_{i}\right)$ is also equal to $\Gamma_{P_{i}}$. Since $\Gamma_{N_{P_{i}}}$ acts trivially on $\hat{e}\left(P_{i}\right)$, the $\Gamma_{P_{i}}$-action on $\hat{e}\left(P_{i}\right)$ factors through $\Gamma_{M_{P_{i}}}$. This implies that

$$
\begin{equation*}
\Gamma \backslash \bar{G}^{R B S}=\Gamma \backslash G \cup \coprod_{i=1}^{k} \Gamma_{M_{P_{i}}} \backslash \hat{e}\left(P_{i}\right)=\Gamma \backslash G \cup \coprod_{i=1}^{k} \Gamma_{M_{P_{i}}} \backslash M_{P_{i}} K . \tag{4.2}
\end{equation*}
$$

The descriptions here suggest the following relation between $\Gamma \backslash \bar{G}^{B S}$ and $\Gamma \backslash \bar{G}^{R B S}$.

Proposition 4.7. The identity map on $\Gamma \backslash G$ extends to a continuous map from $\Gamma \backslash \bar{G}^{B S}$ to $\Gamma \backslash \bar{G}^{R B S}$, which is equivariant for the right $K$ action. For $z \in \Gamma_{M_{P}} \backslash \hat{e}(P)$, its inverse image in $\Gamma \backslash \bar{G}^{B S}$ is equal to $\Gamma_{N_{P}} \backslash N_{P}$.

Proof. The continuous extension of the identity map on $\Gamma \backslash G$ to $\Gamma \backslash \bar{G}^{B S} \rightarrow \Gamma \backslash \bar{G}^{R B S}$ is clear from Proposition 4.4, since the map $\pi: \bar{G}^{B S} \rightarrow \bar{G}^{R B S}$ in Proposition 4.4 is continuous, left $\Gamma$-equivariant and right $K$-equivariant. Denote this extended map on $\Gamma \backslash \bar{G}^{B S}$ by $\pi$ also. Clearly, $\pi$ maps $\Gamma_{P_{i}} \backslash e\left(P_{i}\right)$ to $\Gamma_{M_{P_{i}}} \backslash \hat{e}\left(P_{i}\right)$.

To prove the second statement, we note that $e(P)$ is a bundle on $\hat{e}(P)$ with fiber equal to $N_{P}, e\left(P_{i}\right)=N_{P} \times \hat{e}\left(P_{i}\right)$, and $\pi$ projects $e\left(P_{i}\right)$ to the base $\hat{e}\left(P_{i}\right)$. Since $\Gamma_{N_{P_{i}}}, \Gamma_{M_{P_{i}}}, \Gamma_{P_{i}}$ fit into an exact sequence, $0 \rightarrow \Gamma_{N_{P_{i}}} \rightarrow \Gamma_{P_{i}} \rightarrow \Gamma_{M_{P_{i}}} \rightarrow 0$, and $\Gamma_{M_{P_{i}}}=\Gamma_{M_{P_{i}}, x_{0}}$ is the image of $\Gamma_{P_{i}}$ under the projection $N_{P_{i}} M_{P_{i}} \rightarrow M_{P_{i}}$ (Proposition 2.6), it follows that the boundary component $\Gamma_{P} \backslash e(P)$ in $\Gamma \backslash \bar{G}^{B S}$ is a bundle over the boundary component $\Gamma_{M_{P}} \backslash \hat{e}(P)$ in $\Gamma \backslash \bar{G}^{R B S}$ with fiber equal to $\Gamma_{N_{P}} \backslash N_{P}$, and the map from $\Gamma_{P} \backslash e(P)$ to $\Gamma_{M_{P}} \backslash \hat{e}(P)$ is the projection to the base. This implies that the inverse image in $\Gamma \backslash \bar{G}^{B S}$ of a boundary point in $\Gamma_{M_{P}} \backslash \hat{e}(P)$ is equal to $\Gamma_{N_{P}} \backslash N_{P}$. q.e.d.

Proposition 4.8. The right $G$-multiplication on $G$ extends to a continuous action on $\bar{G}^{R B S}$, and hence the right $G$-multiplication on $\Gamma \backslash G$ extends to a continuous $G$-action on $\Gamma \backslash \bar{G}^{R B S}$.

Proof. To prove that the right $G$-multiplication extends to a continuous action on $\bar{G}^{R B S}$, we first show that if $y_{j}$ is an unbounded sequence in $G$ converging in $\bar{G}^{R B S}$, then for any $g \in G, y_{j} g$ is also convergent in $\bar{G}^{R B S}$. This will motivate a definition of the right $G$-action on $\Gamma \backslash \bar{G}^{R B S}$.

Suppose $y_{j}$ converges to a point $m_{\infty} \in \hat{e}(P)$. Write $y_{j}=\left(n_{j}, a_{j}, m_{j}\right) \in$ $N_{P} \times A_{P} \times\left(M_{P} K\right)$. Then $m_{j} \rightarrow m_{\infty}$ in $M_{P} K$, and for all $\alpha \in$ $\Phi\left(P, A_{P}\right),\left(a_{j}\right)^{\alpha} \rightarrow+\infty$, but there is no condition on $n_{j}$.

Write

$$
m_{j} g=n_{j}^{\prime} a_{j}^{\prime} m_{j}^{\prime}=\left(n_{j}^{\prime}, a_{j}^{\prime}, m_{j}^{\prime}\right) \in N_{P} \times A_{P} \times\left(M_{P} K\right) .
$$

Since $m_{j} g \rightarrow m_{\infty} g$, the components $n_{j}^{\prime}, a_{j}^{\prime}, m_{j}^{\prime}$ all converge. Let $m_{\infty}^{\prime}=$ $\lim _{j \rightarrow \infty} m_{j}^{\prime}$. Now

$$
\begin{aligned}
y_{j} g=n_{j} a_{j} m_{j} g=n_{j} a_{j} n_{j}^{\prime} a_{j}^{\prime} m_{j}^{\prime} & =n_{j} a_{j} n_{j}^{\prime} a_{j}^{-1} a_{j} a_{j}^{\prime} m_{j}^{\prime} \\
& =\left(n_{j} a_{j} n_{j}^{\prime} a_{j}^{-1}, a_{j} a_{j}^{\prime}, m_{j}^{\prime}\right) .
\end{aligned}
$$

For all $\alpha \in \Phi\left(P, A_{P}\right),\left(a_{j} a_{j}^{\prime}\right)^{\alpha}=\left(a_{j}\right)^{\alpha}\left(a_{j}^{\prime}\right)^{\alpha} \rightarrow+\infty$, since $a_{j}^{\prime}$ is bounded. This implies that $y_{j} g$ converges in $\bar{G}^{R B S}$ to $m_{\infty}^{\prime} \in \hat{e}(P)$.

We note that the $N_{P}$-component $n_{j} a_{j} n_{j}^{\prime} a_{j}^{-1}$ is unbounded in general (see the proof of Proposition 3.15), but this does not affect the convergence in $\bar{G}^{R B S}$, since there is no condition on the $N_{P}$-component for the convergent sequences.

We note that the limit $m_{\infty}^{\prime}=\lim _{j \rightarrow+\infty} m_{j}^{\prime}$ is equal to the $M_{P} K$ component of $m_{\infty} g$ in the decomposition $G=N_{P} \times A_{P} \times M_{P} K$, and hence only depends on $m_{\infty}$ and $g$ but not on the choice of the sequence $y_{j}$ converging to $m_{\infty}$.

The above computation and remark suggest the following right $G$ action on the boundary of $\bar{G}^{R B S}$. For any boundary point $m \in \hat{e}(P)=$ $M_{P} K$, and an element $g \in G$, write $m g=\left(n^{\prime}, a^{\prime}, m^{\prime}\right) \in N_{P} \times A_{P} \times M_{P} K$. Then define

$$
m \cdot g=m^{\prime} \in \hat{e}(P) .
$$

Combined with the right multiplication on $G$, this gives a right action of $G$ on $\bar{G}^{R B S}$. When $\hat{e}(P)=M_{P} K$ is identified with $N_{P} A_{P} \backslash G$, this action of $G$ is given by the right multiplication. Then it is clear that each boundary component $\hat{e}(P)$ is preserved by the $G$-action and acted upon transitively by $G$, and the decomposition

$$
\bar{G}^{R B S}=G \cup \coprod_{P} \hat{e}(P)
$$

is the orbit decomposition of $\bar{G}^{R B S}$ under this $G$-action.
The above computations show that for any unbounded sequence $y_{j} \in$ $G$ converging to $m_{\infty} \in \hat{e}(P)$ in $\bar{G}^{R B S}$ and any $g \in G, y_{j} g$ converges to $m_{\infty} g$. It can be proved similarly that if $g_{j} \rightarrow g$ in $G$, then $y_{j} g_{j}$ also converges to $m_{\infty} g$. In fact, in the decomposition $m_{j} g_{j}=\left(n_{j}^{\prime}, a_{j}^{\prime}, m_{j}^{\prime}\right)$ as above, $\lim _{j \rightarrow \infty} m_{j}^{\prime}$ exists and depends only on $m_{\infty}$ and $g$, and the rest of the arguments goes through.

We can show similarly that the same conclusion holds when $y_{j}$ is a sequence of points in $\hat{e}(Q)$ converging to $m_{\infty} \in \hat{e}(P)$ in $\bar{G}^{R B S}$, where $Q \supset P$. This shows that the right $G$-action on $\bar{G}^{R B S}$ is continuous.

The second statement in the proposition follows from the first one since the left $\Gamma$-action on $\bar{G}^{R B S}$ commutes with the right $G$-action. q.e.d.

Proposition 4.9. The right $G$-action on $\Gamma \backslash \bar{G}^{R B S}$ has finitely many orbits, and the decomposition into the $G$-orbits is the same as the decomposition into boundary components:

$$
\Gamma \backslash \bar{G}^{R B S}=\Gamma \backslash G \cup \coprod_{i=1}^{k} \Gamma_{M_{P_{i}}} \backslash M_{P_{i}} K=\Gamma \backslash G \cup \coprod_{i=1}^{k} \Gamma_{M_{P_{i}}} N_{P_{i}} A_{P_{i}} \backslash G,
$$

where $\mathbf{P}_{1}, \ldots, \mathbf{P}_{k}$ are representatives of $\Gamma$-conjugacy classes of proper parabolic $\mathbb{Q}$-subgroups.

Proof. The definition of the right action of $G$ on the boundary of $\bar{G}^{R B S}$ in the proof of the previous proposition shows that $G$ preserves and acts transitively on each boundary component $\hat{e}(P)$. This implies that the $G$-action on $\Gamma \backslash \bar{G}^{R B S}$ preserves each boundary component $\Gamma_{M_{P_{i}}} \backslash M_{P_{i}} K$ and acts transitively on it. q.e.d.

Remark 4.10. The proof of the above proposition shows that the real locus $G$ acts on $\bar{G}^{R B S}$ from the right and leaves stable all the rational boundary faces. On the other hand, the left $\mathbf{G}(\mathbb{Q})$-action on $G$ maps the Langlands decomposition of one parabolic subgroup to another, and hence maps one rational boundary face of $\bar{G}^{R B S}$ to another boundary component (see the proof of Proposition 3.12). This difference between the left and the right actions is caused by viewing $G$, in this paper, as a right $K$-principal bundle over $X=G / K$. The left $K$-action on $G$ induces the left $K$-action on $X=G / K$ and permutes all (real) parabolic subgroups of $G$. On the other hand, the right $K$-action on $G$ gives a trivial action on $X$ and hence leaves all the boundary faces of $\bar{G}^{R B S}$ stable.

Proposition 4.11. The compactifications $\bar{G}^{R B S}$ and $\Gamma \backslash \bar{G}^{R B S}$ are independent of the choice of basepoint $x_{0}=K \in X$.

Proof. Let $x_{1}$ be any basepoint different from the fixed basepoint $x_{0}$. Let the compactifications $\bar{G}^{R B S}$ defined with respect to them be denoted by $\bar{G}_{x_{1}}^{R B S}$ and $\bar{G}_{x_{0}}^{R B S}$. For any parabolic $\mathbb{Q}$-subgroup $P$, assume that $y_{j}$ is a sequence in $G$ converging to a point $m_{\infty} \in \hat{e}(P)$ in $\bar{G}_{x_{0}}^{R B S}$. Then, by definition,

$$
y_{j}=\left(n_{j}, a_{j}, m_{j}\right) \in N_{P} \times A_{P, x_{0}} \times M_{P, x_{0}} K
$$

with the components satisfying the following conditions: (1) $m_{j} \rightarrow m_{\infty}$, (2) for all $\alpha \in \Phi\left(P, A_{P, x_{0}}\right),\left(a_{j}\right)^{\alpha} \rightarrow+\infty$.

Write $x_{1}=p_{0} x_{0}$ and $m_{\infty} p_{0}=\left(n_{1}, a_{1}, m_{1}\right) \in N_{P} \times A_{P, x_{0}} \times M_{P, x_{0}} K$ as in Lemma 2.3. In the horospherical decomposition with respect to the basepoint $x_{1}$,

$$
y_{j}=\left(n_{j}^{\prime}, a_{j}^{\prime}, m_{j}^{\prime}\right) \in N_{P} \times A_{P, x_{1}} \times p_{0} M_{P, x_{0}} K p_{0}^{-1},
$$

it follows from Lemma 2.3.(2) that (1) $m_{j}^{\prime} \rightarrow p_{0} m_{0}^{-1} m_{1} p_{0}^{-1}$, (2) for all $\alpha^{\prime} \in \Phi\left(P^{\prime}, A_{P^{\prime}}\right),\left(a_{j}^{\prime}\right)^{\alpha^{\prime}} \rightarrow+\infty$.

Therefore, $y_{j}$ converges to the point $p_{0} m_{0}^{-1} m_{1} p_{0}^{-1} \in \hat{e}(P)$ in $\bar{G}_{x_{1}}^{R B S}$. This implies that the identity map on $G$ extends to a continuous map from $\bar{G}_{x_{0}}^{R B S}$ to $\bar{G}_{x_{1}}^{R B S}$. By changing the role of $x_{0}$ and $x_{1}$, it is clear that this extended map is an isomorphism, and hence the compactification $\bar{G}_{x_{0}}^{R B S}$ is independent of the choice of the basepoint $x_{0}$. Since $\Gamma \backslash \bar{G}^{R B S}$
is a quotient of $\bar{G}^{R B S}$ by $\Gamma$, it is also independent of the choice of the basepoint.
q.e.d.

Remark 4.12. It is shown in $[\mathbf{B S}]$ (and can also be deduced from 2.3(1) here), that $\bar{X}^{B S}$ and $\Gamma \backslash \bar{X}^{B S}$ are independent of the choice of a base point. It is then also true for $\bar{X}^{R B S}$ and $\Gamma \backslash \bar{X}^{R B S}$. On the other hand, the compactifications $\bar{G}^{B S}$ and $\Gamma \backslash \bar{G}^{B S}$ do depend on the choice of the basepoint $x_{0}$, i.e., for two different basepoints $x_{0}, x_{1}$, the identity map on $G$ does not necessarily extend to a homeomorphism $\bar{G}_{x_{0}}^{B S} \rightarrow \bar{G}_{x_{1}}^{B S}$. In the above proof, assume that $y_{j}=\left(n_{j}, a_{j}, m_{j}\right) \in$ $N_{P} \times A_{P, x_{0}} \times M_{P, x_{0}} K$ converges to a limit $\left(n_{\infty}, m_{\infty}\right) \in e(P)$ in $\bar{G}^{B S}$ with respect to the basepoint $x_{0}$. For simplicity, assume that $n_{j}=$ $n, m_{j}=m$ for some $n, m$. Write $m p_{0}=\left(n_{1}, a_{1}, m_{1}\right)$ as above. By Lemma 2.3.(2), the $N_{P}$-component of $y_{j}$ with respect to the basepoint $x$ is $n\left(a_{j} n_{1} a_{j}^{-1}\right) n_{0}^{-1}$. For a generic basepoint $x=p_{0} x_{0}, n_{1}$ is nontrivial. Then $a_{j} n_{1} a_{j}^{-1}$ is not bounded as $j \rightarrow+\infty$. This implies that $y_{j}$ is not convergent in $\bar{G}^{B S}$ with respect to the basepoint $x$. This is similar to the computation in the proof of Proposition 3.15, and hence shows that the dependence of $\bar{G}^{B S}$ on the basepoint is equivalent to the fact the right $G$-multiplication on $G$ does not extend to the compactification $\bar{G}^{B S}$. It is also clear from the proof of Propositions 4.8 and 4.11 that the independence of $\bar{G}^{R B S}$ on the choice of the basepoint is equivalent to the continuous right $G$-action on $\bar{G}^{R B S}$. A natural question is whether there is a canonical homeomorphism from $\bar{G}_{x_{0}}^{B S} \rightarrow \bar{G}_{x_{1}}^{B S}$ which is determined by the basepoints $x_{0}, x_{1}$ and does not necessarily restrict to the identity on $G$. When $x_{1}$ is rational with respect to $x_{0}$, i.e., $x_{1}=g x_{0}$ for some $g \in \mathbf{G}(\mathbb{Q})$, conjugation by $g$ gives such a homeomorphism. Otherwise, it is not clear how to construct such a homeomorphism.

As an application of the compactification $\Gamma \backslash \bar{G}^{R B S}$ in this section, we can recover the reductive Borel-Serre compactification $\Gamma \backslash \bar{X}^{R B S}$. In [Zu1, (4.1)], Zucker defined the reductive Borel-Serre compactification $\overline{\Gamma \backslash X}{ }^{R B S}$ by collapsing certain nilmanifolds in the boundary of the BorelSerre compactification $\overline{\Gamma \backslash X^{B S}}$. More precisely, let $\mathbf{P}_{1}, \ldots, \mathbf{P}_{k}$ be representatives of $\Gamma$-conjugate classes of proper parabolic $\mathbb{Q}$-subgroups. Then

$$
\Gamma \backslash \bar{X}^{B S}=\Gamma \backslash X \cup \coprod_{i=1}^{k} \Gamma_{P_{i}} \backslash\left(N_{P_{i}} \times X_{P_{i}}\right)=\Gamma \backslash X \cup \coprod_{i=1}^{k} \Gamma_{P_{i}} \backslash N_{P_{i}} M_{P_{i}} / K_{P_{i}}
$$

where $X_{P_{i}}=M_{P_{i}} / K_{P_{i}}, K_{P_{i}}=K \cap M_{P_{i}}$. Each boundary component $\Gamma_{P_{i}} \backslash N_{P_{i}} M_{P_{i}} / K_{P_{i}}$ is a bundle over $\Gamma_{M_{P_{i}}} \backslash M_{P_{i}} / K_{P_{i}}$ with fiber equal to $\Gamma_{N_{P_{i}}} \backslash N_{P_{i}}$, which is a nilmanifold, i.e., quotient of a nilpotent group.
(See the proof of Proposition 3.17 for more details on $\bar{X}^{B S}$ and hence $\Gamma \backslash \bar{X}^{B S}$.) Collapsing these fibers $\Gamma_{N_{P_{i}}} \backslash N_{P_{i}}$ in the boundary of $\Gamma \backslash \bar{X}^{B S}$ gives the reductive Borel-Serre compactification $\Gamma \backslash \bar{X}^{R B S}$ :

$$
\begin{aligned}
\Gamma \backslash \bar{X}^{R B S} & =\Gamma \backslash X \cup \coprod_{i=1}^{k} \Gamma_{M_{P_{i}}} \backslash M_{P_{i}} / K_{P_{i}} \\
& =\Gamma \backslash X \cup \coprod_{i=1}^{k} \Gamma_{M_{P_{i}}} \backslash X_{P_{i}} .
\end{aligned}
$$

This compactification $\Gamma \backslash \bar{X}^{R B S}$ also plays a crucial role in the theory of weighted cohomology in [GHM]. A corollary of Theorem 4.6 gives another construction of $\Gamma \backslash \bar{X}^{R B S}$.

Corollary 4.13. The quotient of $\Gamma \backslash \bar{G}^{R B S}$ by $K$ on the right is a compactification of $\Gamma \backslash X$ equal to the reductive Borel-Serre compactification $\overline{\Gamma \backslash X}^{R B S}$. Furthermore, if $\Gamma$ is neat, the former is a K-principal bundle over the latter.

Proof. Let $\pi: X \rightarrow \Gamma \backslash X$ be the projection map. For any parabolic $\mathbb{Q}$-subgroup $\mathbf{P}$ and a sequence $y_{j}=\left(n_{j}, a_{j}, x_{j}\right) \in N_{P} \times A_{P} \times X_{P}=X$, if $x_{j} \rightarrow x_{\infty}$ in $X_{P}, n_{j} \rightarrow n_{\infty}$ in $N_{P}$, and for all $\alpha \in \Phi\left(P, A_{P}\right),\left(a_{j}\right)^{\alpha} \rightarrow$ $+\infty$, then $y_{j}$ converges to $\left(n_{\infty}, x_{\infty}\right) \in N_{P} \times X_{P}=e_{X}(P)$ in the BorelSerre partial compactification $\bar{X}^{B S}$ (see the proof of Proposition 3.17). Hence the sequence $\pi\left(y_{j}\right)$ in $\Gamma \backslash X$ converges in $\Gamma \backslash \bar{X}^{B S}$. By the definition of $\Gamma \backslash \bar{X}^{R B S}$ in [Zu1, (4.1)] the image $\pi\left(y_{j}\right)$ in $\Gamma \backslash X$ also converges in $\Gamma \backslash \bar{X}^{R B S}$ to the image of $x_{\infty}$ in $\Gamma_{M_{P}} \backslash X_{P}$, and the limit is independent of $n_{\infty}$. This implies that for any sequence $y_{j}$ in $X$ with $a_{j}, x_{j}$ satisfying the same condition as above but $n_{j}$ being bounded, the image $\pi\left(y_{j}\right)$ also converges in $\Gamma \backslash \bar{X}^{R B S}$ to the image of $x_{\infty}$ in $\Gamma_{M_{P}} \backslash X_{P}$.

Since any sequence $g_{j}$ in $\Gamma \backslash G$ converging in $\Gamma \backslash \bar{G}^{R B S}$ to a boundary point in $\Gamma_{M_{P}} \backslash \hat{e}(P)$ has a lift $\tilde{g}_{j}$ in $\Gamma \backslash G$ such that the components in $\tilde{g}_{j}=\left(n_{j}, a_{j}, m_{j}\right) \in N_{P} \times A_{P} \times M_{P} K$ satisfy : (1) $n_{j}$ is bounded, (2) $m_{j} \rightarrow m_{\infty}$, and (3) for all $\alpha \in \Phi\left(P, A_{P}\right),\left(a_{j}\right)^{\alpha} \rightarrow+\infty$, by the previous paragraph, the sequence $\pi\left(g x_{0}\right)=\pi\left(\tilde{g} x_{0}\right)$ in $\Gamma \backslash X$ converges in $\Gamma \backslash \bar{X}^{R B S}$ to the image of $m_{\infty} K_{P}$ in $\Gamma_{M_{P}} \backslash X_{P}$, where $x_{0}=K \in X$. Clearly, the limit only depends on the orbit of $m_{\infty} K$ in $M_{P} K$. This implies that there is a continuous map from $\Gamma \backslash \bar{G}^{R B S} / K$ to $\Gamma \backslash \bar{X}^{R B S}$ which extends the identity map in the interior $\Gamma \backslash G / K \rightarrow \Gamma \backslash X$, and maps the quotient by $K$ of each boundary component $\Gamma_{M_{P_{i}}} \backslash \hat{e}\left(P_{i}\right)=\Gamma_{M_{P_{i}}} \backslash M_{P_{i}} K$ onto $\Gamma_{M_{P_{i}}} \backslash M_{P_{i}} / K_{P_{i}}=\Gamma_{M_{P_{i}}} \backslash X_{P_{i}}$, a boundary component of $\Gamma \backslash \bar{X}^{R B S}$. Clearly, this map is bijective and hence is a homeomorphism. When $\Gamma$
is neat, $\Gamma_{M_{P}}$ is torsion free, and the $K$-action on the boundary components $\Gamma_{M_{P_{i}}} \backslash M_{P_{i}} K$ and hence on $\Gamma \backslash \bar{G}^{R B S}$ is free. This implies that $\Gamma \backslash \bar{G}^{R B S}$ is a $K$-principal bundle over $\Gamma \backslash \bar{X}^{R B S}$. q.e.d.

Proposition 4.14. Let $\sigma: K \rightarrow G L(n, \mathbb{C})$ be a finite dimensional representation of $K$ and $E_{\sigma}=\Gamma \backslash G \otimes_{K} \mathbb{C}^{n}$ the associated locally homogeneous bundle on $\Gamma \backslash X$. Then the bundle $E_{\sigma}$ extends to $\Gamma \backslash \bar{X}^{B S}$ and $\Gamma \backslash \bar{X}^{R B S}$.

Proof. Since $\Gamma \backslash \bar{G}^{B S} / K=\Gamma \backslash \bar{X}^{B S}, \Gamma \backslash \bar{G}^{B S} \otimes_{K} \mathbb{C}^{n}$ is the desired extension over $\Gamma \backslash \bar{X}^{B S}$. The extension over $\Gamma \backslash \bar{X}^{R B S}$ is similarly obtained. q.e.d.

Remark 4.15. We can also define $\Gamma \backslash \bar{X}^{R B S}$ more directly using the same procedure as in $\S 4$ without using $\Gamma \backslash \bar{G}^{R B S}$. More precisely, for each parabolic $\mathbb{Q}$-subgroup $\mathbf{P}$, choose the boundary component $\hat{e}(P)=$ $X_{P}$, and apply the method in $\S 3$ to construct a partial compactification $\bar{X}^{R B S}$, whose quotient by $\Gamma$ is $\Gamma \backslash \bar{X}^{R B S}$. The point of the construction in this section is to obtain $\Gamma \backslash \bar{X}^{R B S}$ independently of $\Gamma \backslash \bar{X}^{B S}$.

## 5. Realization of $\Gamma \backslash \bar{G}^{R B S}$ in the space of closed subgroups

So far, $\Gamma$ was always a subgroup of $\mathbf{G}(\mathbb{Q})$. In this section, we shall call, slightly more generally, arithmetic a discrete subgroup of $G$ (i.e. $\mathbf{G}(\mathbb{R})$ ) which is commensurable with an arithmetic subgroup of $\mathbf{G}(\mathbb{Q})$. In particular "maximal discrete" will be meant as a subgroup of $G$. Note that if $G$ is of adjoint type, there is no such distinction since any subgroup commensurable with an arithmetic one is automatically contained in $\mathbf{G}(\mathbb{Q})[\mathbf{B o 3}]$. We assume in this section that all normal $\mathbb{Q}$ subgroups of $\mathbf{G}$ have strictly positive $\mathbb{Q}$-rank. Then $G$ has no compact factor of strictly positive dimension.

In the previous two sections, we have followed the procedure suggested by $[\mathbf{B S}]$ and constructed $\Gamma \backslash \bar{G}^{B S}, \Gamma \backslash \bar{G}^{R B S}$ by defining directly boundary points and convergence of interior points to them. Another approach to compactify $X$ (or any homogeneous space of $G$ ) is to embed $X$ into a compact space $Z$ and take the closure. If moreover $Z$ is a $G$-space and the embedding is $G$-equivariant, the compactification thus obtained is automatically a $G$-space. In that case, one has to analyze the $G$-structure of the boundary and the convergence of interior points to it. This procedure was initiated by Satake [Sa1] and slightly later by Furstenberg $[\mathbf{F u}]$ for the symmetric space $X=G / K$, and then the compactifications of $X$ were applied by Satake and others to $\Gamma \backslash X$ ([Sa2], $[\mathbf{B B}])$. In this section, we show that if $\Gamma$ is arithmetic and maximal,
$\Gamma \backslash \bar{G}^{R B S}$ can be defined in this way, using for $Z$ the space $\mathcal{S}(G)$ of closed subgroups of $G$.

Since $G$ has no compact factor of positive dimension, it is shown in [KM] (see [Bo4]) that the volume of $\Gamma \backslash G$ has a strictly positive lower bound. As a consequence any discrete subgroup of finite volume of $G$ is contained in a maximal discrete one (not necessarily unique). Moreover, we have the following lemma.

Lemma 5.1. Let $\Gamma \subset G$ be discrete, of finite covolume. Then the normalizer $\mathcal{N}(\Gamma)$ in $G$ is discrete.

Proof. Let $M$ be the (ordinary) closure of $\mathcal{N}(\Gamma)$. It is the real locus of an algebraic subgroup $\mathbf{M}$ of $\mathbf{G}$. Its identity component $M^{0}$ centralizes $\Gamma$. But $\Gamma$ is Zariski dense in $G[\mathbf{B o 2}]$, hence $M^{0}$ is reduced to the identity, and hence $M=\mathcal{N}(\Gamma)$ is discrete. q.e.d.

In particular we see that $\Gamma$ is of finite index in $\mathcal{N}(\Gamma)$ and if $\Gamma$ is maximal discrete, then $\Gamma=\mathcal{N}(\Gamma)$. Of course, $\Gamma$ may be equal to its normalizer without being maximal.

Examples of maximal arithmetic subgroups are given in $[\mathbf{B o 3}]$ and $[\mathbf{A}]$. In particular, $S L_{n}(\mathbb{Z})$ and $S p_{2 n}(\mathbb{Z})$ are maximal in $S L_{n}(\mathbb{R})$ and $S p_{2 n}(\mathbb{R})$ respectively. More generally, if $\mathbf{G}$ is split over $\mathbb{Q}$, then an arithmetic subgroup associated to an admissible Chevalley lattice is maximal ([Bo3, Theorem 7]). Such examples can also be defined in a split $k$ group if $k$ is a number field with class number one (loc.cit.). For other examples, see $[\mathbf{A}]$.

Let $\mathcal{S}(G)$ be the space of closed subgroups of $G$. We first recall several basic facts about $\mathcal{S}(G)$ from $[\mathbf{B u}$, Chap. $8, \S 5]$, which also hold when $G$ is replaced by any locally compact separable group.

Proposition 5.2. The space $\mathcal{S}(G)$ may be endowed with a topology under which it is a compact, Hausdorff $G$-space, $G$ acting by conjugation.

Two definitions of the topology are given in $[\mathbf{B u}]$. We briefly recall one. Let $L$ be a closed subgroup of $G$. Then a fundamental system of neighborhoods $V_{L}(K, V)$, where $K$ is a compact subset in $G$ and $V$ a neighborhood of the identity in $G$, of $L$ is defined as follows: a closed subgroup $M$ of $G$ belongs to $V_{L}(K, V)$ if $M \cap K \subset V \cdot L$ and $L \cap K \subset V \cdot M$.

Let $\Gamma \subset G$ be a discrete subgroup. Define

$$
i_{\Gamma}: \Gamma \backslash G \rightarrow \mathcal{S}(\mathbf{G}), \quad \Gamma g \rightarrow \Gamma^{g}=g^{-1} \Gamma g
$$

If $\Gamma=\mathcal{N}(\Gamma)$, it is clearly injective. If moreover $\Gamma$ is arithmetic, then we shall show that $i_{\Gamma}$ is a homeomorphism of $\Gamma \backslash G$ onto its image. The proof uses the reduction theory, and the main point is the following proposition.

Proposition 5.3. Assume that $\Gamma$ is arithmetic. Let $g_{j}$ be a divergent sequence in $\Gamma \backslash G$. If the sequence $\Gamma^{g_{j}}$ converges in $\mathcal{S}(G)$ to a closed subgroup $\Gamma_{\infty}$, then $\Gamma_{\infty}$ is not discrete.

We can of course replace $g_{j}$ by any element of $\Gamma g_{j}$. Taking this into account and using Proposition 2.5, we see that, after passing to a subsequence, we may assume that for some parabolic $\mathbb{Q}$-group $\mathbf{P}$, the sequence $g_{j}$ converges to $n_{\infty} m_{\infty}$ in $\bar{G}^{B S}$ for some $n_{\infty} \in N_{P}$ and $m_{\infty} \in M_{P} K$ (see $\S 3$ ). Then Proposition 5.3 follows from the following more precise result.

Proposition 5.4. Assume that $g_{j}$ converges to $n_{\infty} m_{\infty}$ in $\bar{G}^{B S}$ for some $n_{\infty} \in N_{P}$ and $m_{\infty} \in M_{P} K$. Then $\Gamma^{g_{j}}$ converges in $\mathcal{S}(G)$ to the group $m_{\infty}^{-1} N_{P} \Gamma_{P} m_{\infty}$.

Corollary 5.5. Assume $\Gamma=\mathcal{N}(\Gamma)$ and $\Gamma$ is arithmetic. Then $i_{\Gamma}$ : $\Gamma \backslash G \rightarrow \mathcal{S}(G)$ is a homeomorphism of $\Gamma \backslash G$ onto the image $i_{\Gamma}(\Gamma \backslash G)$.

Proof. We have to prove that $\Gamma g_{j}$ converges to $\Gamma g$ if and only if $\Gamma^{g_{j}}$ converges to $\Gamma^{g}$.

Assume that $\Gamma g_{j} \rightarrow \Gamma g$. Since $G \rightarrow \Gamma \backslash G$ is a covering map, we can choose $g_{j}$ such that $g_{j} \rightarrow g$, whence $\Gamma^{g_{j}} \rightarrow \Gamma^{g}$.

On the other hand, suppose that $\Gamma^{g_{j}} \rightarrow \Gamma^{g}$. It follows from Proposition 5.4 that we can assume $g_{j}$ to be bounded. Passing to a subsequence, if necessary, we may assume that $g_{j} \rightarrow g^{\prime} \in G$. Then $\Gamma^{g_{j}} \rightarrow \Gamma^{g^{\prime}}$, therefore $\Gamma^{g}=\Gamma^{g^{\prime}}$, hence $g^{\prime} g^{-1} \in \mathcal{N}(\Gamma)=\Gamma$ and $\Gamma g_{j} \rightarrow \Gamma g$. q.e.d.

Definition 5.6. Assume that $\Gamma$ is arithmetic and equal to its own normalizer $\mathcal{N}(\Gamma)$. We denote by $\Gamma \backslash \bar{G}^{\text {sb }}$ the closure of $i_{\Gamma}(\Gamma \backslash G)$ in $\mathcal{S}(G)$.

Since $i_{\Gamma}$ is a homeomorphism, $\Gamma \backslash \bar{G}^{s b}$ is a compactification of $\Gamma \backslash G$, and a $G$-space, to be called the subgroup compactification of $\Gamma \backslash G$.

Remark 5.7. For a non-maximal arithmetic subgroup $\Gamma$, the map $i_{\Gamma}: \Gamma \backslash G \rightarrow \mathcal{S}(G)$ is equal to the composition of

$$
\Gamma \backslash G \rightarrow \mathcal{N}(\Gamma) \backslash G, \quad \Gamma g \mapsto \mathcal{N}(\Gamma) g
$$

and the identification of $\mathcal{N}(\Gamma) \backslash G$ with the $G$-orbit of $\Gamma$ in $\mathcal{S}(G)$, and hence is a finite covering map to its image.

On the other hand, let $\Gamma_{\text {max }}$ be a maximal discrete subgroup containing $\Gamma$. Then $\Gamma$ is of finite index in $\Gamma_{\max }$, and the composition of the covering $\Gamma \backslash G \rightarrow \Gamma_{\max } \backslash G$ and of the embedding $\Gamma_{\max } \backslash G \hookrightarrow \mathcal{S}(G)$ gives a map $\Gamma \backslash G \rightarrow \mathcal{S}(G)$ which is also a finite covering map onto its image of degree $\left[\Gamma_{\max }: \Gamma\right]$.

To study the compactification $\Gamma \backslash \bar{G}^{s b}$ intrinsically and to prove Proposition 5.4 above, we need to discuss the convergence in $\Gamma \backslash \bar{G}^{s b}$ of unbounded sequences in $\Gamma \backslash G$.

Proposition 5.8. Let $g_{j}$ be a sequence satisfying the conditions in Proposition 5.4. Then $g_{j}^{-1} \Gamma_{P} g_{j} \rightarrow m_{\infty}^{-1} N_{P} \Gamma_{M_{P, x_{0}}} m_{\infty}$ in $\mathcal{S}(G)$.

Proof. The subscript $x_{0}$ will be dropped. By Proposition 2.8, $\Gamma_{P} \subseteq$ $N_{P} \Gamma_{M_{P}}$. This implies that $g_{j}^{-1} \Gamma_{P} g_{j} \subset g_{j}^{-1} N_{P} \Gamma_{M_{P}} g_{j}$. Since $g_{j}=$ $n_{j} a_{j} m_{j}$, we have

$$
\begin{align*}
g_{j}^{-1} N_{P} \Gamma_{M_{P}} g_{j} & =m_{j}^{-1} a_{j}^{-1} N_{P} \Gamma_{M_{P}} n_{j} a_{j} m_{j}  \tag{5.1}\\
& =m_{j}^{-1} N_{P} \Gamma_{M_{P}}\left(a_{j}^{-1} n_{j} a_{j}\right) m_{j} .
\end{align*}
$$

Since $n_{j}$ is bounded, $a_{j}^{-1} n_{j} a_{j} \rightarrow i d$. This implies that $g_{j}^{-1} N_{P} \Gamma_{M_{P}} g_{j}$ converges to $m_{\infty}^{-1} N_{P} \Gamma_{M_{P}} m_{\infty}$ and hence, if any subsequence of $g_{j}^{-1} \Gamma_{P} g_{j}$ converges in $\mathcal{S}(G)$, the limit is contained in $m_{\infty}^{-1} N_{P} \Gamma_{M_{P}} m_{\infty}$.

We next show that all elements of $m_{\infty}^{-1} N_{P} \Gamma_{M_{P}} m_{\infty}$ are limits of sequences of points in $g_{j}^{-1} \Gamma_{P} g_{j}$. Hence the limit of $g_{j}^{-1} \Gamma_{P} g_{j}$ exists and is equal to $m_{\infty}^{-1} N_{P} \Gamma_{M_{P}} m_{\infty}$. For any $\gamma \in \Gamma_{M_{P}}$, we claim that $m_{\infty}^{-1} N_{P} \gamma m_{\infty}$ is contained in $\lim _{j \rightarrow+\infty} g_{j}^{-1} \Gamma_{P} g_{j}$. Since $\gamma \in \Gamma_{M_{P}}$ is arbitrary, this claim implies that $\lim _{j \rightarrow+\infty} g_{j}^{-1} \Gamma_{P} g_{j} \supseteq m_{\infty}^{-1} N_{P} \Gamma_{M_{P}} m_{\infty}$ and completes the proof of the proposition.

To prove the claim, we note that by Proposition 2.8, for every $\gamma \in$ $\Gamma_{M_{P}}$, there exists an element $n \in N_{P}$ such that $n \gamma \in \Gamma_{P}$, where $n$ is not necessarily in $\Gamma_{N_{P}}$. This implies that $\Gamma_{N_{P}} n \gamma \subset \Gamma_{P}$. Using $g_{j}=n_{j} a_{j} m_{j}$ again, we have

$$
\begin{align*}
g_{j}^{-1} \Gamma_{N_{P}} n \gamma g_{j} & =m_{j}^{-1} a_{j}^{-1} n_{j}^{-1} \Gamma_{N_{P}} n \gamma n_{j} a_{j} m_{j}  \tag{5.2}\\
& =m_{j}^{-1}\left(a_{j}^{-1} n_{j}^{-1} a_{j}\right)\left(a_{j}^{-1} \Gamma_{N_{P}} a_{j}\right)\left(a_{j}^{-1} n a_{j}\right) \gamma\left(a_{j}^{-1} n_{j} a_{j}\right) m_{j} .
\end{align*}
$$

Since $n_{j}$ is bounded, $a_{j}^{-1} n_{j} a_{j}$ and $a_{j}^{-1} n_{j}^{-1} a_{j} \rightarrow i d$. Similarly, $a_{j}^{-1} n a_{j} \rightarrow$ $i d$. Since $\Gamma_{N_{P}}$ is a cocompact lattice in $N_{P}$, the exists a relatively compact open neighborhood $G$ of 1 in $N_{P}$ such that $N_{P}=C \cdot \Gamma_{N_{P}}$, whence also

$$
\left(a_{j}^{-1} \cdot C \cdot a_{j}\right) \cdot\left(a_{j}^{-1} \cdot \Gamma_{N_{P}} \cdot a_{j}\right)=N_{P} .
$$

But the $a_{j}^{-1} \cdot C \cdot a_{j}$ form a fundamental set of neighborhoods of 1 , hence any $n \in N_{P}$ is a limit of a sequence $a_{j}^{-1} \cdot \gamma_{j} \cdot a_{j}\left(\gamma_{j} \in \Gamma_{N_{P}}\right)$. q.e.d.

## Proof of Proposition 5.4.

Write $\Gamma=\bigcup_{\gamma \in \Gamma / \Gamma_{P}} \gamma \Gamma_{P}$, where $\gamma$ runs over a set of representatives of $\Gamma / \Gamma_{P}$. Then

$$
g_{j}^{-1} \Gamma g_{j}=\bigcup_{\gamma \in \Gamma / \Gamma_{P}} g_{j}^{-1} \gamma \Gamma_{P} g_{j}=g_{j}^{-1} \Gamma_{P} g_{j} \cup \bigcup_{\gamma \in \Gamma / \Gamma_{P}, \gamma \notin \Gamma_{P}} g_{j}^{-1} \gamma \Gamma_{P} g_{j} .
$$

In view of Proposition 5.8, it suffices to prove that the sequence of subsets

$$
\begin{equation*}
\bigcup_{\gamma \in \Gamma / \Gamma_{P}, \gamma \notin \Gamma_{P}} g_{j}^{-1} \gamma \Gamma_{P} g_{j} \tag{5.3}
\end{equation*}
$$

in $G$ goes to infinity. By assumption, $n_{j} \rightarrow n_{\infty}$ and $m_{j} \rightarrow m_{\infty}$. For simplicity, we assume that $n_{j}=i d, m_{j}=i d$, and hence $g_{j}=a_{j}$.

Note that it follows from Equation (2.1) that $P$ has a decomposition

$$
P=P^{-1}=M_{P} A_{P} N_{P} \cong M_{P} \times A_{P} \times N_{P}
$$

This induces a decomposition of $G$ :

$$
G=K P=K M_{P} A_{P} N_{P} \cong K M_{P} \times A_{P} \times N_{P}
$$

For any $g \in G$, write $g=m_{P}(g) a_{P}(g) n_{P}(g)=\left(m_{P}(g), a_{P}(g), n_{P}(g)\right) \in$ $K M_{P} \times A_{P} \times N_{P}$, and call $a_{P}(g)$ the $A_{P}$-component of $g$. (Note that the order of factors in this decomposition of $G$ is different from that in Equation 2.3 above.) The idea is to show that the $A_{P}$-component of the elements of the set in Equation (5.3) uniformly goes to infinity. We will use the fundamental representations of $\mathbf{G}$ defined over $\mathbb{Q}[B o 1, \S 14]$, [ $\mathbf{B T}, \S 12]$ to prove this.

Let $\mathbf{P}_{0}$ be a minimal rational parabolic subgroup of $\mathbf{G}$ contained in $\mathbf{P}$. For any simple $\mathbb{Q}$-root $\alpha \in \Delta\left(A_{P_{0}}, P_{0}\right)$, there is a strongly rational representation $\left(\pi_{\alpha}, \mathbf{V}_{\alpha}\right)$ of $\mathbf{G}$ whose highest weight $\lambda_{\alpha}$ is orthogonal to $\Delta\left(A_{P_{0}}, P_{0}\right)-\{\alpha\}$, and $\left\langle\lambda_{\alpha}, \alpha\right\rangle>0$. Then the weight space of $\lambda_{\alpha}$ is invariant under the maximal parabolic subgroup $P_{0, \Delta-\{\alpha\}}$ [BT, §12.2 and $\S 12.3]$. Fix an inner product $\left\|\|\right.$ on $\mathbf{V}_{\alpha}(\mathbb{R})$ which is invariant under $K$, and with respect to which $A_{P_{0}}$ is represented by self-adjoint operators. Let $e_{0}$ be a unit vector in the weight space of $\lambda_{\alpha}$. Let $P_{0, \Delta-\{\alpha\}}=M_{0, \Delta-\{\alpha\}} A_{0, \Delta-\{\alpha\}} N_{0, \Delta-\{\alpha\}}$ be the Langlands decomposition of $P_{0, \Delta-\{\alpha\}}$. Then for any $p \in M_{0, \Delta-\{\alpha\}} N_{0, \Delta-\{\alpha\}}$,

$$
\pi_{\alpha}(p) e_{0}= \pm e_{0}
$$

The Langlands decomposition $P_{0, \Delta-\{\alpha\}}=M_{P_{0, \Delta-\{\alpha\}}} A_{P_{0, \Delta-\{\alpha\}}} N_{P_{0, \Delta-\{\alpha\}}}$ induces the decomposition of $G$ :

$$
\begin{aligned}
G & =K M_{P_{0, \Delta-\{\alpha\}}} A_{P_{0, \Delta-\{\alpha\}}} N_{P_{0, \Delta-\{\alpha\}}} \\
& \cong K M_{P_{0, \Delta-\{\alpha\}}} \times A_{P_{0, \Delta-\{\alpha\}}} \times N_{P_{0, \Delta-\{\alpha\}}} .
\end{aligned}
$$

For any $g \in G$, denote the $A_{P_{0, \Delta-\{\alpha\}}}$-component by $a_{\Delta-\{\alpha\}}(g)$. Then

$$
\left\|\pi_{\alpha}(g) e_{0}\right\|=a_{\Delta-\{\alpha\}}(g)^{\lambda_{\alpha}}
$$

where $\lambda_{\alpha}$ is restricted to the subgroup $A_{P_{0, \Delta-\{\alpha\}}} \subseteq A_{P_{0}}$. If the $\mathbb{Q}$-parabolic subgroup $\mathbf{P}$ is contained in $\mathbf{P}_{0, \Delta-\{\alpha\}}$, then $M_{P} N_{P} \subseteq$ $M_{P_{0, \Delta-\{\alpha\}}} N_{P_{0, \Delta-\{\alpha\}}}$, and hence

$$
\left\|\pi_{\alpha}(g) e_{0}\right\|=a_{P}(g)^{\lambda_{\alpha}} .
$$

Now we follow the computations in [JM, pp. 505-506], [Bo7, pp. 550551]. For any $p \in \Gamma_{P}$, let

$$
g=a_{j}^{-1} \gamma p a_{j} .
$$

Since $\mathbf{P}_{0}$ is a minimal $\mathbb{Q}$-parabolic subgroup contained in $\mathbf{P}$, we can write $\mathbf{P}=\mathbf{P}_{0, I}$, where $I \subseteq \Delta=\Delta\left(P_{0}, A_{P_{0}}\right)$. For any $\alpha \in \Delta-I$, there are two cases: (1) $\gamma \in P_{0, \Delta-\{\alpha\}}$, (2) $\gamma \notin P_{0, \Delta-\{\alpha\}}$.

In case (1), by Proposition 2.8, $\gamma p \in M_{P_{0, \Delta-\{\alpha\}}} N_{P_{0, \Delta-\{\alpha\}}}$, and hence $g=a_{j}^{-1} \gamma p a_{j} \in M_{P_{0, \Delta-\{\alpha\}}} N_{P_{0, \Delta-\{\alpha\}}}$. It follows that

$$
a_{P}(g)^{\lambda_{\alpha}}=1 .
$$

In case (2), using the Bruhat decomposition of $\mathbf{G}$ over $\mathbb{Q}[\mathbf{B o 1}$, §11.4], [JM, Lemma 10.11], write $\gamma=u w t m v$, with $u \in N_{w}^{\prime}=$ $\left(w \mathbf{N}_{P_{0}^{-}} w^{-1}\right)(\mathbb{Q}) \cap \mathbf{N}_{P_{0}}(\mathbb{Q}), \mathbf{P}_{0}^{-}$being the minimal $\mathbb{Q}$-parabolic subgroup opposite to $\mathbf{P}_{0}, t \in A_{P_{0}}, m \in M_{P_{0}}, v \in N_{P_{0}}$, and $w$ is from a set of fixed representatives of the $\mathbb{Q}$-Weyl group of $\mathbf{G}$. Consider the element $w^{-1} g$ and its $A_{P}$-component $a_{P}\left(w^{-1} g\right)$. Then the computations in [JM, pp. 505-506] (also [Bo7, p. 551]) show that there exists a positive constant $\delta$ which only depends on $\Gamma$ and the fundamental representation $\pi_{\alpha}$ such that

$$
a_{P}\left(w^{-1} g\right)^{\lambda_{\alpha}} \geq a_{j}^{\alpha} \delta .
$$

This implies that when $j \rightarrow+\infty, w^{-1} g$ and hence $g$ goes to infinity uniformly with respect to an arbitrary choice of $p \in \Gamma_{P}$.

Note that $P=P_{0, I}=\cap_{\alpha} P_{0, \Delta-\{\alpha\}}$, where $\alpha \in \Delta-I$. Hence for any $\gamma \notin \Gamma_{P}$, there exists at least one $\alpha \in \Delta-I$ such that $\gamma \notin P_{0, \Delta-\{\alpha\}}$. Since the set of $w$ is a fixed finite set, this implies that when $j \rightarrow+\infty$, the subset of $G$ defined in Equation (5.3) goes to infinity. This completes the proof of the proposition.

## Remarks 5.9.

(1) The limit subgroup $N_{P} \Gamma_{M_{P}}$ in Proposition 5.4 is exactly the subgroup which leaves invariant the constant term of automorphic forms, in particular Eisenstein series, along the parabolic subgroup $P$. This interpretation of the boundary subgroups in $\Gamma \backslash \bar{G}^{s b}$ makes it an interesting compactification.
(2) The above proof of Proposition 5.4 is related to determination of asymptotic behaviors at infinity of Eisenstein series of $P$. Specifically, let $E(P \mid 1, \Lambda: x)$ be the Eisenstein series of $P$ associated with the constant function 1 on $\Gamma_{M_{P}} \backslash X_{P}$, where $\Lambda \in \mathfrak{a}_{P}^{*}$. (See [JM, §13.2] for more details about the definition of Eisenstein series.) When $\Lambda \gg 0$ with respect to the positive chamber determined by $P, E(P \mid 1, \Lambda: x)$ converges absolutely. It is known that the asymptotic behaviors (or sizes) of $E(P \mid 1, \Lambda: x)$ (or more generally an automorphic form) are controlled by the constant terms, which consist of finitely many terms
(see [HC, Chap. I, §4, Chap. II, §4, §5] for definitions and related discussions). The constant terms of an Eisenstein series associated with a cusp form can be computed rather explicitly (see [HC, Theorem 5 , p. 44, and Corollary 2, p. 39]). On the other hand, the constant terms of an Eisenstein series associated with a non-cuspidal function, for example $E(P \mid 1, \Lambda: x)$ associated with the constant function 1 , are not so well-understood. The above proof seems to indicate that when $x=e^{H_{j}} \cdot x_{0}$ and $\alpha\left(H_{j}\right) \rightarrow+\infty$ for all $\alpha \in \Delta\left(A_{P}, P\right)$, the leading term of the constant terms of $E\left(P \mid 1, \Lambda: e^{H_{j}} \cdot x_{0}\right)$ is equal to $e^{\left(\rho_{P}+\Lambda\right)\left(H_{j}\right)}$.

Proposition 5.10. Assume that $\Gamma$ is a maximal arithmetic subgroup. Then the identity map on $\Gamma \backslash G$ extends to a continuous map from $\Gamma \backslash \bar{G}^{R B S}$ to $\Gamma \backslash \bar{G}^{s b}$ which is surjective and equivariant with respect to the right $G$-action.

Proof. Let $\mathbf{P}$ be a parabolic $\mathbb{Q}$-subgroup. Let $g_{j}$ be an unbounded sequence in $\Gamma \backslash G$ converging to $m_{\infty} \in \Gamma_{M_{P}} \backslash \hat{e}(P)$ in $\Gamma \backslash \bar{G}^{R B S}$. Since $\Gamma_{N_{P}}$ is a cocompact lattice in $N_{P}$, we can choose a lift $\tilde{g}_{j}$ in $G$ such that in the decomposition $\tilde{g}_{j}=\left(n_{j}, a_{j}, m_{j}\right) \in N_{P} \times A_{P} \times\left(M_{P} K\right)$, the component $n_{j}$ is bounded, and the component $m_{j}$ converges to a lift $\tilde{m}_{\infty}$ of $m_{\infty}$ in $M_{P} K=\hat{e}(P)$.

By the definition of the convergence in $\Gamma \backslash \bar{G}^{R B S}$, we know that for all $\alpha \in \Phi\left(P, A_{P}\right),\left(a_{j}\right)^{\alpha} \rightarrow+\infty$. Then by Proposition 5.8, $\tilde{g}_{j}$ converges in $\Gamma \backslash \bar{G}^{s b}$ to $\tilde{m}_{\infty}^{-1} N_{P} \Gamma_{M_{P}} \tilde{m}_{\infty}$, i.e., the subgroup $\tilde{g}_{j}^{-1} \Gamma \tilde{g}_{j}$ converges to $\tilde{m}_{\infty}^{-1} N_{P} \Gamma_{M_{P}} \tilde{m}_{\infty}$. Since $g_{j}^{-1} \Gamma g_{j}=\tilde{g}_{j}^{-1} \Gamma \tilde{g}_{j}$ and the limit $\tilde{m}_{\infty}^{-1} N_{P} \Gamma_{M_{P}} \tilde{m}_{\infty}$ $=m_{\infty}^{-1} N_{P} \Gamma_{M_{P}} m_{\infty}$ does not depend on the choice of the lift $\tilde{m}_{\infty}$ in $G$, $g_{j}$ converges in $\Gamma \backslash \bar{G}^{s b}$. This shows that every unbounded sequence in $\Gamma \backslash G$ which is convergent in $\Gamma \backslash \bar{G}^{R B S}$ also converges in $\Gamma \backslash \bar{G}^{s b}$. Since both $\Gamma \backslash \bar{G}^{R B S}$ and $\Gamma \backslash \bar{G}^{s b}$ are metrizable compactifications of $\Gamma \backslash G$, by [GJT, Lemma 3.28], the identity map on $\Gamma \backslash G$ extends to a continuous map from $\Gamma \backslash \bar{G}^{R B S}$ to $\Gamma \backslash \bar{G}^{s b}$, which is automatically surjective, and the extended map is $G$-equivariant with respect to the right $G$-action. q.e.d.

Definition 5.11. Two parabolic $\mathbb{Q}$-subgroups $\mathbf{P}_{1}, \mathbf{P}_{2}$ are called $\Gamma_{M^{-}}$ equivalent if there exists $g \in G$ such that $g^{-1} N_{P_{1}} \Gamma_{M_{P_{1}}} g=N_{P_{2}} \Gamma_{M_{P_{2}}}$.

Since $N_{P_{i}}$ is the identity component of $N_{P_{i}} \Gamma_{M_{P_{i}}}$, the normalizer of $N_{P_{i}} \Gamma_{M_{P_{i}}}$ is contained in the normalizer of $N_{P_{i}}$, hence in $P_{i}$ (see Remark 2.10). This implies that if $\mathbf{P}_{1}, \mathbf{P}_{2}$ are $\Gamma_{M}$-equivalent, $\mathbf{P}_{1}, \mathbf{P}_{2}$ are conjugate under $G$ and hence also under $\mathbf{G}(\mathbb{Q})$. On the other hand, if $\mathbf{P}_{1}, \mathbf{P}_{2}$ are $\Gamma$-conjugate, they are clearly $\Gamma_{M}$-equivalent. Let $\mathbf{P}_{1}, \ldots, \mathbf{P}_{k}$ be a set of representatives of the $\Gamma$-conjugacy classes of parabolic $\mathbb{Q}$-subgroups. Then there exists a subset of $\mathbf{P}_{1}, \ldots, \mathbf{P}_{k}$ which are representatives of the $\Gamma_{M}$-equivalent classes of parabolic $\mathbb{Q}$-subgroups. For simplicity, assume that they are given by $\mathbf{P}_{1}, \ldots, \mathbf{P}_{l}$ for some $l \leq k$.

Lemma 5.12. For every $i$, the normalizer $\mathcal{N}\left(N_{P_{i}} \Gamma_{M_{P_{i}}}\right)$ of $N_{P_{i}} \Gamma_{M_{P_{i}}}$ in $M_{P_{i}} K$ is equal to the normalizer $\mathcal{N}\left(\Gamma_{M_{P_{i}}}\right)$ of $\Gamma_{M_{P_{i}}}$ in $M_{P_{i}}$.

Proof. If an element normalizes $N_{P_{i}} \Gamma_{M_{P_{i}}}$, then it normalizes its identity component $N_{P_{i}}$. It follows from [BT, Proposition 3.1] that the normalizer of $N_{P_{i}}$ in $G$ is equal to $P_{i}$. In fact, Proposition 3.1 in $[\mathbf{B T}]$ shows that there is a rational parabolic subgroup $\mathbf{P}$ which contains the normalizer of $N_{P_{i}}$ and whose unipotent radical is equal to $N_{P_{i}}$. Clearly, such a parabolic subgroup has to be exactly equal to $\mathbf{P}_{i}$. Then it is clear that the normalizer of $N_{P_{i}} \Gamma_{M_{P_{i}}}$ in $M_{P_{i}} K$ is contained in $M_{P_{i}}$ and hence is equal to the normalizer $\mathcal{N}\left(\Gamma_{M_{P_{i}}}\right)$ of $\Gamma_{M_{P_{i}}}$ in $M_{P_{i}}$. q.e.d.

Theorem 5.13. Keep the notation of 5.11 and 5.12. Assume $\Gamma$ to be a maximal arithmetic subgroup. Then

$$
\Gamma \backslash \bar{G}^{s b}=\Gamma \backslash G \cup \coprod_{i=1}^{l} \mathcal{N}\left(\Gamma_{M_{P_{i}}}\right) \backslash M_{P_{i}} K
$$

is the decomposition of $\Gamma \backslash \bar{G}^{\text {sb }}$ into $G$-orbits.
Proof. It follows from Propositions 5.8 and 5.10 that under the map

$$
\Gamma \backslash \bar{G}^{R B S} \rightarrow \Gamma \backslash \bar{G}^{s b}
$$

the image, denoted by $b\left(P_{i}\right)$, of the boundary component $\Gamma_{M_{P_{i}}} \backslash \hat{e}\left(P_{i}\right)$ of $\Gamma \backslash \bar{G}^{R B S}$ consists of subgroups of the form $m^{-1} N_{P_{i}} \Gamma_{M_{P_{i}}} m$, where $m \in M_{P_{i}} K, i=1, \ldots, k$. By Lemma 5.12, the normalizer of $N_{P_{i}} \Gamma_{M_{P_{i}}}$ in $M_{P_{i}} K$ is equal to the normalizer $\mathcal{N}\left(\Gamma_{M_{P_{i}}}\right)$ of $\Gamma_{M_{P_{i}}}$ in $M_{P_{i}}$, and hence we obtain that the image $b\left(P_{i}\right)$ can be identified with $\mathcal{N}\left(\Gamma_{M_{P_{i}}}\right) \backslash M_{P_{i}} K$ through the map $m \rightarrow m^{-1} N_{P_{i}} \Gamma_{M_{P_{i}}} m$.

Since each boundary component $\Gamma_{M_{P_{i}}} \backslash \hat{e}\left(P_{i}\right)$ of $\Gamma \backslash \bar{G}^{R B S}$ is a $G$-orbit (Proposition 4.9) and the map $\Gamma \backslash \bar{G}^{R B S} \rightarrow \Gamma \backslash \bar{G}^{B S}$ is $G$-equivariant (Proposition 5.10), the image $b\left(P_{i}\right)$ is also a $G$-orbit. In fact, for $m^{-1} N_{P_{i}} \Gamma_{M_{P_{i}}} m \in b\left(P_{i}\right)$, and $g \in G$,

$$
g \circ m^{-1} N_{P_{i}} \Gamma_{M_{P_{i}}} m=g^{-1} m^{-1} N_{P_{i}} \Gamma_{M_{P_{i}}} m g .
$$

From this, it is clear that two image sets $b\left(P_{i}\right), b\left(P_{j}\right)$ are equal if and only if $P_{i}$ and $P_{j}$ are $\Gamma_{M}$-equivalent. This gives the disjoint decomposition of $\Gamma \backslash \bar{G}^{s b}$ in the theorem, and shows that the decomposition is exactly the decomposition into the disjoint $G$-orbits on $\Gamma \backslash \bar{G}^{s b}$. q.e.d.

Proposition 5.14. For any arithmetic subgroup $\Gamma$, let $\Gamma^{\prime}$ be a maximal discrete group containing $\Gamma$. Then the projection map $\Gamma \backslash G \rightarrow \Gamma^{\prime} \backslash G$ extends to a continuous map $\Gamma \backslash \bar{G}^{R B S} \rightarrow{\overline{\Gamma^{\prime} \backslash G}}^{s b}$.

Proof. We note that the quotient map $\Gamma \backslash G \rightarrow \Gamma^{\prime} \backslash G$ extends to a continuous map $\Gamma \backslash \bar{G}^{R B S} \rightarrow \Gamma^{\prime} \backslash \bar{G}^{R B S}$. Then the proposition follows from Proposition 5.10. q.e.d.

Proposition 5.15. Suppose that $\mathbf{G}$ is a semisimple algebraic group defined over $\mathbb{Q}, \Gamma \subset \mathbf{G}(\mathbb{Q})$ is a maximal arithmetic subgroup, and the $\Gamma$-conjugacy relation on the set of all parabolic $\mathbb{Q}$-subgroups induces the same relation as the $\Gamma_{M}$-equivalence relation in Definition 5.11. If for every parabolic $\mathbb{Q}$-subgroup $\mathbf{P}, M_{P}$ is semisimple without compact factor of positive dimension, and its subgroup $\Gamma_{M_{P}}$ is also maximal, then $\Gamma \backslash \bar{G}^{s b}$ is $G$-equivariantly isomorphic to the reductive Borel-Serre compactification $\Gamma \backslash \bar{G}^{R B S}$.

Proof. Let $\mathbf{P}_{1}, \ldots, \mathbf{P}_{k}$ be a set of representatives of $\Gamma$-conjugacy classes of proper parabolic $\mathbb{Q}$-subgroups. By assumption, they are also representatives of the $\Gamma_{M}$-relation. Since $\mathcal{N}\left(\Gamma_{M_{P_{i}}}\right)=\Gamma_{M_{P_{i}}}$, by Theorem 5.13, the boundary of $\Gamma \backslash \bar{G}^{s b}$ is equal to

$$
\bigcup_{i=1}^{k} \Gamma_{M_{P_{i}}} \backslash M_{P_{i}} K=\bigcup_{i=1}^{k} \Gamma_{M_{P_{i}}} \backslash \hat{e}\left(P_{i}\right),
$$

which is also the boundary of $\Gamma \backslash \bar{G}^{R B S}$. This implies that the continuous map from $\Gamma \backslash \bar{G}^{R B S}$ to $\Gamma \backslash \bar{G}^{s b}$ in Proposition 5.10 is bijective. Since both compactifications are Hausdorff, they are homeomorphic, and the homeomorphism is equivariant with respect to the right $G$-action. q.e.d.

Remark 5.16. Examples where all the conditions in the above theorem are satisfied include $G=S L(n, \mathbb{R}), S p(n, \mathbb{R}), \Gamma=S L(n, \mathbb{Z})$, $S p(n, \mathbb{Z})$.

## Remarks 5.17.

(1) If $\Gamma$ is maximal, but other conditions are not satisfied, then $M_{P_{i}}$ is in general only reductive. Let $M_{P_{i}}^{\prime}$ be the derived group of $M_{P_{i}}$, and $\mathcal{C}\left(M_{P_{i}}\right)$ the center of $M_{P_{i}}$. Then $\mathcal{N}\left(\Gamma_{M_{P_{i}}}\right)$ contains $\mathcal{C}\left(M_{P_{i}}\right)$, and $\mathcal{C}\left(M_{P_{i}}\right) \backslash \mathcal{N}\left(\Gamma_{M_{P_{i}}}\right)$ is a discrete subgroup of $M_{P_{i}}^{\prime}$, and $\mathcal{N}\left(\Gamma_{M_{P_{i}}}\right) \backslash M_{P_{i}} K$ is equal to $\left(\mathcal{C}\left(M_{P_{i}}\right)\right) \backslash \mathcal{N}\left(\Gamma_{M_{P_{i}}}\right) \backslash M_{P_{i}}^{\prime} K$. This shows that the boundary components of $\Gamma \backslash \bar{G}^{s b}$ are analogous to the boundary components in the maximal Satake compactification of $\Gamma \backslash X$ in $[\mathbf{S a 2} \mathbf{2}$.
(2) To obtain a compactification of $\Gamma \backslash X$ using this method, consider the compact space $\mathcal{S}(G) / K$ of $K$-orbits in $\mathcal{S}(G)$, and the map $\Gamma \backslash X \rightarrow$ $\mathcal{S}(G) / K, \quad \Gamma g K \mapsto K \Gamma^{g} K$.

## 6. Analytic structures on $\Gamma \backslash \bar{G}^{B S}$ and $\Gamma \backslash \bar{X}^{B S}$

In this section we show that $\bar{G}^{B S}$ is a real analytic manifold with corners and hence $\Gamma \backslash \bar{G}^{B S}$ is also a real analytic manifold with corners when $\Gamma$ is neat. The same proof also shows the Borel-Serre partial compactification $\bar{X}^{B S}$ and the Borel-Serre compactification $\Gamma \backslash \bar{X}^{B S}$ when $\Gamma$ is neat are also real analytic manifolds with corners, which were obtained in [BS].

Recall from $\S 2.4$ that for any parabolic $\mathbb{Q}$-subgroup $\mathbf{P}, \Delta\left(P, A_{P}\right)=$ $\left\{\alpha_{1}, \ldots, \alpha_{r}\right\}$ is the set of simple roots in $\Phi\left(P, A_{P}\right)$. Then $A_{P}$ can be identified with $\left(\mathbb{R}_{>0}\right)^{r}$ by the map:

$$
a \in A_{P} \rightarrow\left(a^{-\alpha_{1}}, \ldots, a^{-\alpha_{r}}\right) \in\left(\mathbb{R}_{>0}\right)^{r}
$$

The closure of $A_{P}$ in $\mathbb{R}^{r}$ is denoted by $\overline{A_{P}}$, a partial compactification in the direction of $P$.

By Proposition 3.3, the embedding $N_{P} \times A_{P} \times M_{P} K \hookrightarrow \bar{G}^{B S}$ extends to an embedding

$$
N_{P} \times \overline{A_{P}} \times M_{P} K=G \hookrightarrow \bar{G}^{B S}
$$

and the image of $N_{P} \times \overline{A_{P}} \times M_{P} K$ in $\bar{G}^{B S}$ is the corner $G(P)$ associated with $\mathbf{P}$.

Proposition 6.1. For every parabolic $\mathbb{Q}$-subgroup $\mathbf{P}$, the corner $G(P)$ has a canonical structure of real analytic manifold with corners compatible with the interior analytic structure of $G$.

Proof. By definition,

$$
G(P) \cong N_{P} \times\left(\mathbb{R}_{\geq 0}\right)^{r} \times\left(M_{P} K\right)
$$

Since $N_{P}, M_{P}$ are real analytic manifolds, and $\left(\mathbb{R}_{\geq 0}\right)^{r}$ is a real analytic manifold with corners, $N_{P} \times\left(\mathbb{R}_{\geq 0}\right)^{r} \times\left(M_{P} K\right)$ is a real analytic manifold with corners, which gives $G(P)$ a structure of real analytic manifold with corners. Since the horospherical decomposition $G=N_{P} \times A_{P} \times M_{P} K$ is real analytic, this real analytic structure on $G(P)$ is compatible with the real analytic structure of $G$.
q.e.d.

These corners $G(P)$ for all $\mathbf{P}$ form a covering family of $\bar{G}^{B S}$. To show that they define a real analytic structure on $\bar{G}^{B S}$, we need to prove that these structures are compatible.

By Proposition 3.3, the corner $G(P)$ admits a disjoint decomposition:

$$
G(P)=G \cup \coprod_{Q \supseteq P} e(Q)
$$

This implies that for any two parabolic $\mathbb{Q}$-subgroups $\mathbf{P}, \mathbf{Q}$ with $\mathbf{P} \subset \mathbf{Q}$, $G(Q)$ is canonically contained in $G(P)$.

Proposition 6.2. For any two parabolic $\mathbb{Q}$-subgroups $\mathbf{P} \subset \mathbf{Q}$, the inclusion $G(Q) \hookrightarrow G(P)$ is real analytic with respect to the canonical real analytic structure on $G(P), G(Q)$ defined in Proposition 6.1, and embeds $G(Q)$ as an open real analytic submanifold with corners of $G(P)$.

Proof. As in $\S 3, P$ determines a unique parabolic subgroup $P^{\prime}$ of $M_{Q}$, $P^{\prime}=M_{Q} \cap P$, such that

$$
A_{P}=A_{P^{\prime}} A_{Q}, N_{P}=N_{P^{\prime}} N_{Q}, M_{P^{\prime}}=M_{P} .
$$

This $P^{\prime}$ induces a decomposition of $M_{Q}: M_{Q}=N_{P^{\prime}} \times A_{P^{\prime}} \times M_{P^{\prime}}$ and hence a refined horospherical decomposition of $G$ with respect to $Q$ :

$$
G=N_{P} \times A_{P^{\prime}} \times A_{Q} \times\left(M_{P} K\right) .
$$

Since these decompositions are real analytic, this implies that the corner $G(Q)$ is real analytically diffeomorphic to

$$
N_{P} \times A_{P^{\prime}} \times \overline{A_{Q}} \times\left(M_{P} K\right) \cong N_{P} \times A_{P^{\prime}} \times\left(\mathbb{R}_{\geq 0}\right)^{r_{Q}} \times\left(M_{P} K\right)
$$

where $r_{Q}=\operatorname{dim} A_{Q}$ is the rank of $Q$.
Let $I$ be the subset of the set $\Delta\left(P, A_{P}\right)$ of simple roots such that $Q=P_{I}$, i.e., $A_{Q}=\left\{a \in A_{P} \mid a^{\alpha}=1, \alpha \in I\right\}$. For simplicity, assume that $I=\left\{\alpha_{r_{Q}+1}, \ldots, \alpha_{r}\right\}$. Then $A_{P, Q}=\left\{a \in A_{P} \mid \alpha^{\alpha_{i}}=1,1 \leq i \leq r_{Q}\right\}$ can be identified with $\left(\mathbb{R}_{>0}\right)^{r-r_{Q}}$ through the map

$$
a \in A_{P, Q} \rightarrow\left(a^{-\alpha_{r_{Q}}+1}, \ldots, a^{-\alpha_{r}}\right) \in\left(\mathbb{R}_{>0}\right)^{r-r_{Q}} .
$$

Define $\overline{A_{P, Q}}$ to be the closure of $A_{P, Q}$ in $\mathbb{R}^{r-r_{Q}}$. Then the product $\mathbb{R}^{r}=\mathbb{R}^{r-r_{Q}} \times \mathbb{R}^{r_{Q}}$ gives a decomposition $\overline{A_{P}}=\overline{A_{P, Q}} \times \overline{A_{Q}}$. This implies that

$$
G(P)=N_{P} \times \overline{A_{P, Q}} \times \overline{A_{Q}} \times M_{P} K
$$

By Lemmas 3.5 and 3.6, $G(Q)$ is identified under the inclusion $G(Q) \subset$ $G(P)$ with the subset $N_{P} \times A_{P, Q} \times \overline{A_{Q}} \times M_{P} K \subset G(P)$. Clearly, $N_{P} \times A_{P, Q} \times \overline{A_{Q}} \times M_{P} K$ is an open real analytic submanifold of $G(P)$. By the previous paragraph, $G(Q)=N_{P} \times A_{P^{\prime}} \times \overline{A_{Q}} \times\left(M_{P} K\right)$. Then the proof of the proposition is reduced to showing that the coordinate change function

$$
N_{P} \times A_{P^{\prime}} \times A_{Q} \times M_{P} K \rightarrow N_{P} \times A_{P, Q} \times A_{Q} \times M_{P} K
$$

extends to a real analytic diffeomorphism

$$
N_{P} \times A_{P^{\prime}} \times \overline{A_{Q}} \times M_{P} K \rightarrow N_{P} \times A_{P, Q} \times \overline{A_{Q}} \times M_{P} K
$$

By the proof of Lemma 3.6, the coordinate change function

$$
N_{P} \times A_{P^{\prime}} \times A_{Q} \times M_{P} K \rightarrow N_{P} \times A_{P, Q} \times A_{Q} \times M_{P} K
$$

is given by

$$
(n, \exp H, \exp V, m) \mapsto\left(n, \exp H_{P, Q}, \exp \left(V+H_{Q}\right), m\right),
$$

where $H=H_{P, Q}+H_{Q}, H_{P, Q} \in \mathfrak{a}_{P, Q}, H_{Q} \in \mathfrak{a}_{Q}$. We claim that both $H_{P, Q}$ and $H_{Q}$ depend real analytically on $H$ and the map

$$
H \in \mathfrak{a}_{P^{\prime}} \rightarrow H_{P, Q} \in \mathfrak{a}_{P, Q}
$$

is a real analytic diffeomorphism. In fact, let $V_{1}, \ldots, V_{r}$ be the basis of $\mathfrak{a}_{P}$ dual to the simple roots $\alpha_{1}, \ldots, \alpha_{r}$. Then $H_{P, Q}=\alpha_{r_{Q}+1}(H) V_{r_{Q}+1}+$ $\cdots+\alpha_{r}(H) V_{r}, H_{Q}=\alpha_{1}(H) V_{1}+\cdots+\alpha_{r_{Q}}(H) V_{r_{Q}}$. This clearly gives analytic dependence of $H_{P, Q}, H_{Q}$ on $H$. Since $\mathfrak{a}=\mathfrak{a}_{P^{\prime}} \oplus \mathfrak{a}_{Q}=\mathfrak{a}_{P, Q} \oplus \mathfrak{a}_{Q}$, the map $H \in \mathfrak{a}_{P^{\prime}} \rightarrow H_{P, Q} \in \mathfrak{a}_{P, Q}$ is a linear isomorphism and hence a real analytic diffeomorphism.

With respect to the canonical analytic structure of $G(Q), G(Q)=$ $N_{P} \times A_{P^{\prime}} \times\left(\mathbb{R}_{>0}\right)^{r} Q \times M_{P} K$, and the coordinates of $g=(n, \exp H$, $\exp V, m) \in N_{P} \times A_{P^{\prime}} \times A_{Q} \times M_{P} K=G$ in this decomposition of $G(Q)$ are $\left(n, \exp H ; e^{-\alpha_{1}(V)}, \ldots, e^{-\alpha_{r}(V)} ; m\right)$. On the other hand, with respect to the canonical analytic structure of $G(P)$,

$$
G(P)=N_{P} \times \overline{A_{P, Q}} \times\left(\mathbb{R}_{\geq 0}\right)^{r_{Q}} \times M_{P} K
$$

and the coordinates of the same element $g$ in this decomposition of $G(P)$ are

$$
\left(n, \exp H_{P, Q} ; e^{-\alpha_{1}(V)} e^{-\alpha_{1}\left(H_{Q}\right)}, \ldots, e^{-\alpha_{r}(V)} e^{-\alpha_{r}\left(H_{Q}\right)} ; m\right)
$$

This implies that the coordinate change function from $N_{P} \times A_{P^{\prime}} \times A_{Q} \times$ $M_{P} K=N_{P} \times A_{P^{\prime}} \times\left(\mathbb{R}_{>0}\right)^{r_{Q}} \times M_{P} K$ to $N_{P} \times A_{P, Q} \times A_{Q} \times M_{P} K=$ $N_{P} \times A_{P, Q} \times\left(\mathbb{R}_{>0}\right)^{r_{Q}} \times M_{P} K$ extends to $N_{P} \times A_{P^{\prime}} \times\left(\mathbb{R}_{\geq 0}\right)^{r_{Q}} \times M_{P} K \rightarrow$ $N_{P} \times A_{P, Q} \times\left(\mathbb{R}_{\geq 0}\right)^{r}{ }^{r} \times M_{P} K$, given by $\left(n, \exp H ; t_{1}, \ldots, t_{r_{Q}} ; m\right) \mapsto$ $\left(n, \exp H_{P, Q} ; t_{1} e^{-\alpha_{1}\left(H_{Q}\right)}, \ldots, t_{r} e^{-\alpha_{r}\left(H_{Q}\right)} ; m\right)$. Since $H_{P, Q}, H_{Q}$ depend real analytically on $H$ and the map $H \in \mathfrak{a}_{P^{\prime}} \rightarrow H_{P, Q} \in \mathfrak{a}_{P, Q}$ is a real analytic diffeomorphism, the above extended coordinate change function is a real analytic diffeomorphism also. This completes the proof of the proposition.
q.e.d.

Proposition 6.3. The partial compactification $\bar{G}^{B S}$ is a real analytic manifold with corners and the restriction to each corner $G(P)$ gives the canonical analytic structure in Proposition 6.1.

Proof. We first show that every corner $G(P)$ is an open subset of $\bar{G}^{B S}$. In fact, by Lemma 3.10, for any $p \in e(P), G(P)$ contains a neighborhood of $p$ in $\bar{G}^{B S}$. For any $Q \supset P$ and a point $q \in G(Q), G(P)$ contains $G(Q)$ and hence also contains a neighborhood of $q$ in $\bar{G}^{B S}$.

Since $\bar{G}^{B S}=G \cup \coprod_{P} e(P)=\cup G(P)$, these corners form an open covering of $\bar{G}^{B S}$. By Proposition 6.1, each corner has a canonical structure of a real analytic manifold with corners, and hence these corners form a system of charts of $\bar{G}^{B S}$. To finish the proof, we only need to show that these structures of the corners are compatible.

For any two parabolic $\mathbb{Q}$-subgroups $\mathbf{P}_{1}, \mathbf{P}_{2}$, let $\mathbf{Q}$ be the smallest, not necessarily proper, parabolic subgroup containing both $P_{1}, P_{2}$. Since $G\left(P_{i}\right)=G \cup \coprod_{R \supset P_{i}} e(R)$, we have that

$$
G\left(P_{1}\right) \cap G\left(P_{2}\right)=G(Q),
$$

where $G(Q)=G$ if $\mathbf{Q}=\mathbf{G}$. By Proposition 6.2, the canonical analytic structure of each $G\left(P_{i}\right)$ is compatible with the canonical structure of $G(Q)$. This implies that the canonical analytic structures of $G\left(P_{1}\right)$, $G\left(P_{2}\right)$ are compatible on their intersection, and hence completes the proof.
q.e.d.

Proposition 6.4. When $\Gamma$ is a neat arithmetic subgroup, $\Gamma \backslash \bar{G}^{B S}$ is a compact real analytic manifold with corners.

Proof. When $\Gamma$ is neat, for any parabolic $\mathbb{Q}$-subgroup $\mathbf{P}$, the induced subgroups $\Gamma_{P}, \Gamma_{N_{P}}, \Gamma_{M_{P}}$ are all torsion free. This implies that $\gamma$ acts freely and proper discontinuously on $\bar{G}^{B S}$. By Proposition $6.3, \bar{G}^{B S}$ is a real analytic manifold with corners. To finish the proof, it suffices to show that $\Gamma$ acts on $\bar{G}^{B S}$ by analytic diffeomorphism.

For any $\gamma \in \Gamma$, if $\gamma \mathbf{P} \gamma^{-1}=\mathbf{P}^{\prime}$, then by Proposition 3.3 and the proof of Proposition 3.12, the left action on $\bar{G}^{B S}$ maps the corner $G(P)$ to $G\left(P^{\prime}\right)$. It can also be seen from the proof that the induced map on the corners $\gamma: G(P) \rightarrow G\left(P^{\prime}\right)$ is real analytic. In fact, the Langlands decomposition is real analytic, and the $A_{P}$-component is changed only by the $A_{P}$-component of $\gamma$. This implies the desired analyticity. Since $\gamma^{-1}$ maps $G\left(P^{\prime}\right)$ to $G(P)$ real analytically, it follows that $\gamma$ acts by analytic diffeomorphism on $\bar{G}^{B S}$.
q.e.d.

## 7. Gluing manifolds with corners

This section gives an exposition of the self-gluing procedure in [BJ1, 4.4]. The notion of manifold with corners is assumed to be known (see the appendix in [BS] by Douady and Herault). We review only some facts and notation.

Let $M$ a connected manifold with corners, $m$ its dimension. Every point $p \in M$ has a local chart of the form $\mathbb{R}^{m-i} \times \mathbb{R}_{\geq 0}^{i}$, where $R_{\geq 0}^{i}$ is a positive (closed) quadrant in $\mathbb{R}^{i}$ and $p$ is mapped to the origin. The integer $i$ is called the rank of $p$, and the maximum of $i$ is called the rank of $M$, denoted by $r k(M)$. The manifold $M$ has a stratification such that each stratum consists of points of the same rank. Every connected component of a stratum is called an open boundary face of $M$, and its closure in $M$ is called a boundary face. If a boundary face is of codimension 1 , it is called a boundary hypersurface.

The boundary $\partial M$ of $M$ is the union of boundary hypersurfaces, which are themselves manifolds with corners of rank strictly less than
$r k(M)$. We shall assume they are all of rank equal to $r k(M)-1$ and embedded (no self-intersection). More precisely, a boundary hypersurface $H$ is embedded if for every point $p$ of rank $i$ and belonging the boundary of $H$, there exist $i-1$ boundary hypersurfaces $H_{1}, \ldots, H_{i-1}$ different from $H$ such that $p$ belongs to the intersection $H \cap H_{1} \cdots \cap H_{i-1}$ and the intersection has codimension $i$, which is automatically satisfied if all $H_{1}, \ldots, H_{i-1}$ are different.

If all the boundary hypersurfaces are embedded, the intersection of two boundary hypersurfaces is a manifold with corners of rank equal to $r k(M)-2$ (if not empty), and is union of boundary hypersurfaces of each of them, considered as manifolds with corners. For any boundary face of $M$ of codimension $i$, its boundary hypersurfaces are also embedded if all the boundary hypersurfaces of $M$ are embedded, and they are intersections of $i+1$ boundary hypersurfaces of $M$.

An example of a manifold with corners whose boundary hypersurfaces are not embedded is a 2 -dimensional manifold with one corner point and one boundary hypersurface. It is clear that this two dimensional manifold can not be self-glued into a closed smooth manifold. Therefore, the assumption that boundary hypersurfaces are embedded is crucial.

Our aim here is to glue $M$ to a certain number of copies of itself so as to get a smooth manifold, and to give an alternate formulation in the case where it is possible to use the smallest possible number of copies of $M$, namely $2^{r k(M)}$. For the gluing purpose, we need to assume that the set $\mathcal{H}_{M}$ of boundary hypersurfaces of $M$ admits a finite partition:

$$
\begin{equation*}
\mathcal{H}_{M}=\coprod_{j=1}^{N} \quad \mathcal{H}_{j} \tag{7.1}
\end{equation*}
$$

such that the elements of each $\mathcal{H}_{j}$ are disjoint $(1 \leq j \leq N)$. If $M$ is compact, then $\mathcal{H}_{M}$ is finite and such a partition always exist. This is the case considered in $[\mathrm{Me}]$. The following proposition is an obvious generalization of this result of Melrose.

Proposition 7.1. Suppose that $M$ is a manifold with corners, and the set $\mathcal{H}_{M}$ of boundary hypersurfaces admits a finite partition as above. Then it is possible to construct a closed manifold $\widetilde{M}$ by gluing $2^{N}$ copies of $M$ along boundary hypersurfaces.

Proof. It is by induction on $N$. Let $M^{\prime}$ be a copy of $M$ with the same partition of the set $\mathcal{H}=\mathcal{H}_{M^{\prime}}=\mathcal{H}_{M}$ of boundary hypersurfaces. Glue $M$ and $M^{\prime}$ along the elements of $\mathcal{H}_{1} \subset \mathcal{H}$. We claim that $M \cup M^{\prime}$ is a manifold with corners. In fact, the interior points of the $H \in \mathcal{H}_{1}$ are manifold points of $M \cup M^{\prime}$, i.e., have euclidean neighborhoods. We need to check that boundary points of these hypersurfaces in $\mathcal{H}_{1}$, i.e., corner points of $M$, are also corner points of $M \cup M^{\prime}$. Let $H \in \mathcal{H}_{1}$ and $p$ in the boundary of $H$. Suppose that $p$ is of $\operatorname{rank} i$ in $M$. Then $i \geq 2$. Since all
the boundary hypersurfaces of $M$ are embedded, there exist $i$ different hypersurfaces $H_{1}=H, \ldots, H_{i}$ such that $p \in H_{1} \cap \cdots \cap H_{i}$. By the assumption on the partition, the hypersurfaces in $\mathcal{H}_{1}$ are disjoint. This implies that $H_{2}, \ldots, H_{i}$ do not belong to $\mathcal{H}_{1}$. Then it is clear that after the gluing along $H_{1}, p$ has a chart in $M \cup M^{\prime}$ of the form $\mathbb{R}^{m-i+1} \times \mathbb{R}_{\geq 0}^{i-1}$ and becomes a point of rank $i-1$.

We claim that $\mathcal{H}_{M \cup M^{\prime}}$ admits a partition in $N-1$ subsets, each consisting of disjoint boundary hypersurfaces.

For every $j>1$, divide $\mathcal{H}_{j}$ into two subsets:

$$
\mathcal{H}_{j}=\mathcal{H}_{j, 1} \coprod \mathcal{H}_{j, 2}
$$

where $\mathcal{H}_{j, 1}=\left\{H \in \mathcal{H}_{j} \mid H \cap Z=\emptyset\right.$ for all $\left.Z \in \mathcal{H}_{1}\right\}$, and the $\mathcal{H}_{j, 2}$ is the complement. The elements of $\mathcal{H}_{j, 1}$ and their homologues in $M^{\prime}$ form a set of disjoint boundary hypersurfaces of $M \cup M^{\prime}$, say $\mathcal{H}_{j, 1}^{\prime \prime}$.

On the other hand, if $H \in \mathcal{H}_{j, 2}$, there exists $Z \in \mathcal{H}_{1}$ such that $H \cap Z \neq \phi$. For any such $Z, H \cap Z$ is a boundary hypersurface of $H$ and $Z$, and is equal to $H \cap H^{\prime}$, where $H^{\prime}$ is the homologue of $H$ on $M^{\prime}$. As observed earlier, the assumption on embeddedness of the boundary hypersurfaces of $M$ implies that the boundary hypersurfaces of $H$ are also embedded. Then the gluing of $M \cup M^{\prime}$ induces one of $H$ and $H^{\prime}$ along their intersection, which is similarly a manifold with corners, locally euclidean around an interior point of $H \cap H^{\prime}$. In particular, $H \cup H^{\prime}$ is a boundary hypersurface of $M \cup M^{\prime}$. Let $\mathcal{H}_{j, 2}^{\prime \prime}$ be the set of these glued up boundaries of $M \cup M^{\prime}$. They are disjoint since two elements of $\mathcal{H}_{j}$ are disjoint. Let $\mathcal{H}_{j}^{\prime \prime}=\mathcal{H}_{j, 1}^{\prime \prime} \cup \mathcal{H}_{j, 2}^{\prime \prime}$. Clearly hypersurfaces in $\mathcal{H}_{j}^{\prime \prime}$ are disjoint.

Since every boundary hypersurface of $M \cup M^{\prime}$ belongs to a unique $\mathcal{H}_{j}^{\prime \prime}$ for $j \geq 2$, we have a partition of $\mathcal{H}_{M \cup M^{\prime}}$ in $N-1$ subsets:

$$
\mathcal{H}_{M \cup M^{\prime}}=\coprod_{2 \leq j \leq N} \mathcal{H}_{j}^{\prime \prime}
$$

If $N=1$, then $M$ is a manifold with boundary and the previous construction provides the desired manifold $\widetilde{M}=M \cup M^{\prime}$. We can now use an induction hypothesis, which implies that we can glue $2^{N-1}$ copies of $M \cup M^{\prime}$ to obtain a closed manifold $\widetilde{M}$. Altogether, $\widetilde{M}$ is constructed by gluing $2^{N}$ copies of $M$. q.e.d.

Remark 7.2. In a corner of rank $r$, there are $r$ boundary hypersurfaces with a non-empty intersection, hence $N \geq r k(M)$. The number $N$ depends on the partition. When $M$ is compact, the maximum value of $N$ is the number $N^{\prime}$ of boundary hypersurfaces, hence $r k(M) \leq N \leq N^{\prime}$.

Proposition 7.3. If $M$ is $C^{\infty}$ (resp. real analytic), then so is $\widetilde{M}$. Moreover, if a group $H$ acts on $M$, then this action extends to one on
$\tilde{M}$. The extended action is smooth (resp. real analytic) if $H$ is a Lie group and the given action on $M$ is so.

Proof. This follows from the construction: around a smooth point $x$ of $H \cap H^{\prime}$, the local charts in $M$ and $M^{\prime}$ are obtained from one another by a "reflection principle" with respect to $H \cap H^{\prime}$. These charts glue into a neighborhood of $x$ in $\widetilde{M}$, which is $C^{\infty}$ (resp. real analytic) if $M$ is so. To see that a group action on $M$ extends to $\widetilde{M}$, we note that for any two copies of $M$ in $\widetilde{M}$, the group actions on them agree on their intersection, and the combined action on $\widetilde{M}$ gives the extension. q.e.d.

Proposition 7.4. The closed manifold $\widetilde{M}$ constructed in Proposition 7.1 admits a $(\mathbb{Z} / 2 \mathbb{Z})^{N}$-action such that the quotient of $\widetilde{M}$ by $(\mathbb{Z} / 2 \mathbb{Z})^{N}$ is equal to $M$. If $M$ admits a group action by $H$ as in Proposition 7.3, then the extended $H$-action commutes with this $(\mathbb{Z} / 2 \mathbb{Z})^{N}$-action.

Proof. We prove this by induction. When $N=1, M$ is a manifold with boundary, and $\widetilde{M}$ is obtained from $M$ by doubling across the boundary and clearly admits a $\mathbb{Z} / 2 \mathbb{Z}$-action.

As in the proof of Proposition 7.1, $M \cup M^{\prime}$ admits a partition of $N-1$ subsets, and $\widetilde{M}$ is glued from $2^{N-1}$ copies of $M \cup M^{\prime}$. By induction, $\widetilde{M}$ admits a $(\mathbb{Z} / 2 \mathbb{Z})^{N-1}$-action, and the quotient by this group is equal to $M \cup M^{\prime}$. By Proposition 7.3 , the $\mathbb{Z} / 2 \mathbb{Z}$-action on $M \cup M^{\prime}$ extends to an action on $\widetilde{M}$. This $\mathbb{Z} / 2 \mathbb{Z}$-action commutes with the $(\mathbb{Z} / 2 \mathbb{Z})^{N-1}$ action on $\widetilde{M}$ by induction. Hence $\widetilde{M}$ admits a $(\mathbb{Z} / 2 \mathbb{Z})^{N}$-action, and the quotient of $\widetilde{M}$ by $(\mathbb{Z} / 2 \mathbb{Z})^{N}$ is equal to the quotient $M \cup M^{\prime}$ by $\mathbb{Z} / 2 \mathbb{Z}$ and hence equal to $M$.

To show that the extended $H$-action on $\tilde{M}$ commutes with $(\mathbb{Z} / 2 \mathbb{Z})^{N}$, we note that $(\mathbb{Z} / 2 \mathbb{Z})^{N}$ interchanges different copies of $M$. Since the $H$-action on the all the copies of $M$ is the same, the extended $H$-action commutes with the $(\mathbb{Z} / 2 \mathbb{Z})^{N}$-action. q.e.d.

## 8. Construction of $\Gamma \backslash \bar{G}^{B S O}$ and $\Gamma \backslash \bar{X}^{B S O}$

It is proved in $\S 6$ that $\bar{G}^{B S}, \Gamma \backslash \bar{G}^{B S}, \bar{X}^{B S}, \Gamma \backslash \bar{X}^{B S}$ are real analytic manifolds with corners. In this section, we study structure of their boundary faces and show that $2^{r}$ copies of each of them can be glued into a closed real analytic manifold by the method of $\S 7$, where $r$ is the $\mathbb{Q}$-rank of $\mathbf{G}$, which is defined earlier as the maximum of $\operatorname{dim} A_{P}$ for all parabolic $\mathbb{Q}$-subgroups $\mathbf{P}$ of $\mathbf{G}$. By Remark 7.2 , this is the least number of copies needed to glue into a closed manifold.

Lemma 8.1. For every parabolic $\mathbb{Q}$-subgroup $\mathbf{Q}$, the closure $\overline{e(Q)}$ of the boundary face $e(Q)$ in $\bar{G}^{B S}$ is a (closed) boundary face of codimension $\operatorname{dim} A_{Q}$ and is hence a real analytic submanifold with corners.

Proof. From the definition of convergence of sequences of boundary points in $\bar{G}^{B S}$,

$$
\overline{e(Q)}=e(Q) \cup \coprod_{P \subset Q} e(P)
$$

Therefore, $\overline{e(Q)}$ is covered by the corners $G(P)$ for all $P \subseteq Q$. In each corner $G(P)$,

$$
\overline{e(Q)} \cap G(P)=\coprod_{P \subseteq R \subseteq Q} e(R) \subset G \cup \coprod_{P \subseteq R} e(R) .
$$

By Lemmas 3.5 and 3.6, in the decomposition $G(P)=N_{P} \times \overline{A_{P, Q}} \times$ $\overline{A_{Q}} \times M_{P} K$,

$$
\overline{e(Q)} \cap G(P)=N_{P} \times \overline{A_{P, Q}} \times\left\{o_{Q}\right\} \times M_{P} K
$$

which is clearly a real analytic submanifold with corners in $G(P)$ of codimension $\operatorname{dim} A_{Q}$. This implies that $\overline{e(Q)}$ is a real analytic submanifold with corners in $\bar{G}^{B S}$ of codimension $\operatorname{dim} A_{Q}$. q.e.d.

Corollary 8.2. The rank of $\bar{G}^{B S}$ as a manifold with corners is equal to the $\mathbb{Q}$-rank of the algebraic group $\mathbf{G}$.

Lemma 8.3. The boundary hypersurfaces of $\bar{G}^{B S}$ are the $\overline{e(Q)}$, where $\mathbf{Q}$ are parabolic $\mathbb{Q}$-subgroups of rank $1, \operatorname{dim} A_{Q}=1$, i.e., $\mathbf{Q}$ are proper maximal parabolic $\mathbb{Q}$-subgroups, and they are embedded as defined in $\S 7$.

Proof. The first statement clearly follows from Lemma 8.1. To prove the second statement, we note that for every parabolic $\mathbb{Q}$-subgroup $\mathbf{P}$ of rank $i$, i.e, $\operatorname{dim} A_{P}=i$, there are exactly $i$ maximal proper parabolic $\mathbb{Q}$-subgroups containing $\mathbf{P}$. In fact, this fact follows from the one-toone correspondence in $\S 2$ between subsets of the set of simple roots $\Delta\left(P, A_{P}\right)$ and parabolic $\mathbb{Q}$-subgroups containing $\mathbf{P}$. This implies that every point in $e(P)$, which has rank $i$ by Lemma 8.1, is contained in exactly $i$ different boundary hypersurfaces. This proves the all boundary hypersurfaces are embedded.
q.e.d.

Lemma 8.4. Let $\mathbf{Q}_{1}, \mathbf{Q}_{2}$ be two parabolic $\mathbb{Q}$-subgroups and $\mathbf{P}=\mathbf{Q}_{1} \cap$ $\mathbf{Q}_{2}$. If $\mathbf{P}$ is not a parabolic $\mathbb{Q}$-subgroup, the boundary faces $\overline{e\left(Q_{1}\right)}, \overline{e\left(Q_{2}\right)}$ are disjoint. Otherwise, $\overline{e\left(Q_{1}\right)} \cap \overline{e\left(Q_{2}\right)}=\overline{e(P)}$.

Proof. This follows from the equation $\overline{e\left(Q_{i}\right)}=\coprod_{\mathbf{P} \subseteq \mathbf{Q}_{i}} e(P) . \quad$ q.e.d.
Lemma 8.5. Let $r$ be the $\mathbb{Q}$-rank of $\mathbf{G}$. Then there exists a partition of the set $\mathcal{H}_{\bar{G}^{B S}}$ of boundary hypersurfaces of $\bar{G}^{B S}$ into r parts, $\mathcal{H}_{\bar{G}^{B S}}=$ $\coprod_{j=1}^{r} \mathcal{H}_{j}$, such that for every $j$, the hypersurfaces in $\mathcal{H}_{j}$ are disjoint.

Proof. Let $\mathbf{P}$ be any minimal parabolic $\mathbb{Q}$-subgroup of $\mathbf{G}$. Then $\operatorname{dim} A_{P}=r . \quad$ By the one-to-one correspondence between subsets of
the simple roots $\Delta\left(P, A_{P}\right)$ and parabolic subgroups containing $\mathbf{P}$, there are exactly $r$ maximal parabolic $\mathbb{Q}$-subgroups containing $\mathbf{P}$.

Fix a minimal parabolic subgroup $\mathbf{P}$ and denote the maximal parabolic $\mathbb{Q}$-subgroups containing $\mathbf{P}$ by $\mathbf{Q}_{1}, \ldots, \mathbf{Q}_{r}$.

For any other minimal parabolic $\mathbb{Q}$-subgroup $\mathbf{P}^{\prime}$, it is known that there exists an element $g \in \mathbf{G}(\mathbb{Q})$ such that $\mathbf{P}^{\prime}=g \mathbf{P} g^{-1}$. Under this conjugation, the maximal parabolic subgroups containing $\mathbf{P}$ are mapped to the maximal parabolic subgroups containing $\mathbf{P}^{\prime}$. Denote them by $\mathbf{Q}_{1}^{\prime}=g \mathbf{Q}_{1} g^{-1}, \ldots, \mathbf{Q}_{r}^{\prime}=g \mathbf{Q}_{r} g^{-1}$. We claim that this numbering of the maximal parabolic subgroups containing $\mathbf{P}^{\prime}$ is independent of the choice of the element $g \in \mathbf{G}(\mathbb{Q})$. In fact, $g$ is unique up to an element of $\mathbf{P}(\mathbb{Q})$. Since the conjugation by an element of $\mathbf{P}(\mathbb{Q})$ leaves all $\mathbf{Q}_{1}, \ldots, \mathbf{Q}_{r}$ stable, the claim is proved.

Now define $\mathcal{H}_{j}$ to be the set of the boundary hypersurfaces $\overline{e\left(Q_{j}^{\prime}\right)}$ for all minimal rational parabolic subgroups $\mathbf{P}^{\prime}$. Since every maximal parabolic $\mathbb{Q}$-subgroup contains a minimal rational parabolic subgroup, $\mathcal{H}_{1}, \ldots, \mathcal{H}_{r}$ forms a partition of the set of boundary hypersurfaces of $\bar{G}^{B S}$.

By Lemma 8.4, the hypersurfaces in each $\mathcal{H}_{j}$ are disjoint, since no two $\mathbf{Q}_{j}^{\prime}$ contain a parabolic $\mathbb{Q}$-subgroup. q.e.d.

The manifold $\bar{G}^{B S}$ has infinitely many boundary faces, since there are infinitely many parabolic $\mathbb{Q}$-subgroups of $\mathbf{G}$. On the other hand, the following is true.

Theorem 8.6. Letr be the $\mathbb{Q}$-rank of $\mathbf{G}$. Then $2^{r}$ copies of the BorelSerre partial compactification $\bar{G}^{B S}$ can be glued into a closed analytic manifold by the methods in §7. This closed analytic manifold is denoted by $\bar{G}^{B S O}$ and admits a $(\mathbb{Z} / 2 \mathbb{Z})^{r}$-action whose quotient is equal to $\bar{G}^{B S}$.

Proof. By Lemma 8.5, the set of boundary hypersurfaces $\mathcal{H}_{\bar{G}^{B S}}$ admits a partition $\mathcal{H}_{1}, \ldots, \mathcal{H}_{r}$ such that the hypersurfaces in each $\mathcal{H}_{j}$ are disjoint. Proposition 7.1 or Proposition 7.6 shows that $2^{r}$ copies of $\bar{G}^{B S}$ can be glued into a closed analytic manifold. Since $\bar{G}^{B S}$ is a real analytic manifold with corners by Proposition 6.3, it follows from Proposition 7.3 that $\bar{G}^{B S O}$ is an analytic manifold. Proposition 7.4 gives the action of $(\mathbb{Z} / 2 \mathbb{Z})^{r}$.
q.e.d.

Remark 8.7. Let $X=G / K$. Denote the rank of $X$ by $r$. In [Os1], Oshima constructed a closed analytic manifold $\bar{X}^{O}$ which contains the union of $2^{r}$ copies of $X=G / K$ as an open dense subset such that the closure of each one is the maximal Satake compactification $\bar{X}_{\text {max }}^{S}$. It can be shown that $\bar{X}_{\max _{S}}^{S}$ is a real analytic manifold with corners of rank $r$ and $2^{r}$ copies of $\bar{X}_{\max }^{S}$ can be glued into a closed analytic manifold which
is exactly the Oshima compactification $\bar{X}^{O}$. Due to this connection, the closed analytic manifold constructed in the above theorem is called the Borel-Serre-Oshima compactification of $G$ and hence denoted by $\bar{G}^{B S O}$.

Corollary 8.8. When $\Gamma$ is a neat arithmetic subgroup, $2^{r}$ copies of $\Gamma \backslash \bar{G}^{B S}$ can be glued into a closed analytic manifold, denoted by $\Gamma \backslash \bar{G}^{B S O}$, which admits a $(\mathbb{Z} / 2 \mathbb{Z})^{r}$-action whose quotient is equal to $\Gamma \backslash \bar{G}^{B S}$.

Proof. By the proof of Proposition 6.4, $\Gamma$ acts on $\bar{G}^{B S}$ by real analytic diffeomorphism. By Proposition 7.3, this $\Gamma$-action extends to $\bar{G}^{B S O}$. Then the quotient of $\bar{G}^{B S O}$ by $\Gamma$ is a compact closed analytic manifold consisting of $2^{r}$ copies of $\Gamma \backslash \bar{G}^{B S}$. By Proposition 7.4 , the $(\mathbb{Z} / 2 \mathbb{Z})^{r}$ action on $\bar{G}^{B S O}$ commutes with $\Gamma$ and hence descends to the quotient by $\Gamma$. q.e.d.

Remark 8.9. The above corollary can also be proved directly without using $\bar{G}^{B S O}$. In fact, under the $\Gamma$-action, the partition $\mathcal{H}_{1}, \ldots, \mathcal{H}_{r}$ of $\mathcal{H}_{\bar{G}^{B S}}$ is preserved and hence induces a partition into $r$ parts of $\mathcal{H}_{\Gamma \backslash \bar{G}^{B S}}$. Since $\Gamma \backslash \bar{G}^{B S}$ is compact and hence has only finitely many boundary faces, Proposition 7.1 (or 7.6) and Proposition 6.4 show that $2^{r}$ copies of $\Gamma \backslash \bar{G}^{B S}$ can be glued into a compact closed analytic manifold.

By the same method as above, we can prove the following result.
Theorem 8.10. Let $r$ be the $\mathbb{Q}$-rank of $\mathbf{G}$. Then $2^{r}$ copies of $\bar{X}^{B S}$ can be glued into a closed analytic manifold $\bar{X}^{B S O}$, and $2^{r}$ copies of $\Gamma \backslash \bar{X}^{B S}$ can be glued into a closed compact analytic manifold $\Gamma \backslash \bar{X}^{B S O}$. Both $\bar{X}^{B S O}$ and $\Gamma \backslash \bar{X}^{B S O}$ admit a $(\mathbb{Z} / 2 \mathbb{Z})^{r}$-action whose quotients are $\bar{X}^{B S}$ and $\Gamma \backslash \bar{X}^{B S}$ respectively.
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