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#### Abstract

Let $E(\alpha) \subset \mathbf{C}^{m+1}$ and $E(\beta) \subset \mathbf{C}^{n+1}$ be generalized pseudoellipsoids. Assume that the inequality $m<n$ holds. They are parametrized by $N$-tuples of positive integers $\alpha=\left(\alpha_{1}, \ldots, \alpha_{N}\right)$ and $\beta=\left(\beta_{1}, \ldots, \beta_{N}\right)$. (See introduction for the definition of a generalized pseudoellipsoid) Assume that there exists a proper holomorphic mapping between them. In this article, two facts are proved. Firstly, under the assumptions of the existence of such a mapping, certain nondegeneracy conditions of a submatrix of the Jacobian matrix and additional inequalities on dimensions, the parameters $\left(\alpha_{1}, \ldots, \alpha_{N}\right)$ and $\left(\beta_{1}, \ldots, \beta_{N}\right)$ coincide; $\alpha_{1}=\beta_{1}, \ldots, \alpha_{N}=\beta_{N}$ after re-ordering if necessary. Secondly, such a proper holomorphic mapping is a linear embedding up to automorphisms of a source and a target domains.


## 1. Introduction

Let $E\left(m ; m_{1}, \ldots, m_{N} ; \alpha_{1}, \ldots, \alpha_{N}\right)$ be a bounded domain in $\mathbf{C}^{m+1}$ with real analytic boundary defined by

$$
\begin{align*}
E\left(m ; m_{1}, \ldots, m_{N} ; \alpha_{1}, \ldots, \alpha_{N}\right)= & \left\{\left(z, w_{1}, \ldots, w_{N}\right) \in \mathbf{C} \times \mathbf{C}^{m_{1}} \times \cdots \times \mathbf{C}^{m_{N}}\right. \\
& \left.|z|^{2}+\left\|w_{1}\right\|^{2 \alpha_{1}}+\cdots+\left\|w_{N}\right\|^{2 \alpha_{N}}-1<0\right\} \tag{1}
\end{align*}
$$

where $\alpha_{1}, \ldots, \alpha_{N} \in \mathbf{N}, \alpha_{1}, \ldots, \alpha_{N} \geq 2, m_{1}+\cdots+m_{N}=m$ and $\left\|w_{j}\right\|^{2 \alpha_{j}}=\left(\left|w_{j}^{1}\right|^{2}+\cdots+\right.$ $\left.\left|w_{j}^{m_{j}}\right|^{2}\right)^{\alpha_{j}}$ for $w_{j}=\left(w_{j}^{1}, \ldots, w_{j}^{m_{j}}\right) \in \mathbf{C}^{m_{j}}$. This is called a generalized pseudoellipsoid with $N$ blocks. See Remark 2 in $\S 2$ for the case of $\alpha_{1}=1$, namely there are some square norm terms. We say that $N$ is the number of the block of $w$. When we write $(\alpha)=\left(\alpha_{1}, \ldots, \alpha_{N}\right)$ and $(m)=\left(m_{1}, \ldots, m_{N}\right)$, we denote this domain by $E(m ;(m) ;(\alpha))$. It is biholomorphically equivalent to its unbounded representation

$$
\begin{align*}
\Omega(m ;(m) ;(\alpha))= & \left\{\left(z, w_{1}, \ldots, w_{N}\right) \in \mathbf{C} \times \mathbf{C}^{m_{1}} \times \cdots \times \mathbf{C}^{m_{N}}\right. \\
& \left.\operatorname{Im} z>\left\|w_{1}\right\|^{2 \alpha_{1}}+\cdots+\left\|w_{N}\right\|^{2 \alpha_{N}}\right\} \tag{2}
\end{align*}
$$

[^0]via a mapping
\[

$$
\begin{align*}
\Psi_{1}: & \Omega(m ;(m) ;(\alpha)) \ni\left(z, w_{1}, \ldots, w_{N}\right) \\
& \mapsto\left(\frac{i-z}{i+z}, \frac{2^{1 / \alpha_{1}} w_{1}}{(i+z)^{1 / \alpha_{1}}}, \ldots, \frac{2^{1 / \alpha_{N}} w_{N}}{(i+z)^{1 / \alpha_{N}}}\right) \in E(m ;(m) ;(\alpha)) . \tag{3}
\end{align*}
$$
\]

Let $E(n ;(n) ;(\beta))$ be another generalized pseudoellipsoid. We denote by $\Omega(n ;(n) ;(\beta))$ the unbounded representation of $E(n ;(n) ;(\beta))$ via the mapping $\Psi_{2}$ defined in the same manner as in (2) and (3). Let $(\mathcal{F}, \mathcal{G})=\left(\mathcal{F}, \mathcal{G}_{1}, \ldots, \mathcal{G}_{N}\right)$ be a proper holomorphic mapping between $E(m ;(m) ;(\alpha))$ and $E(n ;(n) ;(\beta))$. Here, $\mathcal{F}\left(z, w_{1}, \ldots, w_{N}\right)$ is a $\mathbf{C}$-valued function and $\mathcal{G}_{j}\left(z, w_{1}, \ldots, w_{N}\right)$ is a mapping into the $j$-th block in $E(n ;(n) ;(\beta))$. Then we have a proper holomorphic mapping

$$
\begin{equation*}
(F, G)=\Psi_{2}^{-1} \circ(\mathcal{F}, \mathcal{G}) \circ \Psi_{1}: \Omega(m ;(m) ;(\alpha)) \rightarrow \Omega(n ;(n) ;(\beta)) \tag{4}
\end{equation*}
$$

We call the mapping $(F, G)=\left(F, G_{1}, \ldots, G_{N}\right)$ the unbounded representation of $(\mathcal{F}, \mathcal{G})$. We need the Jacobian matrix of $G_{k}=\left(G_{k}^{1}, \ldots, G_{k}^{n_{k}}\right)$

$$
\left(\begin{array}{cccc}
\frac{\partial G_{k}^{1}}{\partial z} & \frac{\partial G_{k}^{1}}{\partial w_{1}^{1}} & \cdots & \frac{\partial G_{k}^{1}}{\partial w_{N}^{m_{N}}}  \tag{5}\\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial G_{k}^{n_{k}}}{\partial z} & \frac{\partial G_{k}^{n_{k}}}{\partial w_{1}^{1}} & \cdots & \frac{\partial G_{k}^{n_{k}}}{\partial w_{N}^{m_{N}}}
\end{array}\right)
$$

to state the main theorem. This is a submatrix of the Jacobian matrix of $(F, G)$ and we call this matrix the $k$-th block row in the Jacobian matrix of $(F, G)$. In the main theorem below, we give a certain condition on this matrix. See Remark 1 (3) bellow about this condition. For given domains $D_{1} \subset \mathbf{C}^{L}$ and $D_{2} \subset \mathbf{C}^{M}$, we say that a mapping $f: D_{1} \rightarrow D_{2}$ is equivalent to a mapping $g: D_{1} \rightarrow D_{2}$ if there exist automorphisms $\phi_{1}$ of $D_{1}$ and $\phi_{2}$ of $D_{2}$ such that $f=\phi_{2} \circ g \circ \phi_{1}$.

The following is the main theorem in this article.
Main Theorem. Let $E(m ;(m) ;(\alpha))$ and $E(n ;(n) ;(\beta))$ be generalized pseudoellipsoids with $N$ blocks. Suppose that $2<m_{j}, 3<n_{j}$ and that $n-m<\min \left\{n_{1}, \ldots, n_{N}\right\}$. Let $\left(\mathcal{F}, \mathcal{G}_{1}, \ldots, \mathcal{G}_{N}\right): E(m ;(m) ;(\alpha)) \rightarrow E(n ;(n) ;(\beta))$ be a proper holomorphic mapping that is holomorphic up to the boundary. Assume that non-zero columns of any block row in the Jacobian matrix of the unbounded representation of $(\mathcal{F}, \mathcal{G})$ are linearly independent. Then we have the following:
(1) There exists a permutation $\sigma$ of $\{1, \ldots, N\}$ such that $\left.\mathcal{G}_{j}\right|_{w_{\sigma(j)}=0}=0$ for every $j$.
(2) If the permutation $\sigma$ in (1) satisfies the inequality $m_{\sigma(j)} \leq n_{j}<2 m_{\sigma(j)}-1$ for every $j$, then $\alpha_{\sigma(j)}=\beta_{j}$ for all $j$ and the proper holomorphic mapping $\left(\mathcal{F}, \mathcal{G}_{1}, \ldots, \mathcal{G}_{N}\right)$ is equivalent to $\left(\widetilde{\mathcal{F}}, \widetilde{\mathcal{G}}_{1}, \ldots, \widetilde{\mathcal{G}}_{N}\right)$ of the form

$$
\begin{equation*}
\tilde{\mathcal{F}}\left(z, w_{1}, \ldots, w_{N}\right)=z, \quad \widetilde{\mathcal{G}}_{j}\left(z, w_{1}, \ldots, w_{N}\right)=\left(w_{\sigma(j)}, 0\right), \quad 1 \leq j \leq N \tag{6}
\end{equation*}
$$

REMARK 1. (1) The condition $n-m<\min \left\{n_{1}, \ldots, n_{N}\right\}$ is needed to prove that the preimage of the set of weakly pseudoconvex points is contained in the set of weakly pseudoconvex points. This condition may be omitted.
(2) The condition $m_{\sigma(j)} \leq n_{j}<2 m_{\sigma(j)}-1$ is needed to use a gap theorem for balls.
(3) About the assumption of the block row in the Jacobian matrix, we refer to the paper by X. Huang [4]. First he extends a proper holomorphic mapping between balls to their boundaries, and makes a composite function of the extended proper holomorphic mapping and a defining function of a target ball. The function is a defining function of a source ball. He applies CR vector fields and their complex conjugates one by one to the resulted defining function at a reference point. Then he obtains some linearly independent vectors which derived from once differentiation of the mapping. Those vectors are constituents of columns in the Jacobian matrix of the mapping under consideration. The reason why he can obtain the linearly independent vectors in this way is that all exponents in the defining function of a ball are two. Since exponents in the defining function of a generalized pseudoellipsoid are not necessarily two, we have no guarantee of obtaining the linearly independent vectors by once differentiation of the mapping, in general. Therefore we need to assume the existence of the linearly independent vectors in the Jacobian matrix.

The main theorem is a kind of a rigidity or a gap theorem. Typical gap theorem for balls is stated as follows. Let $F: B^{n} \rightarrow B^{N}$ be a proper holomorphic mapping which has certain regularity up to the boundary. Then there exist $k \in \mathbf{N}$ with $n \leq k \leq N$, an interval $I \subset \mathbf{N}$ and a proper holomorphic mapping $G: B^{n} \rightarrow B^{k}$ such that $F$ is equivalent to $(G, 0, \ldots, 0)$ provided that $N \in I$. If all $\alpha_{j}=1$, then $E(m ;(m) ;(1))$ is a ball, and this case is well understood. For example, $S$. Webster [9] proved that if a proper holomorphic mapping $f: B^{n} \rightarrow B^{n+1}, n>2$, extends to a $C^{3}$ mapping up to the boundary, then it is equivalent to a linear embedding. In the case of $n=2$, J. Faran [2] proved that, under the same assumption as in Webster's theorem, such a mapping is classified into four cases. J. Faran [3] also proved that any proper holomorphic mapping between $B^{n}$ and $B^{N}, n<N$, which is holomorphic up to the boundary is equivalent to the linear embedding given by $z \mapsto(z, 0)$ provided that $3<N<2 n-1$. X. Huang [4] obtained the same conclusion under the assumption that the mapping is only $C^{2}$ up to the boundary. If the codimension $N-n$ is higher, more is known. X. Huang, S. Ji, and D. Xu [5] proved that if a proper holomorphic mapping $F$ between $B^{n}$ and $B^{N}$ that is $C^{3}$ up to the boundary is equivalent to the mapping $z \mapsto\left(F_{\theta}(z), 0, \ldots, 0\right)$ provided that $4 \leq n \leq N \leq 3 n-4$, where $F_{\theta}(z)=$ $\left(z_{1}, \ldots, z_{n-1}, z_{n} \cos \theta, z_{1} z_{n} \sin \theta, \ldots, z_{n-1} z_{n} \sin \theta, z_{n}^{2} \sin \theta\right)$ for some $\theta$ with $0 \leq \theta \leq \pi / 2$. The paper by X. Huang, S. Ji and W. Yin [6] is a good survey of this topics.

The rigidity theorem for ellipsoids is obtained by P. Ebenfelt and D. N. Son in [1]. They studied the germs of holomorphic mappings at the origin between pseudoellipsoidal real hy-
persurfaces in different dimensions

$$
\begin{align*}
H:\left\{(z, w) \in \mathbf{C} \times \mathbf{C}^{n}:\right. & \left.\operatorname{Im} z=\sum_{j=1}^{n}\left|w_{j}\right|^{2 p_{j}}\right\} \\
& \rightarrow\left\{(z, w) \in \mathbf{C} \times \mathbf{C}^{N}: \operatorname{Im} z=\sum_{j=1}^{N}\left|w_{j}\right|^{2 q_{j}}\right\} \tag{7}
\end{align*}
$$

and gave a classification of local holomorphic mappings between them under the condition of $N<2 n-1$. As far as the author knows, this is the only one rigidity theorem for pseudoellipsoids.

The organization of this article is the following. In $\S 2$, we pose some lemmas needed later. Main purpose of this section is to study the behavior of a proper holomorphic mapping on the weakly pseudoconvex set. In $\S 3$ and $\S 4$, we consider the generalized pseudoellipsoids with one block. In $\S 3$, we give a relation between the exponents which appear in the defining function. The ratio of the exponents $\alpha_{1}$ and $\beta_{1}$ in the source and the target defining functions respectively is an integer. In $\S 4$, we expand the components of the mapping and show that the ratio $\alpha_{1} / \beta_{1}$, which is an integer, is actually equal to one. In $\S 5$, we study the general case, that is, generalized pseudoellipsoids with $N$ blocks. In the last section, we obtain the general form of the proper holomorphic mapping $\left(\mathcal{F}, \mathcal{G}_{1}, \ldots, \mathcal{G}_{N}\right)$ between generalized pseudoellipsoids and compare it with Kodama's result [7]. Two conjectures are posed.

We use the following notation in this paper. Let $w=\left(w_{1}, \ldots, w_{N}\right) \in \mathbf{C}^{m_{1}} \times$ $\cdots \times \mathbf{C}^{m_{N}}, w_{j}=\left(w_{j}^{1}, \ldots, w_{j}^{m_{j}}\right)$ and $p=\left(p_{1}, \ldots, p_{N}\right) \in \mathbf{N}^{m_{1}} \times \cdots \times \mathbf{N}^{m_{N}}, p_{j}=$ $\left(p_{j}^{1}, \ldots, p_{j}^{m_{j}}\right), q_{j}=\left(q_{j}^{1}, \ldots, q_{j}^{m_{j}}\right) \in \mathbf{N}^{m_{j}}$, and $\alpha=\left(\alpha_{1}, \ldots, \alpha_{N}\right) \in \mathbf{N}^{N}$.

- The multi-index notation; $\left(w_{j}\right)^{p_{j}}=\left(w_{j}^{1}\right)^{p_{j}^{1}} \cdots\left(w_{j}^{m_{j}}\right)^{p_{j}^{m_{j}}}$ and $(w)^{p}=\left(w_{1}\right)^{p_{1}} \times$ $\cdots \times\left(w_{N}\right)^{p_{N}}$.
- The norms; $\left\|w_{j}\right\|^{2 \alpha_{j}}=\left(\left|w_{j}^{1}\right|^{2}+\cdots+\left|w_{j}^{m_{j}}\right|^{2}\right)^{\alpha_{j}},\left\|\left||w|\left\|^{2 \alpha}=\right\| w_{1} \|^{2 \alpha_{1}}+\cdots+\right.\right.$ $\left\|w_{N}\right\|^{2 \alpha_{N}}$ and $|\alpha|=\alpha_{1}+\cdots+\alpha_{N}$.
- The total degree; For a monomial $\left(w_{j}\right)^{p_{j}} \times\left(\bar{w}_{j}\right)^{q_{j}}$, the total degree of $w_{j}$ and $\bar{w}_{j}$ is the sum $\left|p_{j}\right|+\left|q_{j}\right|$.
- The variety; $\Delta^{j}=\left\{\left(z, w_{1}, \ldots, w_{N}\right) \in \mathbf{C} \times \mathbf{C}^{m_{1}} \times \cdots \times \mathbf{C}^{m_{N}} ; w_{j}=0\right\}$.
- $\operatorname{Re} z=x$
- $\partial \Omega$ is the boundary of $\Omega$.

We define an inner product $\left\langle w, z>=w_{1} \bar{z}_{1}+\cdots+w_{k} \bar{z}_{k}\right.$ for $\left(w_{1}, \ldots, w_{k}\right) \in \mathbf{C}^{k}$ and $\left(z_{1}, \ldots, z_{k}\right) \in \mathbf{C}^{k}$. When we need to distinguish the notation of source and target objects, we add 'tilde' on the target objects.

## 2. Image and preimage of weakly pseudoconvex set and expansions of mappings

For simplicity, we use the notation $E(m ;(m) ;(\alpha))($ resp. $E(n ;(n) ;(\beta)))$ instead of $E\left(m ; m_{1}, \ldots, m_{N} ; \alpha_{1}, \ldots, \alpha_{N}\right)\left(\right.$ resp. $E\left(n ; n_{1}, \ldots, n_{N} ; \beta_{1}, \ldots, \beta_{N}\right)$ ). In order to classify the mapping $(\mathcal{F}, \mathcal{G})$ up to biholomorphic mappings, we classify its unbounded representation $(F, G)$.

Lemma 2.1. If the $j$-th block $G_{j}$ in the unbounded representation $(F, G)$ vanishes on $w_{k}=0$, then $\mathcal{G}_{j}$ also vanishes there.

Proof. We restrict $\Psi_{2} \circ(F, G)(z, w)=(\mathcal{F}, \mathcal{G}) \circ \Psi_{1}(z, w)$ to $w_{k}=0$. Note that $\Psi_{1}$ and $\Psi_{2}$ have the forms (3). Pick up the $j$-th block components of $\Psi_{2}$ and $(\mathcal{F}, \mathcal{G})$ from the restricted equation. Then we get the result.

The Levi degenerate sets in $\partial \Omega(m ;(m) ;(\alpha))$ and $\partial \Omega(n ;(n) ;(\beta))$ are of the forms $\bigcup_{k=1}^{N}\left(\Delta^{k} \cap \partial \Omega(m ;(m) ;(\alpha))\right)$ and $\bigcup_{i=1}^{N}\left(\widetilde{\Delta}^{i} \cap \partial \Omega(n ;(n) ;(\beta))\right)$ respectively. For simplicity, we use the notation $\Delta^{k}$ instead of $\Delta^{k} \cap \partial \Omega(m ;(m) ;(\alpha))$.

Now we show that the preimage of the weakly pseudoconvex set is in the weakly pseudoconvex set. This is well known result for equi-dimensional case, but in general it does not hold. Let $\partial^{*} \Omega(m ;(m) ;(\alpha))$ and $\partial^{*} \Omega(n ;(n) ;(\beta))$ be the strictly pseudoconvex sets in $\partial \Omega(m ;(m) ;(\alpha))$ and in $\partial \Omega(n ;(n) ;(\beta))$ respectively.

Lemma 2.2. Assume that the inequality $n-m<\min \left\{n_{1}, \ldots, n_{N}\right\}$ is fulfilled and that non-zero columns of any block row in the Jacobian matrix of $(F, G)$ are linearly independent. Then, for any $k(k=1, \ldots, N)$, there exists $j(j=1, \ldots, N)$ such that $(F, G)\left(\triangle^{j}\right) \subset \widetilde{\triangle}^{k}$.

Proof. Let us denote

$$
\begin{equation*}
Z=\{(z, w) \in \partial \Omega(m ;(m) ;(\alpha)) \mid \text { rank of the Jacobian matrix of }(F, G) \tag{8}
\end{equation*}
$$

is not maximal at $(z, w)\}$.
We divide the proof into three parts.
CLAIM 1. Assume that the preimage under $(F, G)$ of the weakly pseudoconvex set is not empty. Then it is in the weakly pseudoconvex set.

To prove this, we show that any strictly pseudoconvex point is mapped to a strictly pseudoconvex point. Assume that there exists a strictly pseudoconvex point whose image is a weakly pseudoconvex point. We may assume that, after reordering, there exists $p \in \partial^{*} \Omega(m ;(m) ;(\alpha)) \backslash Z$ such that $(F, G)(p)=q \in \widetilde{\Delta}^{1} \cap \cdots \cap \widetilde{\Delta}^{k}$. The transposition of the Jacobian matrix of $(F, G)$ at $p$, which is denoted by $\left(F^{\prime}, G^{\prime}\right)^{t}(p)$, can be expressed as

$$
\left(F^{\prime}, G^{\prime}\right)^{t}(p)=R\left(\begin{array}{ll}
0 & E_{m+1} \tag{9}
\end{array}\right) V,
$$

where $R$ and $V$ are $(m+1) \times(m+1)$ and $(n+1) \times(n+1)$ nonsingular matrices respectively, $E_{m+1}$ is the $(m+1) \times(m+1)$ unit matrix. Let

$$
V=\left(\begin{array}{ll}
V_{1} & V_{2}  \tag{10}\\
V_{3} & V_{4}
\end{array}\right),
$$

where $V_{1}$ is an $(n-m) \times 1$ matrix and $V_{4}$ is an $(m+1) \times n$ matrix. Set $\eta^{\prime}=$ $\left(\eta_{n-m+1}, \ldots, \eta_{n+1}\right) \in \mathbf{C}^{m+1}, \eta=\left(0, \ldots, 0, \eta^{\prime}\right) \in \mathbf{C}^{n+1}, \eta^{\prime} V_{3}=c_{0}$ and $\eta^{\prime} V_{4}=$ $\left(c_{1}, \ldots, c_{N}\right)$ for $c_{j} \in \mathbf{C}^{n_{j}}, j=1, \ldots, N$. Define $\xi$ as

$$
\begin{equation*}
\xi=\eta\binom{0}{E_{m+1}} R^{-1} \in \mathbf{C}^{m+1} \tag{11}
\end{equation*}
$$

and give conditions on $\xi$ to satisfy a system of equations:

$$
\left\{\begin{array}{l}
<\operatorname{grad}\left(-\operatorname{Im} F+\|G\| \|^{2 \beta}\right), \bar{\xi}>(p)=0,  \tag{12}\\
c_{k+1}=0, \ldots, c_{N}=0
\end{array}\right.
$$

Here, differentials in gradient are with respect to the holomorphic differentials $\partial / \partial z, \partial / \partial w_{1}^{1}, \ldots, \partial / \partial w_{N}^{m_{N}}$. Then the vector $\xi \in \mathbf{C}^{m+1}$ satisfies $1+n_{k+1}+\cdots+n_{N}$ equations. By the assumption, we have $n-m<\min \left\{n_{1}, \ldots, n_{N}\right\}<n_{1}+\cdots+n_{k}$, which means that $1+n_{k+1}+\cdots+n_{N}=1+n-\left(n_{1}+\cdots+n_{k}\right)<m+1$. Therefore the system of equations (12) has non trivial solutions. Since $\partial \Omega(m ;(m) ;(\alpha))$ is strictly pseudoconvex at $p$, the Levi form of $-\operatorname{Im} z+\sum_{j=1, \ldots, N}\left\|w_{j}\right\|^{2 \alpha_{j}}$ at $p$ in the $\xi$-direction is strictly positive. In the following, we use the notation

$$
L_{j}(p)=\left(\begin{array}{ccc}
\frac{\partial^{2}\left\|w_{j}\right\|^{2 \alpha_{j}}}{\partial w_{j}^{1} \partial \bar{w}_{j}^{1}} & \cdots & \frac{\partial^{2}\left\|w_{j}\right\|^{2 \alpha_{j}}}{\partial w_{j}^{1} \partial \bar{w}_{j}^{m_{j}}}  \tag{13}\\
\vdots & \ddots & \vdots \\
\frac{\partial^{2}\left\|w_{j}\right\|^{2 \alpha_{j}}}{\partial w_{j}^{m_{j}} \partial \bar{w}_{j}^{1}} & \cdots & \frac{\partial^{2}\left\|w_{j}\right\|^{2 \alpha_{j}}}{\partial w_{j}^{m_{j}} \partial \bar{w}_{j}^{m_{j}}}
\end{array}\right)(p)
$$

This is the notation for the source Levi form. When we treat the target Levi form, we use $\tilde{L}_{j}$. In this case, we change the exponents $\alpha_{j}$ to $\beta_{j}, m_{j}$ to $n_{j}$ and $w_{j}^{\lambda}$ to $\tilde{w}_{j}^{\lambda}$. Note that $-\operatorname{Im} F+\| \| G\| \|^{2 \beta}$ is a defining function of the source domain and that, therefore, the Levi form of it at $p$ in the $\xi$-direction must be positive. Since we have

$$
\begin{equation*}
\xi\left(F^{\prime}, G^{\prime}\right)^{t}(p)=\left(\eta^{\prime} V_{3}, \eta^{\prime} V_{4}\right)=\left(c_{0}, c_{1}, \ldots, c_{k}, 0, \ldots, 0\right), \tag{14}
\end{equation*}
$$

the Levi form of $-\operatorname{Im} F+\| \| G \|\left.\right|^{2 \beta}$ at $p$ in the $\xi$-direction is calculated as

$$
\xi\left(\left(F^{\prime}, G^{\prime}\right)(p)\right)^{t}\left(\begin{array}{ccccccc}
0 & & & & & &  \tag{15}\\
& 0 & & & & & \\
& & \ddots & & & & \\
& & & 0 & & \widetilde{L}_{k+1}(q) & \\
\\
& & & & \ddots & \\
& & & & & & \widetilde{L}_{N}(q)
\end{array}\right) \overline{\left(F^{\prime}, G^{\prime}\right)(p) \xi^{t} \equiv 0 . .}
$$

This contradicts the positivity. This proves Claim 1.
Next, we shall show that the image of $\Delta^{j}$ is in only one $\widetilde{\Delta}^{k}$, not in two or more $\widetilde{\triangle}^{k}$ 's.
CLAIM 2. There does not exist $j$ such that $(F, G)\left(\Delta^{j}\right) \subset \widetilde{\Delta}^{k_{1}} \cup \ldots \cup \widetilde{\Delta}^{k_{\ell}}$, $(F, G)\left(\Delta^{j}\right) \cap \widetilde{\Delta}^{k_{1}} \neq \emptyset, \ldots,(F, G)\left(\Delta^{j}\right) \cap \widetilde{\Delta}^{k_{\ell}} \neq \emptyset$ for some $\ell \geq 2$.

We show the case of $\ell=2$. The case of $\ell \geq 3$ is done by the same argument. Assume that there exists $j$ such that $(F, G)\left(\Delta^{j}\right) \subset \widetilde{\Delta}^{k_{1}} \cup \widetilde{\Delta}^{k_{2}},(F, G)\left(\Delta^{j}\right) \cap \widetilde{\Delta}^{k_{1}} \neq \emptyset$ and $(F, G)\left(\Delta^{j}\right) \cap$ $\widetilde{\triangle}^{k_{2}} \neq \emptyset$. Denote by $\triangle^{j,\left(k_{1}\right)}$ and $\triangle^{j,\left(k_{2}\right)}$ the subsets of $\triangle^{j}$ such that

$$
\begin{equation*}
(F, G)\left(\Delta^{j,\left(k_{1}\right)}\right) \subset \widetilde{\Delta}^{k_{1}},(F, G)\left(\Delta^{j,\left(k_{2}\right)}\right) \subset \widetilde{\Delta}^{k_{2}} . \tag{16}
\end{equation*}
$$

Assume that $\left.G_{k_{2}}\right|_{\Delta^{j}} \not \equiv 0$. Then it follows from $\left.G_{k_{2}}\right|_{\Delta^{j,\left(k_{2}\right)}} \equiv 0$ that the inclusions

$$
\begin{equation*}
\Delta^{j,\left(k_{2}\right)} \subset Z_{j}\left(G_{k_{2}}^{1}, \ldots, G_{k_{2}}^{n_{k_{2}}}\right) \subsetneq \Delta^{j} \tag{17}
\end{equation*}
$$

hold. Here, $Z_{j}\left(G_{k_{2}}^{1}, \ldots, G_{k_{2}}^{n_{k_{2}}}\right)$ is the set of common zeros of $G_{k_{2}}^{1}, \ldots, G_{k_{2}}^{n_{k_{2}}}$ in $\Delta^{j}$. These inclusions imply the following inequalities:

$$
\begin{align*}
\operatorname{dim}_{\mathbf{R}} \triangle^{j,\left(k_{2}\right)} & \leq \operatorname{dim}_{\mathbf{R}} Z_{j}\left(G_{k_{2}}^{1}, \ldots, G_{k_{2}}^{n_{k_{2}}}\right) \\
& <\operatorname{dim}_{\mathbf{R}} \Delta^{j}\left(=\max \left\{\operatorname{dim}_{\mathbf{R}} \Delta^{j,\left(k_{1}\right)}, \operatorname{dim}_{\mathbf{R}} \triangle^{j,\left(k_{2}\right)}\right\}\right) . \tag{18}
\end{align*}
$$

Thus we have

$$
\begin{equation*}
\operatorname{dim}_{\mathbf{R}} \Delta^{j,\left(k_{2}\right)}<\operatorname{dim}_{\mathbf{R}} \Delta^{j}=\operatorname{dim}_{\mathbf{R}} \Delta^{j,\left(k_{1}\right)} \tag{19}
\end{equation*}
$$

and this implies that $\triangle^{j,\left(k_{2}\right)}$ is nowhere dense in $\triangle^{j}$. Since $\triangle^{j,\left(k_{1}\right)}$ is closed in $\triangle^{j}$, we have equalities

$$
\begin{equation*}
\Delta^{j}=\overline{\Delta^{j} \backslash \Delta^{j,\left(k_{2}\right)}}=\overline{\Delta^{j,\left(k_{1}\right)}}=\Delta^{j,\left(k_{1}\right)} . \tag{20}
\end{equation*}
$$

Therefore we conclude that $\Delta^{j}=\Delta^{j,\left(k_{1}\right)}$, which implies $(F, G)\left(\triangle^{j}\right) \subset \widetilde{\Delta}^{k_{1}}$. This completes the proof of Claim 2.

Finally, we shall show that the preimage of any weakly pseudoconvex set is not empty. This may complete the proof of Lemma 2.2.

CLAIM 3. There does not exist $k$ such that $(F, G)\left(\Delta^{1} \cup \cdots \cup \Delta^{N}\right) \cap \widetilde{\Delta}^{k}=\emptyset$.
Assume that there exists such $k$. Then we may assume that

$$
\begin{align*}
& (F, G)\left(\Delta^{1} \cup \cdots \cup \Delta^{N}\right) \subset \widetilde{\Delta}^{1} \cup \cdots \cup \widetilde{\Delta}^{\ell}  \tag{21}\\
& (F, G)\left(\Delta^{1} \cup \cdots \cup \Delta^{N}\right) \cap\left(\widetilde{\Delta}^{\ell+1} \cup \cdots \cup \widetilde{\Delta}^{N}\right)=\emptyset \tag{22}
\end{align*}
$$

This means that there exist a point $Q=(x, 0, \ldots, 0) \in \partial \Omega(m ;(m) ;(\alpha))$ and a point $\widetilde{Q}=$ $\left(\tilde{z}, 0, \ldots, 0, \tilde{w}_{\ell+1}, \ldots, \tilde{w}_{N}\right) \in \partial \Omega(n ;(n) ;(\beta))$ such that $(F, G)(Q)=\widetilde{Q}$. Let $\xi$ be a CR vector at $Q$. The Levi form of $-\operatorname{Im} F+\|\mid G\|^{2 \beta}$ at $Q$ in the $\xi$-direction is calculated as

This is essentially the same as the Levi form of

$$
\begin{equation*}
-\operatorname{Im} \tilde{z}+\sum_{j=\ell+1}^{N}\left\|\tilde{w}_{j}\right\|^{2_{j}} \tag{24}
\end{equation*}
$$

at $\left(\tilde{z}, \tilde{w}_{\ell+1}, \ldots, \tilde{w}_{N}\right)$. By assumption, for any $k(k=1, \ldots, N)$, non-zero columns in (5) are linearly independent. Thus, for any $\xi$, there exists at least one non-zero component from the $\left(n_{1}+\cdots+n_{\ell}+1\right)$-st component to the $\left(n_{1}+\cdots+n_{N}\right)$-th component in $\xi\left(\left(F^{\prime}, G^{\prime}\right)(Q)\right)^{t} \in$ $\mathbf{C}^{n+1}$. Therefore the Levi form (23) is positive. This is a contradiction. Therefore we conclude that there do not exist $Q$ and $\widetilde{Q}$, which proves Claim 3, and therefore Lemma 2.2 is proved.

The next lemma shows that the index $j$ appearing in Lemma 2.2 is unique.
LEMMA 2.3. Let $\left(F, G_{1}, \ldots, G_{N}\right): \Omega(m ;(m) ;(\alpha)) \rightarrow \Omega(n ;(n) ;(\beta))$ be a proper holomorphic mapping. Then there exists a permutation $\sigma$ of $\{1, \ldots, N\}$ such that $\left.G_{k}\right|_{w_{\sigma(k)}=0}=0$ for every $k=1, \ldots, N$.

Proof. We denote by $\operatorname{Prop}(N-\mu, N-\nu)$ a following proper holomorphic mapping:

$$
\begin{align*}
\left.\left(F, G_{1}, \ldots, G_{N}\right)\right|_{\Delta^{j_{1} \cap \ldots \cap \Delta^{j \mu}}}:\{\operatorname{Im} z> & \left.\sum_{\substack{1 \leq j \leq N \\
j \neq j_{1}, \ldots, j_{\mu}}}\left\|w_{j}\right\|^{2 \alpha_{j}}\right\} \\
& \rightarrow\left\{\operatorname{Im} z>\sum_{\substack{1 \leq k \leq N \\
k \neq k_{1}, \ldots, k_{v}}}\left\|w_{k}\right\|^{2 \beta_{k}}\right\} . \tag{25}
\end{align*}
$$

By Lemma 2.2, if we have $\operatorname{Prop}(N-\mu, N-v)$, then, for any $k\left(1 \leq k \leq N, k \neq k_{1}, \ldots, k_{\nu}\right)$, there exists $j\left(1 \leq j \leq N, j \neq j_{1}, \ldots, j_{\mu}\right)$ such that

$$
\begin{equation*}
\left.\left(F, G_{1}, \ldots, G_{N}\right)\right|_{\Delta^{j_{1} \cap \cdots \cap \triangle^{j_{\mu}}}}\left(\triangle^{j}\right) \subset \widetilde{\triangle}^{k} \tag{26}
\end{equation*}
$$

We denote by $J(N-\mu, N-v)$ this correspondence $k \mapsto j$. First of all, as proved in Lemma 2.2, for any $k$, there exists $j$ such that $(F, G)\left(\Delta^{j}\right) \subset \widetilde{\Delta}^{k}$. Thus we have $J(N, N)$. We shall assert that $J(N, N)$ is injective; and hence, it is a permutation of indices. To this end, suppose that it is not injective. Then there would exist $k_{1}$ and $k_{2}$ such that $J(N, N)\left(k_{1}\right)=$ $J(N, N)\left(k_{2}\right)\left(=j_{1}\right)$ and $k_{1} \neq k_{2}$. Then there exists a proper holomorphic mapping $\operatorname{Prop}(N-$ $1, N-2)$ :

$$
\begin{equation*}
\left.\left(F, G_{1}, \ldots, G_{N}\right)\right|_{\Delta^{j_{1}}}:\left\{\operatorname{Im} z>\sum_{\substack{1 \leq j \leq N \\ j \neq j_{1}}}\left\|w_{j}\right\|^{2 \alpha_{j}}\right\} \rightarrow\left\{\operatorname{Im} z>\sum_{\substack{1 \leq k \leq N \\ k \neq k_{1}, k_{2}}}\left\|w_{k}\right\|^{2 \beta_{k}}\right\} \tag{27}
\end{equation*}
$$

By applying the same argument to this mapping, there exists a correspondence $J$ ( $N-1, N-$ 2). If it is injective, we have $\operatorname{Prop}(N-2, N-3)$ and if it is not injective, we have $\operatorname{Prop}(N-$ $2, N-4)$. Repeat this process. Then finally we $\operatorname{obtain} \operatorname{Prop}\left(N-N_{0}, 0\right)$ for some $N_{0}$, which is a contradiction; proving our assertion.

On the boundary of $\Omega(m ;(m) ;(\alpha))$, we employ the usual coordinates $(x, w) \in \mathbf{R} \times \mathbf{C}^{m}$, that is, we identify naturally $(x, w)$ with $\left(x+i\| \| w\| \|^{2 \alpha}, w\right)$ throughout this paper. Using this coordinate, we define CR vector fields $L_{j}^{\lambda}$ by

$$
\begin{equation*}
L_{j}^{\lambda}=\frac{\partial}{\partial w_{j}^{\lambda}}+i \alpha_{j}\left\|w_{j}\right\|^{2\left(\alpha_{j}-1\right)} \bar{w}_{j}^{\lambda} \frac{\partial}{\partial x}, \quad j=1, \ldots, N, \quad \lambda=1, \ldots, m_{j} \tag{28}
\end{equation*}
$$

Extend $F$ and $G$ holomorphically past the boundary and we use the same symbol $(F, G)$ for the extended mapping. Expand the mapping $(F, G)$ as

$$
\begin{align*}
& F=\sum_{|p|+q \geq 0} a_{p, q}(w)^{p} z^{q}  \tag{29}\\
& G_{j}^{\lambda}=\sum_{|p|+q \geq 0} b_{j ; p, q}^{\lambda}(w)^{p} z^{q}, \quad j=1, \ldots, N, \lambda=1, \ldots, n_{j} \tag{30}
\end{align*}
$$

We obtain the CR mapping by restricting them to the boundary and their expansions are the following

$$
\begin{align*}
F & =\sum_{|p|+q \geq 0} a_{p, q}(w)^{p}\left(x+i\| \| w \mid \|^{2 \alpha}\right)^{q}  \tag{31}\\
G_{j}^{\lambda} & =\sum_{|p|+q \geq 0} b_{j ; p, q}^{\lambda}(w)^{p}\left(x+i\| \| w \mid \|^{2 \alpha}\right)^{q}, \quad j=1, \ldots, N, \lambda=1, \ldots, n_{j} \tag{32}
\end{align*}
$$

We use the notation $(F, G)$ as the extended holomorphic mapping and also as the CR mapping induced on the boundary.

Lemma 2.4. We have an expansion

$$
\begin{equation*}
F(x, w)=\sum_{q \geq 0} a_{q}\left(x+i\| \| w\| \|^{2 \alpha}\right)^{q}, \quad a_{q} \in \mathbf{R} . \tag{33}
\end{equation*}
$$

PROOF. By making use of Lemma 2.3, we have $(F, G)\left(\Delta^{1} \cap \cdots \cap \Delta^{N}\right)=\widetilde{\Delta}^{1} \cap \cdots \cap \widetilde{\Delta}^{N}$. This means that $G(x, 0)=0$. We substitute (31) and (32) into $\operatorname{Im} F=\| \| G \|^{2 \beta}$ and apply CR vector fields to it. Then $L_{j_{k}}^{\lambda_{k}} \ldots L_{j_{1}}^{\lambda_{1}}\|G\| \|^{2 \beta}$ is a summation of the terms which contain $L_{i_{k}}^{\mu_{k}} \ldots L_{i_{\ell+1}}^{\mu_{\ell+1}} G_{j}^{\lambda} \cdot L_{i_{\ell}}^{\mu_{\ell}} \ldots L_{i_{1}}^{\mu_{1}} \bar{G}_{j}^{\lambda}$ for suitable indices $j, \lambda, \ell$, and $i_{1}, \ldots, i_{k}, \mu_{1}, \ldots, \mu_{k}$. If $k=\ell$ (resp. $\ell=0$ ), then $L_{i_{k}}^{\mu_{k}} \ldots L_{i_{\ell+1}}^{\mu_{\ell+1}} G_{j}^{\lambda}$ (resp. $L_{i_{\ell}}^{\mu_{\ell}} \ldots L_{i_{1}}^{\mu_{1}} \bar{G}_{j}^{\lambda}$ ) is understood to be $G_{j}^{\lambda}$ (resp. $\bar{G}_{j}^{\lambda}$ ). The terms with $\ell=0$ vanish at $(x, 0)$. The terms with $\ell \neq 0$ contain $L_{i_{\ell}}^{\mu_{\ell}} \ldots L_{i_{1}}^{\mu_{1}} \bar{G}_{j}^{\lambda}$ and we show that they vanish at $(x, 0)$ as follows. Since we have

$$
\begin{equation*}
L_{i_{\ell}}^{\mu_{\ell}} \ldots L_{i_{1}}^{\mu_{1}}=\frac{\partial^{\ell}}{\partial w_{i_{\ell}}^{\mu_{\ell}} \ldots \partial w_{i_{1}}^{\mu_{1}}}+\bar{w}_{i_{1}}^{\mu_{1}} P_{1}+\cdots+\bar{w}_{i_{\ell}}^{\mu_{\ell}} P_{\ell} \tag{34}
\end{equation*}
$$

where $P_{1}, \ldots, P_{\ell}$ are differential operators with order less than or equal to $\ell$, we calculate $L_{i_{\ell}}^{\mu_{\ell}} \ldots L_{i_{1}}^{\mu_{1}} \bar{G}_{j}^{\lambda}(x, 0)$ as follows.

$$
\begin{align*}
\left(L_{i_{\ell}}^{\mu_{\ell}}\right. & \left.\ldots L_{i_{1}}^{\mu_{1}} \bar{G}_{j}^{\lambda}\right)(x, 0) \\
& =\left(\frac{\partial^{\ell}}{\partial w_{i_{\ell}}^{\mu_{\ell}} \ldots \partial w_{i_{1}}^{\mu_{1}}} \bar{G}_{j}^{\lambda}\right)(x, 0) \\
& =\left(\sum_{|p|+q \geq 0} \overline{b_{j ; p, q}^{\lambda}(w)^{p}} \frac{\partial^{\ell}}{\partial w_{i_{\ell}}^{\mu_{\ell}} \ldots \partial w_{i_{1}}^{\mu_{1}}}\left(x-i|\| w|| |^{2 \alpha}\right)^{q}\right)(x, 0) \\
& =\sum_{q \geq 0} \bar{b}_{j ; 0, q}^{\lambda}\left(\frac{\partial^{\ell}}{\partial w_{i_{\ell}}^{\mu_{\ell}} \ldots \partial w_{i_{1}}^{\mu_{1}}}\left(x-i\|| | w \mid\|^{2 \alpha}\right)^{q}\right)(x, 0) \\
& =0 \tag{35}
\end{align*}
$$

Now we have $\left(L_{j_{k}}^{\lambda_{k}} \ldots L_{j_{1}}^{\lambda_{1}}|\|G\||^{2 \beta}\right)(x, 0)=0$. Therefore we see that

$$
\begin{align*}
0 & =\left(L_{j_{k}}^{\lambda_{k}} \ldots L_{j_{1}}^{\lambda_{1}}\|G\| \|^{2 \beta}\right)(x, 0) \\
& =\left(L_{j_{k}}^{\lambda_{k}} \ldots L_{j_{1}}^{\lambda_{1}} \operatorname{Im} F\right)(x, 0) \\
& =\frac{1}{2 i}\left(L_{j_{k}}^{\lambda_{k}} \ldots L_{j_{1}}^{\lambda_{1}} F\right)(x, 0) . \\
& =\frac{1}{2 i} \frac{\partial^{k} F}{\partial w_{j_{k}}^{\lambda_{k}} \ldots \partial w_{j_{1}}^{\lambda_{1}}}(x, 0) . \tag{36}
\end{align*}
$$

Here, in order to derive the third equality, we have used the same calculation as in (35). This implies that $a_{p, q}=0$ for $|p|>0$. We replace $a_{0, q}$ by $a_{q}$. The fact that $F(x, 0)$ is real implies that $a_{q} \in \mathbf{R}$.

REMARK 2. If there are some square norm terms in $\|\|w\|\|^{2 \alpha}$, say $\alpha_{1}=1$ for instance, then this proof does not work. If $\alpha_{1}=1$, then Lemma 2.3 holds for $\sigma(i)=2, \ldots, N$, not $\sigma(i)=1, \ldots, N$. Therefore we do not have $G(x, 0)=0$.

## 3. Relation between the exponents $\alpha_{1}$ and $\beta_{1}$

From here to the next section, we assume that $N=1$, namely, the number of the block of $w$ is one.

Lemma 3.1. If $\alpha_{1}>\beta_{1}$, then there exists $M \in \mathbf{N}$ such that $\alpha_{1}=M \beta_{1}$.
Proof. Suppose fails. Then there exists $M_{0} \in \mathbf{N}$ such that $M_{0} \beta_{1}<\alpha_{1}<\left(M_{0}+1\right) \beta_{1}$. First we claim that the following equality holds

$$
\begin{equation*}
\left(L_{1}^{\lambda_{k}} \cdots L_{1}^{\lambda_{1}}\right) G_{1}^{1}(x, 0)=\cdots=\left(L_{1}^{\lambda_{k}} \cdots L_{1}^{\lambda_{1}}\right) G_{1}^{n_{1}}(x, 0)=0 \tag{37}
\end{equation*}
$$

for any $k=1, \ldots, M_{0}$ and $\lambda_{1}, \ldots, \lambda_{k} \in\left\{1, \ldots, m_{1}\right\}$. This is proved by induction on $k$ as follows. From Lemma 2.4, we obtain the following equation:

$$
\begin{align*}
\left(L_{1}^{\lambda_{k}}\right)^{\beta_{1}} \cdots\left(L_{1}^{\lambda_{1}}\right)^{\beta_{1}} F= & \sum_{\ell=1}^{k \beta_{1}} \sum_{q \geq \ell}(\text { non-zero constant })\left\|w_{1}\right\|^{2\left(\ell \alpha_{1}-k \beta_{1}\right)} \\
& \times\left(\bar{w}_{1}^{\lambda_{1}}\right)^{\beta_{1}} \cdots\left(\bar{w}_{1}^{\lambda_{k}}\right)^{\beta_{1}}\left(x+i\left\|w_{1}\right\|^{2 \alpha_{1}}\right)^{q-\ell} . \tag{38}
\end{align*}
$$

The lowest degree of $\bar{w}_{1}$ in the equation (38) is $\ell \alpha_{1}$, which is greater than $M_{0} \beta_{1}$. Therefore by applying $\left(\bar{L}_{1}^{\lambda_{k}}\right)^{\beta_{1}} \cdots\left(\bar{L}_{1}^{\lambda_{1}}\right)^{\beta_{1}}$ to this equation and by evaluating at $(x, 0)$, we obtain

$$
\begin{equation*}
\left(\bar{L}_{1}^{\lambda_{k}}\right)^{\beta_{1}} \cdots\left(\bar{L}_{1}^{\lambda_{1}}\right)^{\beta_{1}}\left(L_{1}^{\lambda_{k}}\right)^{\beta_{1}} \cdots\left(L_{1}^{\lambda_{1}}\right)^{\beta_{1}} F(x, 0)=0 \tag{39}
\end{equation*}
$$

for $k=1, \ldots, M_{0}$. Applying $\left(\bar{L}_{1}^{\lambda_{1}}\right)^{\beta_{1}}\left(L_{1}^{\lambda_{1}}\right)^{\beta_{1}}$ to the equation $\operatorname{Im} F=\left\|G_{1}\right\|^{2 \beta_{1}}$, we get the relation

$$
\begin{align*}
& \left(\bar{L}_{1}^{\lambda_{1}}\right)^{\beta_{1}}\left(L_{1}^{\lambda_{1}}\right)^{\beta_{1}} F \\
& \quad=(\text { positive constant })\left(\sum_{\lambda=1}^{n_{1}}\left|L_{1}^{\lambda_{1}} G_{1}^{\lambda_{1}}\right|^{2}\right)^{\beta_{1}}+\left\{\text { the terms containing } \| G_{1}| |\right\} \tag{40}
\end{align*}
$$

By evaluating at $(x, 0)$, this together with (39) and $G_{1}(x, 0)=0$, we obtain (37) for $k=1$. Now we assume that (37) holds for $k=k_{0}$. We apply CR vectors and their complex conjugate $\left(\bar{L}_{1}^{\lambda_{k_{0}+1}}\right)^{\beta_{1}} \cdots\left(\bar{L}_{1}^{\lambda_{1}}\right)^{\beta_{1}}\left(L_{1}^{\lambda_{k_{0}+1}}\right)^{\beta_{1}} \cdots\left(L_{1}^{\lambda_{1}}\right)^{\beta_{1}}$ to Im $F=\left\|G_{1}\right\|^{2 \beta_{1}}$ and evaluate at $(x, 0)$. Then we get

$$
0=\left(\bar{L}_{1}^{\lambda_{0}+1}\right)^{\beta_{1}} \cdots\left(\bar{L}_{1}^{\lambda_{1}}\right)^{\beta_{1}}\left(L_{1}^{\lambda_{k_{0}+1}}\right)^{\beta_{1}} \cdots\left(L_{1}^{\lambda_{1}}\right)^{\beta_{1}} F(x, 0)
$$

$$
\begin{equation*}
=(\text { positive constant })\left(\sum_{\lambda=1}^{n_{1}}\left|L_{1}^{\lambda_{k_{0}+1}} \cdots L_{1}^{\lambda_{1}} G_{1}^{\lambda}(x, 0)\right|^{2}\right)^{\beta_{1}}, \tag{41}
\end{equation*}
$$

which implies (37) for $k=k_{0}+1$. This process continues up to $k=M_{0}$. This proves (37). By (37), $G_{1}^{\lambda}$ can be expanded as

$$
\begin{equation*}
G_{1}^{\lambda}=\sum_{\substack{|p| \geq M_{0}+1 \\ q \geq 0}} b_{1 ; p, q}^{\lambda}\left(w_{1}\right)^{p}\left(x+i\left\|w_{1}\right\|^{2 \alpha_{1}}\right)^{q} \tag{42}
\end{equation*}
$$

Substitute (33) and (42) into $\operatorname{Im} F=\left\|G_{1}\right\|^{2 \beta_{1}}$ and pick up the $\left\|w_{1}\right\|^{2 \alpha_{1}}$ terms. Then we obtain the following equation

$$
\begin{equation*}
\sum_{q \geq 1} a_{q} q x^{q-1}\left\|w_{1}\right\|^{2 \alpha_{1}}=0 \tag{43}
\end{equation*}
$$

which implies $F=a_{0}$. This is a contradiction.
Lemma 3.2. Assume that $\alpha_{1} \leq \beta_{1}$. Then we have $\alpha_{1}=\beta_{1}$.
Proof. Assume that the equality does not hold. Substitute (32) and (33) into $\operatorname{Im} F=$ $\left\|G_{1}\right\|^{2 \beta_{1}}$ and pick up the terms without $w_{1}$ or $\bar{w}_{1}$. Then we have

$$
\begin{equation*}
0=\left|\sum_{q \geq 0} b_{1 ; 0, q}^{1} x^{q}\right|^{2}+\cdots+\left|\sum_{q \geq 0} b_{1 ; 0, q}^{n_{1}} x^{q}\right|^{2} \tag{44}
\end{equation*}
$$

which implies $b_{1 ; 0, q}^{\lambda}=0$ for $\lambda=1, \ldots, n_{1}$ and $q \geq 0$. Plug these into $\operatorname{Im} F=\left\|G_{1}\right\|^{2 \beta_{1}}$ and pick up the terms of total degree $2 \alpha_{1}$ in $w_{1}$ and $\bar{w}_{1}$. Noting $\alpha_{1}<\beta_{1}$, we have $a_{q}=0$ for $q \geq 1$. This implies $F=a_{0} ;$ a contradiction. Now we have $\alpha_{1}=\beta_{1}$.

From Lemmas 3.1 and 3.2, in any case, there exists $M \in \mathbf{N}$ such that $\alpha_{1}=M \beta_{1}$.

## 4. Expansions of $F$ and $G$ (one block case)

In this section, we still continue to assume $N=1$. We shall obtain expansions of $F$ and $G_{1}$ for $\alpha_{1}=M \beta_{1}$ and conclude that $M=1$ if $3<n_{1}<2 m_{1}-1$.

Substituting (32) and (33) into $\operatorname{Im} F=\left\|G_{1}\right\|^{2 \beta_{1}}$ and comparing the terms of total degree $0,2 \beta_{1}, 4 \beta_{1}, \ldots, 2(M-1) \beta_{1}$ of $w_{1}$ and $\bar{w}_{1}$ in the both sides, we obtain the expansion

$$
\begin{equation*}
G_{1}^{\lambda}=\sum_{\substack{|p| \geq M \\ q \geq 0}} b_{1 ; p, q}^{\lambda}\left(w_{1}\right)^{p}\left(x+i\left\|w_{1}\right\|^{2 M \beta_{1}}\right)^{q} . \tag{45}
\end{equation*}
$$

Lemma 4.1. Assume that $a_{1}=a_{2}=\cdots=a_{2(k-1) \beta_{1}+1}=0$ in (33). Then we have expansions

$$
\begin{equation*}
F=a_{0}+\sum_{q \geq 2 k \beta_{1}+1} a_{q}\left(x+i\left\|w_{1}\right\|^{2 M \beta_{1}}\right)^{q} \tag{46}
\end{equation*}
$$

$$
\begin{align*}
G_{1}^{\lambda}= & \sum_{\substack{|p|=M \\
q \geq k}} b_{1 ; p, q}^{\lambda}\left(w_{1}\right)^{p}\left(x+i\left\|w_{1}\right\|^{2 M \beta_{1}}\right)^{q} \\
& +\sum_{\substack{|p| \geq M+1 \\
q \geq 0}} b_{1 ; p, q}^{\lambda}\left(w_{1}\right)^{p}\left(x+i\left\|w_{1}\right\|^{2 M \beta_{1}}\right)^{q} \tag{47}
\end{align*}
$$

Proof. We use the expansions (33) and (45). First we assume that $a_{1}=0$. Pick up the terms of total degree $2 M \beta_{1}$ of $w_{1}$ and $\bar{w}_{1}$ and degree zero in $x$ from $\operatorname{Im} F=\left\|G_{1}\right\|^{2 \beta_{1}}$. Then we have $b_{1 ; p, 0}^{\lambda}=0$ for $|p|=M$. Substituting them into $\operatorname{Im} F=\left\|G_{1}\right\|^{2 \beta_{1}}$ and comparing the terms of total degree $2 M \beta_{1}$ of $w_{1}$ and $\bar{w}_{1}$, we obtain $a_{q}=0$ for $q=2, \ldots, 2 \beta_{1}$. This proves the case of $k=1$. Suppose that lemma holds for $k=k_{0}$. Assume that $a_{1}=a_{2}=\cdots=$ $a_{2 k_{0} \beta_{1}+1}=0$. We substitute (46) and (47) with $k=k_{0}$ into $\operatorname{Im} F=\left\|G_{1}\right\|^{2 \beta_{1}}$ and pick up the terms of $w_{1}$ and $\bar{w}_{1}$ with total degree $2 M \beta_{1}$. Then we obtain the equation

$$
\begin{align*}
& \quad \sum_{q \geq 2 k_{0} \beta_{1}+2} a_{q} q x^{q-1}| | w_{1} \|^{2 M \beta_{1}} \\
& \quad=\left(\left|\sum_{\substack{|p|=M \\
q \geq k_{0}}} b_{1 ; p, q}^{1}\left(w_{1}\right)^{p} x^{q}\right|^{2}+\cdots+\left|\sum_{\substack{|p|=M \\
q \geq k_{0}}} b_{1 ; p, q}^{n_{1}}\left(w_{1}\right)^{p} x^{q}\right|^{2}\right)^{\beta_{1}} \tag{48}
\end{align*}
$$

which implies that $b_{1 ; p, k_{0}}^{\lambda}=0$ for $|p|=M$ and $\lambda=1, \ldots, n_{1}$. Substituting them into $\operatorname{Im} F=\left\|G_{1}\right\|^{2 \beta_{1}}$ and comparing the terms of $w_{1}$ and $\bar{w}_{1}$ with total degree $2 M \beta_{1}$, we obtain $a_{q}=0$ for $q=2 k_{0} \beta_{1}+2, \ldots, 2\left(k_{0}+1\right) \beta_{1}$. This completes the proof.

From this lemma, we assume that there exists $k$ such that $a_{1}=a_{2}=\cdots=$ $a_{2(k-1) \beta_{1}+1}=0$ and $a_{2 k \beta_{1}+1} \neq 0$. Then we have expansions (46) and (47). The coefficients of $\left|w_{1}^{1}\right|^{2 M \beta_{1}} x^{2 k \beta_{1}}, \ldots,\left|w_{1}^{m_{1}}\right|^{2 M \beta_{1}} x^{2 k \beta_{1}}$ and $\left(w_{1}^{i} \bar{w}_{1}^{j}\right)^{M \beta_{1}} x^{2 k \beta_{1}}$ for $i \neq j$ in $\operatorname{Im} F=\left\|G_{1}\right\|^{2 \beta_{1}}$ satisfy

$$
\begin{align*}
\left(2 k \beta_{1}+1\right) a_{2 k \beta_{1}+1}= & \left(\left|b_{1 ;(M, 0, \ldots, 0), k}^{1}\right|^{2}+\cdots+\left|b_{1 ;(M, 0, \ldots, 0), k}^{n_{1}}\right|^{2}\right)^{\beta_{1}} \\
& \vdots  \tag{49}\\
= & \left(\left|b_{1 ;(0, \ldots, 0, M), k}^{1}\right|^{2}+\cdots+\left|b_{1 ;(0, \ldots, 0, M), k}^{n_{1}}\right|^{2}\right)^{\beta_{1}}
\end{align*}
$$

and

$$
\begin{equation*}
0=b_{1 ;(0, \ldots, M, \ldots, 0), k}^{1} \bar{b}_{1 ;(0, \ldots, M, \ldots, 0), k}^{1}+\cdots+b_{1 ;(0, \ldots, M, \ldots, 0), k}^{n_{1}} \bar{b}_{1 ;(0, \ldots, M, \ldots, 0), k}^{n_{1}} \tag{50}
\end{equation*}
$$

Here, in the lower indices of $b_{1 ;(0, \ldots, M, \ldots, 0), k}^{\lambda}$ (resp. $\left.\bar{b}_{1 ;(0, \ldots, M, \ldots, 0), k}^{\lambda}\right)$ in (50), $M$ appears in the $i$-th (resp. $j$-th) component and the other components are zero. Therefore the vectors

$$
\begin{equation*}
U_{j}=\left(\frac{b_{1 ;(0, \ldots, M, \ldots, 0), k}^{1}}{\left\{\left(2 k \beta_{1}+1\right) a_{2 k \beta_{1}+1}\right\}^{1 / 2 \beta_{1}}}, \ldots, \frac{b_{1 ;(0, \ldots, M, \ldots, 0), k}^{n_{1}}}{\left\{\left(2 k \beta_{1}+1\right) a_{2 k \beta_{1}+1}\right\}^{1 / 2 \beta_{1}}}\right) \tag{51}
\end{equation*}
$$

for $j=1, \ldots, m_{1}$, satisfy $<U_{i}, U_{j}>=\delta_{i}^{j}$. Here, in the lower indices $(0, \ldots, M, \ldots, 0)$ appearing in $U_{j}, M$ appears in the $j$-th component. Therefore we can find vectors $U_{m_{1}+1}, \ldots, U_{n_{1}}$ such that the matrix

$$
U=\left(\begin{array}{c}
U_{1}  \tag{52}\\
\vdots \\
U_{n_{1}}
\end{array}\right)
$$

is unitary.
Define $\left(F^{*}, G_{1}^{1 *}, \ldots, G_{1}^{n_{1} *}\right)$ as

$$
\begin{align*}
& \left(F^{*}, G_{1}^{1 *}, \ldots, G_{1}^{n_{1} *}\right) \\
& \quad=\left(F, G_{1}^{1}, \ldots, G_{1}^{n_{1}}\right)\left(\begin{array}{cc}
\frac{1}{\left(2 k \beta_{1}+1\right) a_{2 k \beta_{1}+1}} & 0 \\
0 & \frac{1}{\left\{\left(2 k \beta_{1}+1\right) a_{2 k \beta_{1}+1}\right\}^{1 / 2 \beta_{1}}} \bar{U}^{t}
\end{array}\right) \tag{53}
\end{align*}
$$

Then the expansions of $F^{*}, G_{1}^{1 *}, \ldots, G_{1}^{n_{1} *}$ are of the forms

$$
\begin{align*}
F^{*}= & \frac{a_{0}}{\left(2 k \beta_{1}+1\right) a_{2 k \beta_{1}+1}}+\frac{1}{2 k \beta_{1}+1}\left(x+i\left\|w_{1}\right\|^{2 M \beta_{1}}\right)^{2 k \beta_{1}+1} \\
+ & \sum_{q \geq 2 k \beta_{1}+2} a_{q}^{*}\left(x+i\left\|w_{1}\right\|^{2 M \beta_{1}}\right)^{q},  \tag{54}\\
G_{1}^{\lambda *}= & \left(w_{1}^{\lambda}\right)^{M}\left(x+i\left\|w_{1}\right\|^{2 M \beta_{1}}\right)^{k}+\sum_{\substack{|p|=M \\
\text { one of } p_{j}=M \\
q \geq k+1}} b_{1 ; p, q}^{\lambda *}\left(w_{1}\right)^{p}\left(x+i\left\|w_{1}\right\|^{2 M \beta_{1}}\right)^{q} \\
& +\sum_{\substack{|p|=M \\
p_{1}, \ldots, p_{m} \neq M}}^{q \geq k} b_{1 ; p, q}^{\lambda *}\left(w_{1}\right)^{p}\left(x+i\left\|w_{1}\right\|^{2 M \beta_{1}}\right)^{q} \\
& +\sum_{|p| \geq M+1} b_{1 ; p, q}^{\lambda *}\left(w_{1}\right)^{p}\left(x+i\left\|w_{1}\right\|^{2 M \beta_{1}}\right)^{q}, \quad \lambda=1, \ldots, m_{1},  \tag{55}\\
G_{1}^{\lambda *}= & \sum_{\substack{|p|=M \\
\text { one of } p_{j}=M \\
q \geq k+1}} b_{1 ; p, q}^{\lambda *}\left(w_{1}\right)^{p}\left(x+i\left\|w_{1}\right\|^{2 M \beta_{1}}\right)^{q} \\
& +\sum_{\substack{|p|=M}}^{p_{1}, \ldots, p_{m_{1}} \neq M} \begin{array}{l}
q \geq k
\end{array}
\end{align*}
$$

$$
\begin{equation*}
+\sum_{\substack{|p| \geq M+1 \\ q \geq 0}} b_{1 ; p, q}^{\lambda *}\left(w_{1}\right)^{p}\left(x+i\left\|w_{1}\right\|^{2 M \beta_{1}}\right)^{q}, \quad \lambda=m_{1}+1, \ldots, n_{1} . \tag{56}
\end{equation*}
$$

If $M=1$, we understand that the third (resp. second) term on the right hand side in (55) (resp. in (56)) is vacuum. Next steps are to simplify the coefficients of $F^{*}, G_{1}^{1 *}, \ldots, G_{1}^{n_{1} *}$ and to determine $M$. In the following, we drop $*$ in (54), (55) and (56).

Lemma 4.2. We have $k=0, \alpha_{1}=\beta_{1}$. The mapping $\left(F, G_{1}\right)$ is equivalent to $\left(z, w_{1}, 0\right)$.

Proof. Substitute the expansions (54), (55) and (56) into $\operatorname{Im} F=\left\|G_{1}\right\|^{2 \beta_{1}}$ and put $x=0$. The minimal value of the total degree of $w_{1}$ and $\bar{w}_{1}$ on the left hand side is $2 M \beta_{1}\left(2 k \beta_{1}+1\right)$, which comes from

$$
\begin{equation*}
\operatorname{Im} \frac{1}{2 k \beta_{1}+1}\left(x+i\left\|w_{1}\right\|^{2 M \beta_{1}}\right)^{2 k \beta_{1}+1} . \tag{57}
\end{equation*}
$$

Therefore the terms of total degrees $2 \beta_{1}(M+1), 2 \beta_{1}(M+2), \ldots, 2 \beta_{1}\left(M+2 M \beta_{1} k-1\right)$ of $w_{1}$ and $\bar{w}_{1}$ on the right hand side, which come from

$$
\begin{equation*}
\sum_{\substack{|p| \geq M+1 \\ q \geq 0}} b_{1 ; p, q}^{\lambda}\left(w_{1}\right)^{p}\left(i\left\|w_{1}\right\|^{2 M \beta_{1}}\right)^{q} \tag{58}
\end{equation*}
$$

are zero. Hence, the ranges of the indices $(p, q)$ in the summation (58) become

$$
\begin{align*}
|p| & \geq M+2 M \beta_{1} k, \quad q \geq 0,  \tag{59}\\
|p| & =M+2 M \beta_{1}(k-1), \ldots, M+2 M \beta_{1} k-1, \quad q \geq 1,  \tag{60}\\
|p| & =M+2 M \beta_{1}(k-2), \ldots, M+2 M \beta_{1}(k-1)-1, \quad q \geq 2  \tag{61}\\
\vdots &  \tag{62}\\
|p| & =M+2 M \beta_{1} \cdot 2, \ldots, M+2 M \beta_{1} \cdot 3-1, \quad q \geq k-2  \tag{63}\\
|p| & =M+2 M \beta_{1}, \ldots, M+2 M \beta_{1} \cdot 2-1, \quad q \geq k-1  \tag{64}\\
|p| & =M+1, \ldots, M+2 M \beta_{1}-1, \quad q \geq k
\end{align*}
$$

Assume that $k \neq 0$. Plug these indices into (58) and restrict $\operatorname{Im} F=\left\|G_{1}\right\|^{2 \beta_{1}}$ to $x=0$. Collect the terms of total degree $2 M \beta_{1}\left(2 k \beta_{1}+1\right)$ of $w_{1}$ and $\bar{w}_{1}$ in the restricted equation. Among these terms, we compare the degree of $\left\|w_{1}\right\|$. Since the degree of $\left\|w_{1}\right\|$ on the left hand side is $2 M \beta_{1}\left(2 k \beta_{1}+1\right)$, the coefficients of $\left\|w_{1}\right\|^{0},\left\|w_{1}\right\|^{4 M \beta_{1}^{2}}, \ldots,\left\|w_{1}\right\|^{4 M \beta_{1}^{2}(k-1)}$ are zero. Therefore in the summation (58) with indices from (59) to (64), the terms with indices

$$
\begin{align*}
(|p|, q)= & \left(M+2 M \beta_{1} k, 0\right),\left(M+2 M \beta_{1}(k-1), 1\right),\left(M+2 M \beta_{1}(k-2), 2\right), \ldots, \\
& \left(M+2 M \beta_{1} \cdot 2, k-2\right),\left(M+2 M \beta_{1}, k-1\right) \tag{65}
\end{align*}
$$

do not appear. Consequently, the indices in (58) become

$$
\begin{align*}
& |p| \geq M+2 M \beta_{1} k+1, \quad q \geq 0,  \tag{66}\\
& |p|=M+2 M \beta_{1}(k-1)+1, \ldots, M+2 M \beta_{1} k, \quad q \geq 1,  \tag{67}\\
& |p|=M+2 M \beta_{1}(k-2)+1, \ldots, M+2 M \beta_{1}(k-1), \quad q \geq 2 \tag{68}
\end{align*}
$$

$$
\begin{align*}
& |p|=M+2 M \beta_{1} \cdot 2+1, \ldots, M+2 M \beta_{1} \cdot 3, \quad q \geq k-2,  \tag{69}\\
& |p|=M+2 M \beta_{1}+1, \ldots, M+2 M \beta_{1} \cdot 2, \quad q \geq k-1,  \tag{70}\\
& |p|=M+1, \ldots, M+2 M \beta_{1}, \quad q \geq k . \tag{71}
\end{align*}
$$

Plug these into (58) and pick up the terms of total degree $2 M \beta_{1}\left(2 k \beta_{1}+1\right)$ of $w_{1}$ and $\bar{w}_{1}$ from the equation $\operatorname{Im} F=\left\|G_{1}\right\|^{2 \beta_{1}}$ which is restricted to $x=0$. Divide them by $\left\|w_{1}\right\|^{4 M \beta_{1}^{2} k}$ and take $\beta_{1}$-th root. Then we get

$$
\begin{align*}
& \left.\operatorname{Im} \frac{1}{\left(2 k \beta_{1}+1\right)^{1 / \beta_{1}}}\left\|w_{1}\right\|\right|^{2 M} i^{\left(2 \beta_{1} k+1\right) / \beta_{1}} \\
& \quad=\left|\left(w_{1}^{1}\right)^{M}+\sum_{\substack{|p|=M \\
p_{1}, \ldots, p_{m_{1}} \neq M}} b_{1 ; p, k}^{1}\left(w_{1}\right)^{p}\right|^{2}+\ldots \\
& \quad+\left|\left(w_{1}^{m_{1}}\right)^{M}+\sum_{\substack{|p|=M \\
p_{1}, \ldots, p_{m_{1}} \neq M}} b_{1 ; p, k}^{m_{1}}\left(w_{1}\right)^{p}\right|^{2} \\
& \quad+\left|\sum_{\substack{|p|=M \\
p_{1}, \ldots, p_{m_{1}} \neq M}} b_{1 ; p, k}^{m_{1}+1}\left(w_{1}\right)^{p}\right|^{2}+\cdots+\left|\sum_{\substack{|p|=M \\
p_{1}, \ldots, p_{m_{1}} \neq M}} b_{1 ; p, k}^{n_{1}}\left(w_{1}\right)^{p}\right|^{2} \tag{72}
\end{align*}
$$

Comparing the coefficients of $\left(w_{1}^{1}\right)^{M}, \ldots,\left(w_{1}^{m_{1}}\right)^{M}$, we conclude that the summations

$$
\begin{equation*}
\sum_{\substack{|p|=M \\ p_{1}, \ldots, p_{m_{1}} \neq M}} b_{1 ; p, k}^{1}\left(w_{1}\right)^{p}, \ldots, \sum_{\substack{|p|=M \\ p_{1}, \ldots, p_{m_{1}} \neq M}} b_{1 ; p, k}^{m_{1}}\left(w_{1}\right)^{p} \tag{73}
\end{equation*}
$$

do not appear and

$$
\begin{equation*}
\frac{1}{\left(2 k \beta_{1}+1\right)^{1 / \beta_{1}}}=1 \tag{74}
\end{equation*}
$$

namely, we have $k=0$. This means that the mapping

$$
\begin{gather*}
\Phi_{M}\left(w_{1}\right)=\left(\left(w_{1}^{1}\right)^{M}, \ldots,\left(w_{1}^{m_{1}}\right)^{M}, \sum_{\substack{|p|=M \\
p_{1}, \ldots, p_{m_{1}} \neq M}} b_{1 ; p, 0}^{m_{1}+1}\left(w_{1}\right)^{p}, \ldots,\right. \\
\left.\sum_{\substack{|p|=M \\
p_{1}, \ldots, p_{m_{1}} \neq M}} b_{1 ; p, 0}^{n_{1}}\left(w_{1}\right)^{p}\right) \tag{75}
\end{gather*}
$$

is a proper holomorphic mapping $\Phi_{M}: B^{m_{1}} \rightarrow B^{n_{1}}$ of homogeneous degree $M$. By the gap theorem for balls with $3<n_{j}<2 m_{j}-1$, we can find $\Phi_{m_{1}} \in \operatorname{Aut}\left(B^{m_{1}}\right)$ and $\Phi_{n_{1}} \in \operatorname{Aut}\left(B^{n_{1}}\right)$ such that $\Phi_{n_{1}} \circ\left(w_{1}, 0\right) \circ \Phi_{m_{1}}\left(w_{1}\right)=\Phi_{M}\left(w_{1}\right)$. Therefore the proper holomorphic mapping $\Phi_{M}: B^{m_{1}} \rightarrow B^{n_{1}}$ is injective and its Jacobian matrix, denoted by $M_{\Phi_{M}}\left(w_{1}\right)$, has maximal rank at every point $w_{1} \in B^{m_{1}}$, especially, we have rank $M_{\Phi_{M}}(0)=m_{1}$. By (75), the Jacobian matrix $M_{\Phi_{M}}\left(w_{1}\right)$ can be written in the form

$$
M_{\Phi_{M}}\left(w_{1}\right)=\left(\begin{array}{cccc}
M\left(w_{1}^{1}\right)^{M-1} & 0 & \cdots & 0  \tag{76}\\
0 & M\left(w_{1}^{2}\right)^{M-1} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & M\left(w_{1}^{m_{1}}\right)^{M-1} \\
* & * & \cdots & * \\
\vdots & \vdots & \ddots & \vdots
\end{array}\right) .
$$

Note that the components from the $\left(m_{1}+1\right)$-st row to the $n_{1}$-th row are not necessarily zero. Assume that $M>1$. Then we have the following inequalities:

$$
\begin{align*}
\operatorname{rank} M_{\Phi_{M}}(0) & =\operatorname{rank}\left(\begin{array}{ccc}
0 & \ldots & 0 \\
\vdots & \ddots & \vdots \\
0 & \ldots & 0 \\
* & \ldots & * \\
\vdots & \ddots & \vdots
\end{array}\right) \\
& \leq n_{1}-m_{1}<\left(2 m_{1}-1\right)-m_{1} \\
& =m_{1}-1 . \tag{77}
\end{align*}
$$

This is a contradiction. Therefore we have $M=1$, which means that $\alpha_{1}=\beta_{1}$. From now on, we use $\alpha_{1}$ instead of $\beta_{1}$. Next we shall show that $F$ is equivalent to $z$ and $G_{1}=\left(w_{1}, 0\right)$. Note that since $M=1$, the third (resp. second) term on the right hand side in (55) (resp. in (56)) is vacuum. Let

$$
\begin{equation*}
g_{1 ; 1}^{\lambda}\left(x, w_{1}\right)=w_{1}^{\lambda}+\sum_{\substack{|p|=1 \\ q \geq 1}} b_{1 ; p, q}^{\lambda}\left(w_{1}\right)^{p} x^{q}, \quad \lambda=1, \ldots, m_{1}, \tag{78}
\end{equation*}
$$

$$
\begin{align*}
& g_{1 ; 1}^{\lambda}\left(x, w_{1}\right)=\sum_{\substack{|p|=1 \\
q \geq 1}} b_{1 ; p, q}^{\lambda}\left(w_{1}\right)^{p} x^{q}, \quad \lambda=m_{1}+1, \ldots, n_{1}  \tag{79}\\
& g_{1 ; \ell}^{\lambda}\left(x, w_{1}\right)=\sum_{\substack{|p|=\ell \\
q \geq 0}} b_{1 ; p, q}^{\lambda}\left(w_{1}\right)^{p} x^{q}, \quad \lambda=1, \ldots, n_{1}, \quad \ell \geq 2 \tag{80}
\end{align*}
$$

and

$$
\begin{equation*}
G_{1}^{\lambda}\left(x, w_{1}\right)=\sum_{\ell \geq 1} g_{1 ; \ell}^{\lambda}\left(x+i\left\|w_{1}\right\|^{2 \alpha_{1}}, w_{1}\right), \quad \lambda=1, \ldots, n_{1} \tag{81}
\end{equation*}
$$

Denote by $\tilde{g}_{1 ; \ell}^{\lambda}=g_{1 ; \ell}^{\lambda}\left(0, w_{1}\right)$. In our following argument, we pick up the terms with certain degree from $\operatorname{Im} F\left(x+i\left\|w_{1}\right\|^{2 \alpha_{1}}, w_{1}\right)=\left\|G_{1}\left(x+i\left\|w_{1}\right\|^{2 \alpha_{1}}, w_{1}\right)\right\|^{2 \alpha_{1}}$. We shall omit the variables if there is no confusion. The terms of total degree $2 \alpha_{1}$ of $w_{1}$ and $\bar{w}_{1}$ in $\operatorname{Im} F=$ $\left\|G_{1}\right\|^{2 \alpha_{1}}$ satisfy

$$
\begin{equation*}
\left\|w_{1}\right\|^{2 \alpha_{1}}=\left(\left|g_{1 ; 1}^{1}\left(x, w_{1}\right)\right|^{2}+\cdots+\left|g_{1 ; 1}^{n_{1}}\left(x, w_{1}\right)\right|^{2}\right)^{\alpha_{1}} \tag{82}
\end{equation*}
$$

Differentiate it by $x$ once and twice. Then we have

$$
\begin{align*}
0= & \operatorname{Re}\left(g_{1 ; 1}^{1}\left(x, w_{1}\right) \sum_{\substack{|p|=1 \\
q \geq 1}} \overline{b_{1 ; p, q}^{1}\left(w_{1}\right)^{p}}\binom{q}{1} x^{q-1}+\cdots\right. \\
& \left.+g_{1 ; 1}^{n_{1}}\left(x, w_{1}\right) \sum_{\substack{|p|=1 \\
q \geq 1}} \overline{b_{1 ; p, q}^{n_{1}}\left(w_{1}\right)^{p}}\binom{q}{1} x^{q-1}\right) \tag{83}
\end{align*}
$$

and

$$
\begin{align*}
0= & \left|\sum_{\substack{|p|=1 \\
q \geq 1}} b_{1 ; p, q}^{1}\left(w_{1}\right)^{p}\binom{q}{1} x^{q-1}\right|^{2}+\cdots+\left|\sum_{\substack{|p|=1 \\
q \geq 1}} b_{1 ; p, q}^{n_{1}}\left(w_{1}\right)^{p}\binom{q}{1} x^{q-1}\right|^{2} \\
& +2 \operatorname{Re}\left(g_{1 ; 1}^{1} \sum_{\substack{|p|=1 \\
q \geq 2}} \overline{b_{1 ; p, q}^{1}\left(w_{1}\right)^{p}}\binom{q}{2} x^{q-2}+\cdots\right. \\
& \left.+g_{1 ; 1}^{n_{1}} \sum_{\substack{|p|=1 \\
q \geq 2}} \overline{b_{1 ; p, q}^{n_{1}}\left(w_{1}\right)^{p}}\binom{q}{2} x^{q-2}\right) . \tag{84}
\end{align*}
$$

Since the total degrees of $w_{1}$ and $\bar{w}_{1}$ on the left hand side of $\operatorname{Im} F=\left\|G_{1}\right\|^{2 \alpha_{1}}$ are $2 \alpha_{1}, 6 \alpha_{1}, \ldots$, the terms of total degrees $2 \alpha_{1}+1, \ldots, 6 \alpha_{1}-1$ of them on the right hand side must be zero. First, we compare the total degrees of $w_{1}$ and $\bar{w}_{1}$ from $2 \alpha_{1}+1$ to $4 \alpha_{1}-1$.

The total degree $2 \alpha_{1}+1$ terms satisfy

$$
\begin{equation*}
\left(\left|g_{1 ; 1}^{1}\right|^{2}+\cdots+\left|g_{1 ; 1}^{n_{1}}\right|^{2}\right)^{\alpha_{1}-1} \operatorname{Re}\left(g_{1 ; 1}^{1} \bar{g}_{1 ; 2}^{1}+\cdots+g_{1 ; 1}^{n_{1}} \bar{g}_{1 ; 2}^{n_{1}}\right)=0, \tag{85}
\end{equation*}
$$

which means that $g_{1 ; 1}^{1} \bar{g}_{1 ; 2}^{1}+\cdots+g_{1 ; 1}^{n_{1}} \bar{g}_{1 ; 2}^{n_{1}}=0$. The total degree $2 \alpha_{1}+2$ terms satisfy

$$
\begin{align*}
& \left(\left|g_{1 ; 1}^{1}\right|^{2}+\cdots+\left|g_{1 ; 1}^{n_{1}}\right|^{2}\right)^{\alpha_{1}-1} \\
& \quad \times\left\{\left|g_{1 ; 2}^{1}\right|^{2}+\cdots+\left|g_{1 ; 2}^{n_{1}}\right|^{2}+2 \operatorname{Re}\left(g_{1 ; 1}^{1} \bar{g}_{1 ; 3}^{1}+\cdots+g_{1 ; 1}^{n_{1}} \bar{g}_{1 ; 3}^{n_{1}}\right)\right\}=0, \tag{86}
\end{align*}
$$

which implies $g_{1 ; 2}^{\lambda}=0, \lambda=1, \ldots, n_{1}$, and $g_{1 ; 1}^{1} \bar{g}_{1 ; 3}^{1}+\cdots+g_{1 ; 1}^{n_{1}} \bar{g}_{1 ; 3}^{n_{1}}=0$. Repeat this process up to total degree $4 \alpha_{1}-1$. By induction (we omit the proof), we obtain

$$
\begin{align*}
& g_{1 ; \ell}^{1}=\cdots=g_{1 ; \ell}^{n_{1}}=0, \quad \ell=2, \ldots, \alpha_{1},  \tag{87}\\
& g_{1 ; 1}^{1} \bar{g}_{1 ; \ell}^{1}+\cdots+g_{1 ; 1}^{n_{1}} \bar{g}_{1 ; \ell}^{n_{1}}=0, \quad \ell=2,3, \ldots, 2 \alpha_{1} . \tag{88}
\end{align*}
$$

The total degree $4 \alpha_{1}$ terms in $\operatorname{Im} F=\left\|G_{1}\right\|^{2 \alpha_{1}}$ satisfy

$$
\begin{align*}
& \left(\left|g_{1 ; 1}^{1}\right|^{2}+\cdots+\left|g_{1 ; 1}^{n_{1}}\right|^{2}\right)^{\alpha_{1}-1} \\
& \quad \times\left\{\left|g_{1 ; \alpha_{1}+1}^{1}\right|^{2}+\cdots+\left|g_{1 ; \alpha_{1}+1}^{n_{1}}\right|^{2}+2 \operatorname{Re}\left(g_{1 ; 1}^{1} \bar{g}_{1 ; 2 \alpha_{1}+1}^{1}+\cdots+g_{1 ; 1}^{n_{1}} \bar{g}_{1 ; 2 \alpha_{1}+1}^{n_{1}}\right)\right. \\
& \quad-2 \operatorname{Re}\left(g_{1 ; 1}^{1} \sum_{\substack{|p|=1 \\
q \geq 1}} \overline{b_{1 ; p, q}^{1}\left(w_{1}\right)^{p}}\binom{q}{1} x^{q-1} i\left\|w_{1}\right\|^{2 \alpha_{1}}+\cdots\right. \\
& \quad+g_{1 ; 1}^{n_{1}} \sum_{\substack{|p|=1 \\
q \geq 1}} \frac{\left.\left.\overline{b_{1 ; p, q}^{n_{1}}\left(w_{1}\right)^{p}}\binom{q}{1} x^{q-1} i \|\left.\left|w_{1}\right|\right|^{2 \alpha_{1}}\right)\right\}=0 .}{} \quad . \tag{89}
\end{align*}
$$

Making use of (83), we obtain the relations (87) for $\ell=\alpha_{1}+1$ and (88) for $\ell=2 \alpha_{1}+1$. Analogously, by picking up the terms of total degree $4 \alpha_{1}+1$, we get the relation (88) for $\ell=2 \alpha_{1}+2$. We proceed this process degree from $4 \alpha_{1}+1$ to $6 \alpha_{1}-1$. Then we obtain (87) for $\ell=\alpha_{1}+2, \ldots, 2 \alpha_{1}$ and (88) for $\ell=2 \alpha_{1}+2, \ldots, 4 \alpha_{1}$.

Assume $a_{3} \neq 0$. The total degree $6 \alpha_{1}$ terms in $\operatorname{Im} F=\left\|G_{1}\right\|^{2 \alpha_{1}}$ satisfy the relation:

$$
\begin{aligned}
- & \sum_{q \geq 3} a_{q}\binom{q}{3} x^{q-3}| | w_{1}| |^{6 \alpha_{1}} \\
= & \left(\left|g_{1 ; 1}^{1}\right|^{2}+\cdots+\left|g_{1 ; 1}^{n_{1}}\right|^{2}\right)^{\alpha_{1}-1} \\
& \times\left\{\left|g_{1 ; 2 \alpha_{1}+1}^{1}\right|^{2}+\cdots+\left|g_{1 ; 2 \alpha_{1}+1}^{n_{1}}\right|^{2}+2 \operatorname{Re}\left(g_{1 ; 1}^{1} \bar{g}_{1 ; 4 \alpha_{1}+1}^{1}+\cdots+g_{1 ; 1}^{n_{1}} \bar{g}_{1 ; 4 \alpha_{1}+1}^{n_{1}}\right)\right. \\
& +\left.\left.\left|\sum_{\substack{|p|=1 \\
q \geq 1}} b_{1 ; p, q}^{1}\left(w_{1}\right)^{p}\binom{q}{1} x^{q-1}\right|\left|w_{1}\right|\right|^{2 \alpha_{1}}\right|^{2}+\cdots
\end{aligned}
$$

$$
\begin{align*}
& +\left|\sum_{\substack{|p|=1 \\
q \geq 1}} b_{1 ; p, q}^{n_{1}}\left(w_{1}\right)^{p}\binom{q}{1} x^{q-1}\right|\left|w_{1} \|^{2 \alpha_{1}}\right|^{2} \\
& -2 \operatorname{Re}\left(g_{1 ; 1}^{1} \sum_{\substack{|p|=1 \\
q \geq 2}} \overline{b_{1 ; p, q}^{1}\left(w_{1}\right)^{p}}\binom{q}{2} x^{q-2}\left\|w_{1}\right\|^{4 \alpha_{1}}+\cdots\right. \\
& \left.\left.+g_{1 ; 1}^{n_{1}} \sum_{\substack{|p|=1 \\
q \geq 2}} \frac{b_{1 ; p, q}^{n_{1}}\left(w_{1}\right)^{p}}{}\binom{q}{2} x^{q-2}\left\|w_{1}\right\|^{4 \alpha_{1}}\right)\right\} \tag{90}
\end{align*}
$$

Plug the relation (84) into the right hand side and put $x=0$. From (78), (79) and (80), we get the relation

$$
\begin{equation*}
-a_{3}| | w_{1}| |^{4 \alpha_{1}+2}=\left|\tilde{g}_{1 ; 2 \alpha_{1}+1}^{1}\right|^{2}+\cdots+\left|\tilde{g}_{1 ; 2 \alpha_{1}+1}^{n_{1}}\right|^{2}, \tag{91}
\end{equation*}
$$

which means that

$$
\begin{equation*}
\left(\frac{\tilde{g}_{1 ; 2 \alpha_{1}+1}^{1}}{\left(-a_{3}\right)^{1 / 2}}, \ldots, \frac{\tilde{g}_{1 ; 2 \alpha_{1}+1}^{n_{1}}}{\left(-a_{3}\right)^{1 / 2}}\right): B^{m_{1}} \rightarrow B^{n_{1}} \tag{92}
\end{equation*}
$$

is a proper holomorphic mapping. We apply the same argument we used to conclude $M=1$ to the mapping (92). In the argument, replace $\Phi_{M}$ by the mapping (92) and calculate the rank of the Jacobian matrix of it at the origin. Then we reach the contradiction. Therefore we conclude that $a_{3}=0$.

Assume that $a_{3}=\ldots a_{q_{0}-1}=0$ and $a_{q_{0}} \neq 0$ for $q_{0} \geq 4$. From the relation (90), we obtain

$$
\begin{align*}
& -\sum_{q \geq q_{0}} a_{q}\binom{q}{3} x^{q-3}| | w_{1}| |^{6 \alpha_{1}} \\
& \quad=\left(\left|g_{1 ; 1}^{1}\right|^{2}+\cdots+\left|g_{1 ; 1}^{n_{1}}\right|^{2}\right)^{\alpha_{1}-1}\left(\left|g_{1 ; 2 \alpha_{1}+1}^{1}\right|^{2}+\cdots+\left|g_{1 ; 2 \alpha_{1}+1}^{n_{1}}\right|^{2}\right) . \tag{93}
\end{align*}
$$

Since the lowest degree of $x$ on the right hand side of (93) is even, we may assume the following:

- $q_{0}-3=2 \tilde{q}_{0}$,
- the lowest degree of $x$ in $g_{1 ; 2 \alpha_{1}+1}^{1}, \ldots, g_{1 ; 2 \alpha_{1}+1}^{\lambda_{0}}$ are $\tilde{q}_{0}$ and that of $x$ in $g_{1 ; 2 \alpha_{1}+1}^{\lambda_{0}+1}, \ldots, g_{1 ; 2 \alpha_{1}+1}^{n_{1}}$ is greater than $\tilde{q}_{0}$.
Divide (93) by $x^{2 \tilde{q}_{0}}$ and we get

$$
-\sum_{q \geq q_{0}} a_{q}\binom{q}{3} x^{q-q_{0}}\left\|w_{1}\right\|^{6 \alpha_{1}}
$$

$$
\begin{equation*}
=\left(\left|g_{1 ; 1}^{1}\right|^{2}+\cdots+\left|g_{1 ; 1}^{n_{1}}\right|^{2}\right)^{\alpha_{1}-1}\left(\left|\frac{g_{1 ; 2 \alpha_{1}+1}^{1}}{\tilde{q}_{0}}\right|^{2}+\cdots+\left|\frac{g_{1 ; 2 \alpha_{1}+1}^{n_{1}}}{x_{0}}\right|^{2}\right) . \tag{94}
\end{equation*}
$$

Taking $x=0$ in (94), we obtain

$$
\begin{equation*}
-a_{q_{0}}\binom{q_{0}}{3}\left\|w_{1}\right\|^{4 \alpha_{1}+2}=\left|\sum_{|p|=2 \alpha_{1}+1} b_{1 ; p, \tilde{q}_{0}}^{1}\left(w_{1}\right)^{p}\right|^{2}+\cdots+\left|\sum_{|p|=2 \alpha_{1}+1} b_{1 ; p, \tilde{q}_{0}}^{\lambda_{0}}\left(w_{1}\right)^{p}\right|^{2}, \tag{95}
\end{equation*}
$$

which means that

$$
\begin{equation*}
\left(\frac{\sum_{|p|=2 \alpha_{1}+1} b_{1 ; p, \tilde{q}_{0}}^{1}\left(w_{1}\right)^{p}}{\left(-a_{q_{0}}\binom{q_{0}}{3}\right)^{1 / 2}}, \ldots, \frac{\sum_{|p|=2 \alpha_{1}+1} b_{1 ; p, \tilde{q}_{0}}^{\lambda_{0}}\left(w_{1}\right)^{p}}{\left(-a_{q_{0}}\binom{q_{0}}{3}\right)^{1 / 2}}\right): B^{m_{1}} \rightarrow B^{\lambda_{0}} \tag{96}
\end{equation*}
$$

is a proper holomorphic mapping. If the inequality $m_{1}>\lambda_{0}$ holds, then this mapping can not be defined as a proper holomorphic mapping. Therefore $a_{q_{0}}=0$, which is a contradiction. Assume that $m_{1} \leq \lambda_{0}$. Then we have $m_{1} \leq \lambda_{0}\left(<n_{1}\right)<2 m_{1}-1$. Therefore by the same argument which is used to get $M=1$, we must have $2 \alpha_{1}+1=1$. This is also a contradiction. In any case, there does not exist $q_{0} \geq 4$ with $a_{q_{0}} \neq 0$. Therefore we obtain $a_{q}=0$ for $q \geq 3$. Repeat to compare the terms whose total degree of $w_{1}$ and $\bar{w}_{1}$ is bigger than $6 \alpha_{1}$, we conclude that $g_{1 ; \ell}^{\lambda}=0$ for $\lambda=1, \ldots, n_{1}$ and $\ell \geq 2$. Pick up the terms whose total degree of $w_{1}$ and $\bar{w}_{1}$ is $2 \alpha_{1}$ from $\operatorname{Im} F=\left\|G_{1}\right\|^{2 \alpha_{1}}$. Then we have

$$
\begin{equation*}
1+2 a_{2} x=\frac{1}{\left\|w_{1}\right\|^{2 \alpha_{1}}}\left\{\left|g_{1 ; 1}^{1}\right|^{2}+\cdots+\left|g_{1 ; 1}^{n_{1}}\right|^{2}\right\}^{\alpha_{1}} \tag{97}
\end{equation*}
$$

Divide this by $x$ and take $x$ to be infinity. Then we conclude

$$
\sum_{\left\lvert\, \begin{array}{l}
|p|=1  \tag{98}\\
q \geq 1
\end{array}\right.} b_{1 ; p, q}^{\lambda}\left(w_{1}\right)^{p} x^{q}=0, \quad \lambda=1,2, \ldots, n_{1} .
$$

Therefore $G_{1}$ is normalized to be $\left(w_{1}, 0\right)$ and $a_{2}=0$. Now the expansion of $F$, as a component of the holomorphic mapping, becomes $F=a_{0} / a_{1}+z$. Apply the shift $(\tilde{z}, \tilde{w}) \mapsto\left(\tilde{z}-a_{0} / a_{1}, \tilde{w}\right)$ to $(F, G)$. Since $a_{0} / a_{1}$ is a real number, the shift is an automorphism of $\Omega(n ;(n),(\beta))$. By this automorphism, $F$ is normalized to $F=z$.

Remark 3. From this lemma, we conclude that $\alpha_{1}=\beta_{1}$ and that ( $F, G_{1}$ ) is equivalent to $\left(z, w_{1}, 0\right)$. These are the conclusions of the main theorem for $N=1$. Note that $\left(F, G_{1}\right)$ and $\left(z, w_{1}, 0\right)$ are equal up to the relation (53) and the shift. This fact is used in the proof of Lemma 5.2.

## 5. The relation among the exponents and normalization of the mapping ( $N$ block case)

We return to the general situation, namely, we assume that the number of the block of $w$ is $N$.

LEMMA 5.1. Let $\sigma$ be the permutation of $N$-indices in Lemma 2.3. Then we have $\alpha_{\sigma(i)}=\beta_{i}$.

Proof. Take any $i$ and fix it. We restrict the mapping

$$
\begin{equation*}
(F, G): \Omega(m ;(m) ;(\alpha)) \rightarrow \Omega(n ;(n) ;(\beta)) \tag{99}
\end{equation*}
$$

to the variety

$$
\begin{equation*}
\bigcap_{\substack{j=1, \ldots, N \\ j \neq \sigma(i)}}\left\{w_{j}=0\right\} \tag{100}
\end{equation*}
$$

Then we have a proper holomorphic mapping

$$
\begin{equation*}
\left(F, 0, \ldots, 0, G_{i}, 0, \ldots, 0\right):\left\{\operatorname{Im} z>\left\|w_{\sigma(i)}\right\|^{2 \alpha_{\sigma(i)}}\right\} \rightarrow\left\{\operatorname{Im} z>\left\|w_{i}\right\|^{2 \beta_{i}}\right\} \tag{101}
\end{equation*}
$$

It follows from Lemma 4.2 that we have $\alpha_{\sigma(i)}=\beta_{i}$. Since $i$ is arbitrary, the result holds.
After reordering the variables, we may assume that $\sigma$ is identity, and therefore from now on, we use $\alpha$ instead of $\beta$.

Next, we normalize $F$.
LEMMA 5.2. Let $\left(F, G_{1}, \ldots, G_{N}\right): \Omega(m ;(m) ;(\alpha)) \rightarrow \Omega(n ;(n) ;(\alpha))$ be a proper holomorphic mapping. Then there exists an automorphism $\Phi_{n}$ of $\Omega(n ;(n) ;(\alpha))$ such that $F$ can be normalized to be $z$ by $\Phi_{n}$, namely the first component of $\Phi_{n} \circ(F, G)$ is $z$.

Proof. Since we have $\left.G_{j}\right|_{w_{j}=0}=0$, the restriction $(F, G): \Omega(m ;(m) ;(\alpha)) \rightarrow$ $\Omega(n ;(n) ;(\alpha))$ to $w_{2}=\cdots=w_{N}=0$ is a proper holomorphic mapping of one block. So, expanding the functions $F\left(z, w_{1}, 0, \ldots, 0\right), G_{1}^{\lambda}\left(z, w_{1}, 0, \ldots, 0\right)$ as (46) and (47) in the previous section, we obtain the unitary matrix $U$ as in (52). Here $\beta_{1}$ in (46) and (47) should be replaced by $\alpha_{1}$. Let us now define an automorphism $\Phi_{n}=\left(\Phi_{n}^{0}, \ldots, \Phi_{n}^{N}\right)$ of $\Omega(n ;(n) ;(\alpha))$ by

$$
\begin{align*}
& \Phi_{n}^{0}\left(\tilde{z}, \tilde{w}_{1}, \ldots, \tilde{w}_{N}\right)=\frac{\tilde{z}}{\left(2 k \alpha_{1}+1\right) a_{2 k \alpha_{1}+1}}+a, a \in \mathbf{R}  \tag{102}\\
& \Phi_{n}^{1}\left(\tilde{z}, \tilde{w}_{1}, \ldots, \tilde{w}_{N}\right)=\frac{1}{\left\{\left(2 k \alpha_{1}+1\right) a_{2 k \alpha_{1}+1}\right\}^{1 / 2 \alpha_{1}}}\left(\tilde{w}_{1}^{1}, \ldots, \tilde{w}_{1}^{n_{1}}\right) \bar{U}^{t}  \tag{103}\\
& \Phi_{n}^{j}\left(\tilde{z}, \tilde{w}_{1}, \ldots, \tilde{w}_{N}\right)=\frac{1}{\left\{\left(2 k \alpha_{1}+1\right) a_{2 k \alpha_{1}+1}\right\}^{1 / 2 \alpha_{j}}}\left(\tilde{w}_{j}^{1}, \ldots, \tilde{w}_{j}^{n_{j}}\right), \quad j=2, \ldots, N \tag{104}
\end{align*}
$$

Then, by applying the same argument as in the proof of Lemma 4.2, it can be verified that

$$
\begin{equation*}
\Phi_{n} \circ(F, G)\left(z, w_{1}, 0, \ldots, 0\right)=\left(z, w_{1}, 0, \ldots, 0\right) \tag{105}
\end{equation*}
$$

for $\left(z, w_{1}, 0, \ldots, 0\right) \in \Omega(m ;(m) ;(\alpha))$ and a suitable $a \in \mathbf{R}$. As we saw in Lemma 2.4, the first component of any proper holomorphic mapping from $\Omega(m ;(m) ;(\alpha))$ to $\Omega(n ;(n) ;(\alpha))$ does not depend on the variable $w=\left(w_{1}, \ldots, w_{N}\right)$. Hence we conclude that the first component, say $\widetilde{F}$, of $\Phi_{n} \circ(F, G)$ is just of the form $\widetilde{F}(z, w)=z$ on $\Omega(m ;(m) ;(\alpha))$. This proves the lemma.

From now on, we assume that $F=z$. Therefore we shall use $\||w|\|^{2 \alpha}=\|G\| \|^{2 \alpha}$ instead of $\operatorname{Im} F=\| \| G\| \|^{2 \alpha}$ on $\operatorname{Im} z=\|w\| \|^{2 \alpha}$.

Next, we normalize the homogeneous polynomials in $w$ of degree one in $G_{1}, \ldots, G_{N}$. We order the exponents of $\Omega(m ;(m) ;(\alpha))$ and $\Omega(n ;(n) ;(\alpha))$ as

$$
\begin{aligned}
\alpha_{1}=\cdots=\alpha_{\ell_{1}} & <\alpha_{\ell_{1}+1}=\cdots=\alpha_{\ell_{1}+\ell_{2}} \\
& <\alpha_{\ell_{1}+\ell_{2}+1}=\cdots=\alpha_{\ell_{1}+\ell_{2}+\ell_{3}} \\
& <\alpha_{\ell_{1}+\ell_{2}+\ell_{3}+1}=\cdots=\alpha_{\ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}} \\
& \vdots \\
& <\alpha_{\ell_{1}+\cdots+\ell_{\lambda}+1}=\cdots=\alpha_{\ell_{1}+\cdots+\ell_{\lambda+1}} \\
& \vdots \\
& <\alpha_{\ell_{1}+\cdots+\ell_{p-1}+1}=\cdots=\alpha_{\ell_{1}+\cdots+\ell_{p}}
\end{aligned}
$$

and $\alpha_{\ell_{1}+\cdots+\ell_{\lambda}}+\gamma_{\lambda}=\alpha_{\ell_{1}+\cdots+\ell_{\lambda+1}}$. Here we assume that $N=\ell_{1}+\cdots+\ell_{p}$. Expand $G_{j}^{\lambda}$ in homogeneous polynomials of $w$ as

$$
\begin{equation*}
G_{j}^{\lambda}=\sum_{\ell \geq 1} g_{j ; \ell}^{\lambda}, \quad g_{j ; \ell}^{\lambda}=\sum_{\substack{|p|=\ell \\ q \geq 0}} b_{j ; p, q}^{\lambda}(w)^{p} z^{q} \tag{107}
\end{equation*}
$$

Denote by $\hat{g}_{j ; \ell}^{\lambda}$ the restriction of $g_{j ; \ell}^{\lambda}$ to $z=x$ :

$$
\begin{equation*}
\hat{g}_{j ; \ell}^{\lambda}=\sum_{\substack{|p|=\ell \\ q \geq 0}} b_{j ; p, q}^{\lambda}(w)^{p} x^{q} . \tag{108}
\end{equation*}
$$

Let us denote $g_{j ; \ell}=\left(g_{j ; \ell}^{\prime}, g_{j ; \ell}^{\prime \prime}\right)$ for $g_{j ; \ell}^{\prime}=\left(g_{j ; \ell}^{1}, \ldots, g_{j ; \ell}^{m_{j}}\right)$ and $g_{j ; \ell}^{\prime \prime}=\left(g_{j ; \ell}^{m_{j}+1}, \ldots, g_{j ; \ell}^{n_{j}}\right)$.
Pick up the terms of total degree $2 \alpha_{1}=\cdots=2 \alpha_{\ell_{1}}$ of $w$ and $\bar{w}$ from $\|\|w\|\|^{2 \alpha}=\| \| G \|\left.\right|^{2 \alpha}$. They satisfy the relation

$$
\begin{equation*}
\left\|w_{1}\right\|^{2 \alpha_{1}}+\cdots+\left\|w_{\ell_{1}}\right\|^{2 \alpha_{\ell_{1}}}=\left\|\hat{g}_{1 ; 1}\right\|^{2 \alpha_{1}}+\cdots+\left\|\hat{g}_{\ell_{1} ; 1}\right\|^{2 \alpha \ell_{1}} . \tag{109}
\end{equation*}
$$

It follows from $\left.G_{j}\right|_{w_{j}=0}=0$ that $g_{j ; 1}$ is a linear mapping in $w_{j}=\left(w_{j}^{1}, \ldots, w_{j}^{m_{j}}\right)$, which implies that $\left\|\hat{g}_{j ; 1}\left(x, w_{j}\right)\right\|^{2}=\left\|w_{j}\right\|^{2}$ for any $x$. Consider two proper holomorphic mappings $\left(g_{j ; 1}^{1}, \ldots, g_{j ; 1}^{n_{j}}\right)\left(z, w_{j}\right)$ and $\left(w_{j}, 0\right)$ between $B^{m_{j}}$ and $B^{n_{j}}$. Here $\left(g_{j ; 1}^{1}, \ldots, g_{j ; 1}^{n_{j}}\right)\left(z, w_{j}\right)$ is considered as a mapping with a variable $w_{j} \in \mathbf{C}^{m_{j}}$ and with a parameter $z \in \mathbf{C}$. Then we can find the $n_{j} \times n_{j}$ unitary matrix $U_{j}(z)$ depending on $z$ such that

$$
\begin{equation*}
g_{j ; 1}\left(z, w_{j}\right)=U_{j}(z)\binom{w_{j}}{0} \tag{110}
\end{equation*}
$$

Note that since $g_{j ; 1}$ is expanded as (107), the components of $U_{j}(z)$ are holomorphic functions of $z$. Let $\Phi_{n}^{n_{j}}\left(\tilde{z}, \tilde{w}_{j}\right)$ be a mapping defined by

$$
\begin{equation*}
\Phi_{n}^{n_{j}}\left(\tilde{z}, \tilde{w}_{j}\right)=U_{j}^{-1}(\tilde{z}) \tilde{w}_{j}, \quad\left(\tilde{z}, \tilde{w}_{j}\right) \in \mathbf{C} \times \mathbf{C}^{n_{j}} \tag{111}
\end{equation*}
$$

where $U_{j}(z)$ is a unitary matrix as in (110). Then we can calculate as follows:

$$
\begin{equation*}
\Phi_{n}^{n_{j}} \circ\left(z, g_{j ; 1}^{1}\left(z, w_{j}\right), \ldots, g_{j ; 1}^{n_{j}}\left(z, w_{j}\right)\right)=\left(w_{j}, 0\right), \quad j=1, \ldots, \ell_{1} \tag{112}
\end{equation*}
$$

Note that this normalization does not depend on $z$. Next lemma is used to prove Lemma 5.4 as an induction assumption.

Lemma 5.3. There exist an automorphism $\Phi_{n}$ of $\Omega(n ;(n) ;(\alpha))$ such that

$$
\begin{align*}
& \Phi_{n} \circ(F, G)\left(z, w_{1}, \ldots, w_{N}\right)= \\
& \left(z, w_{1}+\sum_{\ell \geq \gamma_{1}+2} g_{1 ; \ell}^{\prime}, \sum_{\ell \geq \gamma_{1}+2} g_{1 ; \ell}^{\prime \prime}, \ldots, w_{\ell_{1}}+\sum_{\ell \geq \gamma_{1}+2} g_{\ell_{1} ; \ell}^{\prime}, \sum_{\ell \geq \gamma_{1}+2} g_{\ell_{1} ; \ell}^{\prime \prime},\right. \\
& w_{\ell_{1}+1}+\sum_{\ell \geq 2} g_{\ell_{1}+1 ; \ell}^{\prime}, \sum_{\ell \geq 2} g_{\ell_{1}+1 ; \ell}^{\prime \prime}, \ldots, w_{\ell_{1}+\ell_{2}}+\sum_{\ell \geq 2} g_{\ell_{1}+\ell_{2} ; \ell}^{\prime}, \sum_{\ell \geq 2} g_{\ell_{1}+\ell_{2} ; \ell}^{\prime \prime}, \\
& \left.G_{\ell_{1}+\ell_{2}+1}, \ldots, G_{N}\right) . \tag{113}
\end{align*}
$$

Proof. Note that $F$ is already normalized to be $z$. Take $\Phi_{n}(\tilde{z}, \tilde{w})=$ $\left(\tilde{z}, \Phi_{n}^{n_{1}}\left(\tilde{z}, \tilde{w}_{1}\right), \ldots, \Phi_{n}^{n \ell_{1}}\left(\tilde{z}, \tilde{w}_{\ell_{1}}\right), \tilde{w}_{\ell_{1}+1}, \ldots, \tilde{w}_{N}\right)$. Here $\Phi_{n}^{n_{j}}$ is the mapping of the form (111). Note that $\Phi_{n}^{n_{j}}$ does not depend on $\tilde{z}$. Indeed, this can be seen as follows. Let $\Phi_{n}^{n_{j}}\left(\tilde{z}, \tilde{w}_{j}\right)=\left(\phi_{1}\left(\tilde{z}, \tilde{w}_{j}\right), \ldots, \phi_{n_{j}}\left(\tilde{z}, \tilde{w}_{j}\right)\right)$. Then we have

$$
\begin{align*}
\sum_{k=1}^{n_{j}}\left|\phi_{k}\left(\tilde{z}, \tilde{w}_{j}\right)\right|^{2} & =\left\|\Phi_{n}^{n_{j}}\left(\tilde{z}, \tilde{w}_{j}\right)\right\|^{2} \\
& =\left\|U_{j}(\tilde{z})^{-1} \tilde{w}_{j}\right\|^{2} \\
& =\left\|\tilde{w}_{j}\right\|^{2} \tag{114}
\end{align*}
$$

for any ( $\tilde{z}, \tilde{w}_{j}$ ). Differentiate (114) with respect to $\tilde{z}$ and $\overline{\tilde{z}}$ and we have

$$
\begin{equation*}
\sum_{k=1}^{n_{j}}\left|\frac{\partial \phi_{k}\left(\tilde{z}, \tilde{w}_{j}\right)}{\partial \tilde{z}}\right|^{2}=0 \tag{115}
\end{equation*}
$$

Since the domain is connected, $\Phi_{n}^{n_{j}}\left(\tilde{z}, \tilde{w}_{j}\right)$ does not depend on $\tilde{z}$ and therefore $\Phi_{n}$ is an automorphism of $\Omega(n ;(n) ;(\alpha))$. Denote $\Phi_{n}^{n_{j}}=U_{j}^{-1} \tilde{w}_{j}$. We calculate the terms from the second to the $\left(n_{1}+1\right)$-st components of $\Phi_{n} \circ(F, G)$ to normalize $G_{1}$.

$$
\begin{align*}
\Phi_{n}^{n_{1}} \circ G_{1} & =U_{1}^{-1}\left(\begin{array}{c}
\sum_{\ell \geq 1} g_{1 ; \ell}^{1} \\
\vdots \\
\sum_{\ell \geq 1} g_{1 ; \ell}^{n_{1}}
\end{array}\right) \\
& =U_{1}^{-1}\left(\begin{array}{c}
g_{1 ; 1}^{1} \\
\vdots \\
g_{1 ; 1}^{n_{1}}
\end{array}\right)+\left(\text { the terms which contain } g_{1 ; \ell}, \ell \geq 2\right) \tag{116}
\end{align*}
$$

Since $g_{1 ; 1}$ is a mapping of $z$ and $w_{1}$, we see that $g_{1 ; 1}(z, w)=g_{1 ; 1}\left(z, w_{1}\right)$. As we saw in (112), $G_{1}$ is normalized as follows:

$$
\begin{align*}
\Phi_{n}^{n_{1}} & \circ G_{1}\left(z, w_{1}, \ldots, w_{N}\right) \\
& =\Phi_{n}^{n_{1}} \circ\left(g_{1 ; 1}^{1}, \ldots, g_{1 ; 1}^{n_{1}}\right)\left(z, w_{1}\right)+\left(\text { the terms which contain } g_{1 ; \ell}, \ell \geq 2\right) \\
& =\left(w_{1}^{1}, \ldots, w_{1}^{m_{1}}, 0, \ldots, 0\right)+\left(\text { the terms which contain } g_{1 ; \ell}, \ell \geq 2\right) \tag{117}
\end{align*}
$$

Using $G_{2}, \ldots, G_{\ell_{1}}$ and $\Phi_{n}^{n_{2}}, \ldots, \Phi_{n}^{n_{1}}$ instead of $G_{1}$ and $\Phi_{n}^{n_{1}}$, we can normalize the homogeneous polynomials of degree one $g_{2 ; 1}, \ldots, g_{\ell_{1} ; 1}$ as $\left(w_{2}, 0\right), \ldots,\left(w_{\ell_{1}}, 0\right)$ respectively.

Next we normalize the homogeneous polynomials of degree one in $G_{\ell_{1}+1}, \ldots, G_{\ell_{1}+\ell_{2}}$. Assume that $\gamma_{1} \neq 1$. Since the terms of total degree $2 \alpha_{1}+2=\cdots=2 \alpha_{\ell_{1}}+2$ of $w$ and $\bar{w}$ in $\left\|\left|\left|w\left\|\left\|^{2 \alpha}=\right\|\left|\mid G\| \|^{2 \alpha}\right.\right.\right.\right.\right.$ satisfy

$$
\begin{align*}
0= & \alpha_{1}\left\|w_{1}\right\|^{2\left(\alpha_{1}-1\right)}\left\{\left\|\hat{g}_{1 ; 2}\right\|^{2}+<w_{1}, \hat{g}_{1 ; 3}^{\prime}>+\overline{<w_{1}, \hat{g}_{1 ; 3}^{\prime}>}\right\} \\
& +\alpha_{1}\left(\alpha_{1}-1\right)\left\|w_{1}\right\|^{2\left(\alpha_{1}-2\right)}\left\{<w_{1}, \hat{g}_{1 ; 2}^{\prime}>+\overline{<w_{1}, \hat{g}_{1 ; 2}^{\prime}>}\right\}^{2} \\
& +\ldots \\
& +\alpha_{\ell_{1}}\left\|w_{\ell_{1}}\right\|^{2\left(\alpha_{\ell_{1}}-1\right)}\left\{\left\|\hat{g}_{\ell_{1} ; 2}\right\|^{2}+<w_{\ell_{1}}, \hat{g}_{\ell_{1} ; 3}^{\prime}>+\overline{<w_{\ell_{1}}, \hat{g}_{\ell_{1} ; 3}^{\prime}>}\right\} \\
& +\alpha_{\ell_{1}}\left(\alpha_{\ell_{1}}-1\right)\left\|w_{\ell_{1}}\right\|^{2\left(\alpha_{\ell_{1}}-2\right)}\left\{<w_{\ell_{1}}, \hat{g}_{\ell_{1} ; 2}^{\prime}>+\overline{<w_{\ell_{1}}, \hat{g}_{\ell_{1} ; 2}^{\prime}>}\right\}^{2}, \tag{118}
\end{align*}
$$

we get $\hat{g}_{1 ; 2}=\cdots=\hat{g}_{\ell_{1} ; 2}=0$, or equivalently, $g_{1 ; 2}=\cdots=g_{\ell_{1} ; 2}=0$. By picking up the terms of total degrees from $2 \alpha_{1}+4=\cdots=2 \alpha_{\ell_{1}}+4$ to $2 \alpha_{1}+2\left(\gamma_{1}-1\right)=\cdots=$
$2 \alpha_{\ell_{1}}+2\left(\gamma_{1}-1\right)$, the similar argument implies the following:

$$
\begin{gather*}
g_{1 ; 3}=\cdots=g_{1 ; \gamma_{1}}=0  \tag{119}\\
\vdots  \tag{120}\\
g_{\ell_{1} ; 3}=\cdots=g_{\ell_{1} ; \gamma_{1}}=0
\end{gather*}
$$

Plug them into $\|\mid w\|\left\|^{2 \alpha}=\right\| G\left\|\|^{2 \alpha}\right.$ and pick up the terms of total degree $2 \alpha_{1}+2 \gamma_{1}=\cdots=$ $2 \alpha_{\ell_{1}}+2 \gamma_{1}=2 \alpha_{\ell_{1}+1}=\cdots=2 \alpha_{\ell_{1}+\ell_{2}}$. Then we get the relation:

$$
\begin{align*}
&\left\|w_{\ell_{1}+1}\right\|^{2 \alpha_{\ell_{1}+1}}+\cdots+\left\|w_{\ell_{1}+\ell_{2}}\right\|^{2 \alpha \ell_{1}+\ell_{2}} \\
&= \alpha_{1}\left\|w_{1}\right\|^{2\left(\alpha_{1}-1\right)}\left\{\left\|\hat{g}_{1 ; \gamma_{1}+1}\right\|^{2}+<w_{1}, \hat{g}_{1 ; 2 \gamma_{1}+1}^{\prime}>+\overline{<w_{1}, \hat{g}_{1 ; 2 \gamma_{1}+1}^{\prime}}>\right\} \\
&+\alpha_{1}\left(\alpha_{1}-1\right)\left\|w_{1}\right\|^{2\left(\alpha_{1}-2\right)}\left\{<w_{1}, \hat{g}_{1 ; \gamma_{1}+1}^{\prime}>+\overline{\left\langle w_{1}, \hat{g}_{1 ; \gamma_{1}+1}^{\prime}>\right.}\right\}^{2} \\
&+\ldots \\
&+\alpha_{\ell_{1}}\left\|w_{\ell_{1}}\right\|^{2\left(\alpha_{\ell_{1}}-1\right)}\left\{\left\|\hat{g}_{\ell_{1} ; \gamma_{1}+1}\right\|^{2}+<w_{\ell_{1}}, \hat{g}_{\ell_{1} ; 2 \gamma_{1}+1}^{\prime}>+\overline{<w_{\ell_{1}}, \hat{g}_{\ell_{1} ; 2 \gamma_{1}+1}^{\prime}}>\right. \\
&+\alpha_{\ell_{1}}\left(\alpha_{\ell_{1}}-1\right)\left\|w_{\ell_{1}}\right\|^{2\left(\alpha_{\left.\ell_{1}-2\right)}\right.}\left\{<w_{\ell_{1}}, \hat{g}_{\ell_{1} ; \gamma_{1}+1}^{\prime}>+\overline{<w_{\ell_{1}}, \hat{g}_{\ell_{1} ; \gamma_{1}+1}^{\prime}>}\right\}^{2} \\
&+\left\|\hat{g}_{\ell_{1}+1 ; 1}\right\|^{2 \alpha_{\ell_{1}+1}}+\cdots+\left\|\hat{g}_{\ell_{1}+\ell_{2} ; 1}\right\|^{2 \alpha_{\ell_{1}+\ell_{2}}} \tag{121}
\end{align*}
$$

Since we have $G_{j}=0$ for $w_{j}=0$, the homogeneous polynomial of degree one $\hat{g}_{j ; 1}$ is linear in $w_{j}$. By putting $w_{1}=\cdots=w_{\ell_{1}}=0$ in (121), we get

$$
\begin{equation*}
\left\|w_{\ell_{1}+1}\right\|^{2 \alpha_{\ell_{1}+1}}=\left\|g_{\ell_{1}+1 ; 1}\right\|^{2 \alpha_{\ell_{1}+1}}, \ldots,\left\|w_{\ell_{1}+\ell_{2}}\right\|^{2 \alpha_{\ell_{1}}+\ell_{2}}=\left\|g_{\ell_{1}+\ell_{2} ; 1}\right\|^{2 \alpha \ell_{1}+\ell_{2}} \tag{122}
\end{equation*}
$$

for each fixed $z$. Applying the same argument which we have used to get the normalization (112) to (122), we can normalize the homogeneous degree one parts of $G_{\ell_{1}+1}, \ldots, G_{\ell_{1}+\ell_{2}}$ to be $\left(w_{\ell_{1}+1}, 0\right), \ldots,\left(w_{\ell_{1}+\ell_{2}}, 0\right)$. From (121) and (122), we obtain $\hat{g}_{1 ; \gamma_{1}+1}=\cdots=\hat{g}_{\ell_{1} ; \gamma_{1}+1}=0$, or equivalently, $g_{1 ; \gamma_{1}+1}=\cdots=g_{\ell_{1} ; \gamma_{1}+1}=0$. Consequently, $G_{1}, \ldots, G_{\ell_{1}+\ell_{2}}$ are normalized by $\Phi_{n}^{n_{1}}, \ldots, \Phi_{n}^{n_{1}+\ell_{2}}$ as follows:

$$
\begin{align*}
G_{1}= & \left(w_{1}+\sum_{\ell \geq \gamma_{1}+2} g_{1 ; \ell}^{\prime}, \sum_{\ell \geq \gamma_{1}+2} g_{1 ; \ell}^{\prime \prime}\right),  \tag{123}\\
& \vdots \\
G_{\ell_{1}}= & \left(w_{\ell_{1}}+\sum_{\ell \geq \gamma_{1}+2} g_{\ell_{1} ; \ell}^{\prime}, \sum_{\ell \geq \gamma_{1}+2} g_{\ell_{1} ; \ell}^{\prime \prime}\right),  \tag{124}\\
G_{\ell_{1}+1} & =\left(w_{\ell_{1}+1}+\sum_{\ell \geq 2} g_{\ell_{1}+1 ; \ell}^{\prime}, \sum_{\ell \geq 2} g_{\ell_{1}+1 ; \ell}^{\prime \prime}\right), \tag{125}
\end{align*}
$$

$$
\begin{gather*}
\vdots \\
G_{\ell_{1}+\ell_{2}}=\left(w_{\ell_{1}+\ell_{2}}+\sum_{\ell \geq 2} g_{\ell_{1}+\ell_{2} ; \ell}^{\prime}, \sum_{\ell \geq 2} g_{\ell_{1}+\ell_{2} ; \ell}^{\prime \prime}\right) . \tag{126}
\end{gather*}
$$

In the case of $\gamma_{1}=1$, we obtain (121) with $\gamma_{1}=1$ instead of (118). We proceed the same argument to get (123), (124), (125) and (126) with $\gamma_{1}=1$.

As the following lemma shows, we can proceed this process to normalize the homogeneous polynomials of degree one in $G$.

LEMMA 5.4. There exists an automorphism $\Phi_{n}$ of $\Omega(n ;(n) ;(\alpha))$ such that

$$
\begin{align*}
& \Phi_{n} \circ(F, G)(z, w)=\left(z, w_{1}+\sum_{\ell \geq \gamma_{1}+\cdots+\gamma_{p-1}+2} g_{1 ; \ell}^{\prime}, \sum_{\ell \geq \gamma_{1}+\cdots+\gamma_{p-1}+2} g_{1 ; \ell}^{\prime \prime}, \ldots,\right. \\
& w_{\ell_{1}}+\sum_{\ell \geq \gamma_{1}+\cdots+\gamma_{p-1}+2} g_{\ell_{1} ; \ell}^{\prime}, \sum_{\ell \geq \gamma_{1}+\cdots+\gamma_{p-1}+2} g_{\ell_{1} ; \ell}^{\prime \prime}, \ldots, \\
& w_{\ell_{1}+\cdots+\ell_{p-1}+1}+\sum_{\ell \geq 2} g_{\ell_{1}+\cdots+\ell_{p-1}+1 ; \ell}^{\prime}, \sum_{\ell \geq 2} g_{\ell_{1}+\cdots+\ell_{p-1}+1 ; \ell}^{\prime \prime}, \ldots, \\
&\left.w_{\ell_{1}+\cdots+\ell_{p}}+\sum_{\ell \geq 2} g_{\ell_{1}+\cdots+\ell_{p} ; \ell}^{\prime}, \sum_{\ell \geq 2} g_{\ell_{1}+\cdots+\ell_{p} ; \ell}^{\prime \prime}\right) \tag{127}
\end{align*}
$$

Proof. We prove the following claim by induction, which completes the proof of this lemma.

CLAIM 4. For any $\lambda$, we have

$$
\begin{aligned}
& \Phi_{n} \circ(F, G)(z, w) \\
& =\left(z, w_{1}+\sum_{\ell \geq \gamma_{1}+\cdots+\gamma_{\lambda-1}+2} g_{1 ; \ell}^{\prime}, \quad \sum_{\ell \geq \gamma_{1}+\cdots+\gamma_{\lambda-1}+2} g_{1 ; \ell}^{\prime \prime}, \ldots,\right. \\
& w_{\ell_{1}}+\sum_{\ell \geq \gamma_{1}+\cdots+\gamma_{\lambda-1}+2} g_{\ell_{1} ; \ell}^{\prime}, \sum_{\ell \geq \gamma_{1}+\cdots+\gamma_{\lambda-1}+2} g_{\ell_{1} ; \ell}^{\prime \prime}, \ldots, \\
& w_{\ell_{1}+1}+\sum_{\ell \geq \gamma_{2}+\cdots+\gamma_{\lambda-1}+2} g_{\ell_{1}+1 ; \ell}^{\prime}, \sum_{\ell \geq \gamma_{2}+\cdots+\gamma_{\lambda-1}+2} g_{\ell_{1}+1 ; \ell}^{\prime \prime}, \ldots, \\
& w_{\ell_{1}+\ell_{2}}+\sum_{\ell \geq \gamma_{2}+\cdots+\gamma_{\lambda-1}+2} g_{\ell_{1}+\ell_{2} ; \ell}^{\prime}, \sum_{\ell \geq \gamma_{2}+\cdots+\gamma_{\lambda-1}+2} g_{\ell_{1}+\ell_{2} ; \ell}^{\prime \prime}, \ldots, \\
& w_{\ell_{1}+\cdots+\ell_{\lambda-1}+1}+\sum_{\ell \geq 2} g_{\ell_{1}+\cdots+\ell_{\lambda-1}+1 ; \ell}^{\prime}, \sum_{\ell \geq 2} g_{\ell_{1}+\cdots+\ell_{\lambda-1}+1 ; \ell}^{\prime \prime}, \cdots, \\
& w_{\ell_{1}+\cdots+\ell_{\lambda}}+\sum_{\ell \geq 2} g_{\ell_{1}+\cdots+\ell_{\lambda} ; \ell}^{\prime}, \sum_{\ell \geq 2} g_{\ell_{1}+\cdots+\ell_{\lambda} ; \ell}^{\prime \prime},
\end{aligned}
$$

$$
\begin{equation*}
\left.G_{\ell_{1}+\cdots+\ell_{\lambda}+1}, \ldots, G_{\ell_{1}+\cdots+\ell_{p}}\right) \tag{128}
\end{equation*}
$$

Since we classify $(F, G)$ up to automorphisms, we sometimes use the notation $(F, G)$ instead of $\Phi_{n} \circ(F, G)$ in the proof. By Lemma 5.3, Claim 4 holds for $\lambda=2$. Assume that Claim 4 holds for $\lambda$. Assume that $\gamma_{\lambda} \neq 1$. Plug (128) into $\left\|\|w\|^{2 \alpha}=\right\| \mid G\| \|^{2 \alpha}$ and pick up the terms of total degree

$$
\begin{align*}
2 \alpha_{1}+ & 2\left(\gamma_{1}+\cdots+\gamma_{\lambda-1}\right)+2=\cdots=2 \alpha_{\ell_{1}}+2\left(\gamma_{1}+\cdots+\gamma_{\lambda-1}\right)+2 \\
& =2 \alpha_{\ell_{1}+1}+2\left(\gamma_{2}+\cdots+\gamma_{\lambda-1}\right)+2=\cdots=2 \alpha_{\ell_{1}+\ell_{2}}+2\left(\gamma_{2}+\cdots+\gamma_{\lambda-1}\right)+2 \\
& =\cdots=2 \alpha_{\ell_{1}+\cdots+\ell_{\lambda-1}+1}+2=\cdots=2 \alpha_{\ell_{1}+\cdots+\ell_{\lambda}}+2 \tag{129}
\end{align*}
$$

Then we get the following $\lambda$ relations:

$$
\begin{align*}
& \alpha_{1}\left\|w_{1}\right\|^{2\left(\alpha_{1}-1\right)}\left\{\left\|\hat{g}_{1 ; \gamma_{1}+\cdots+\gamma_{\lambda-1}+2}\right\|^{2}\right. \\
& \left.+<w_{1}, \hat{g}_{1 ; 2\left(\gamma_{1}+\cdots+\gamma_{\lambda-1}\right)+3}^{\prime}>+\overline{<w_{1}, \hat{g}_{1 ; 2\left(\gamma_{1}+\cdots+\gamma_{\lambda-1}\right)+3}^{\prime}>}\right\} \\
& +\alpha_{1}\left(\alpha_{1}-1\right)\left\|w_{1}\right\|^{2\left(\alpha_{1}-2\right)} \\
& \left\{<w_{1}, \hat{g}_{1 ; \gamma_{1}+\cdots+\gamma_{\lambda-1}+2}^{\prime}>+\overline{<w_{1}, \hat{g}_{1 ; \gamma_{1}+\cdots+\gamma_{\lambda-1}+2}^{\prime}>}\right\}^{2} \\
& +\ldots \\
& +\alpha_{\ell_{1}}\left\|w_{\ell_{1}}\right\|^{2\left(\alpha_{\ell_{1}}-1\right)}\left\{\left\|\hat{g}_{\ell_{1} ; \gamma_{1}+\cdots+\gamma_{\lambda-1}+2}\right\|^{2}\right. \\
& \left.+<w_{\ell_{1}}, \hat{g}_{\ell_{1} ; 2\left(\gamma_{1}+\cdots+\gamma_{\lambda-1}\right)+3}^{\prime}>+\overline{<w_{\ell_{1}}, \hat{g}_{\ell_{1} ; 2\left(\gamma_{1}+\cdots+\gamma_{\lambda-1}\right)+3}^{\prime}>}\right\} \\
& +\alpha_{\ell_{1}}\left(\alpha_{\ell_{1}}-1\right)\left\|w_{\ell_{1}}\right\|^{2\left(\alpha_{\ell_{1}}-2\right)} \\
& \left\{<w_{\ell_{1}}, \hat{g}_{\ell_{1} ; \gamma_{1}+\cdots+\gamma_{\lambda-1}+2}^{\prime}>+\overline{<w_{\ell_{1}}, \hat{g}_{\ell_{1} ; \gamma_{1}+\cdots+\gamma_{\lambda-1}+2}^{\prime}>}\right\}^{2}=0,  \tag{130}\\
& \vdots \\
& \alpha_{\ell_{1}+\cdots+\ell_{\lambda-1}+1}\left\|w_{\ell_{1}+\cdots+\ell_{\lambda-1}+1}\right\|^{2\left(\alpha_{\ell_{1}+\cdots+\ell_{\lambda-1}+1}-1\right)} \\
& \left\{\left\|\hat{g}_{\ell_{1}+\cdots+\ell_{\lambda-1}+1 ; 2}\right\|^{2}+<w_{\ell_{1}+\cdots+\ell_{\lambda-1}+1}, \hat{g}_{\ell_{1}+\cdots+\ell_{\lambda-1}+1 ; 3}^{\prime}>\right. \\
& \left.+\overline{<w_{\ell_{1}+\cdots+\ell_{\lambda-1}+1}, \hat{g}_{\ell_{1}+\cdots+\ell_{\lambda-1}+1 ; 3}^{\prime}>}\right\} \\
& +\alpha_{\ell_{1}+\cdots+\ell_{\lambda-1}+1}\left(\alpha_{\ell_{1}+\cdots+\ell_{\lambda-1}+1}-1\right)\left\|w_{\ell_{1}+\cdots+\ell_{\lambda-1}+1}\right\|^{2\left(\alpha_{\ell_{1}+\cdots+\ell_{\lambda-1}+1}-2\right)} \\
& \left\{<w_{\ell_{1}+\cdots+\ell_{\lambda-1}+1}, \hat{g}_{\ell_{1}+\cdots+\ell_{\lambda-1}+1 ; 2}^{\prime}>\right. \\
& \left.+\overline{<w_{\ell_{1}+\cdots+\ell_{\lambda-1}+1}, \hat{g}_{\ell_{1}+\cdots+\ell_{\lambda-1}+1 ; 2}^{\prime}>}\right\}^{2}
\end{align*}
$$

$$
\begin{align*}
& +\ldots \\
& +\alpha_{\ell_{1}+\cdots+\ell_{\lambda}}\left\|w_{\ell_{1}+\cdots+\ell_{\lambda}}\right\|^{2\left(\alpha_{\ell_{1}+\cdots+\ell_{\lambda}}-1\right)} \\
& \qquad\left\{\left\|\hat{g}_{\ell_{1}+\cdots+\ell_{\lambda} ; 2}\right\|^{2}+<w_{\ell_{1}+\cdots+\ell_{\lambda}}, \hat{g}_{\ell_{1}+\cdots+\ell_{\lambda} ; 3}^{\prime}>\right. \\
& \left.\quad+\overline{<w_{\ell_{1}+\cdots+\ell_{\lambda}}, \hat{g}_{\ell_{1}+\cdots+\ell_{\lambda} ; 3}^{\prime}>}\right\} \\
& \quad+\alpha_{\ell_{1}+\cdots+\ell_{\lambda}}\left(\alpha_{\ell_{1}+\cdots+\ell_{\lambda}}-1\right)\left\|w_{\ell_{1}+\cdots+\ell_{\lambda}}\right\|^{2\left(\alpha_{\ell_{1}+\cdots+\ell_{\lambda}}-2\right)} \\
& \quad\left\{<w_{\ell_{1}+\cdots+\ell_{\lambda}}, \hat{g}_{\ell_{1}+\cdots+\ell_{\lambda} ; 2}^{\prime}>+\overline{<w_{\ell_{1}+\cdots+\ell_{\lambda}}, \hat{g}_{\ell_{1}+\cdots+\ell_{\lambda} ; 2}^{\prime}>}\right\}^{2}=0 \tag{131}
\end{align*}
$$

These relations imply that

$$
\begin{align*}
& g_{1 ; \gamma_{1}+\cdots+\gamma_{\lambda-1}+2}=\cdots=g_{\ell_{1} ; \gamma_{1}+\cdots+\gamma_{\lambda-1}+2}=0  \tag{132}\\
& \quad \vdots  \tag{133}\\
& g_{\ell_{1}+\cdots+\ell_{\lambda-1}+1 ; 2}=\cdots=g_{\ell_{1}+\cdots+\ell_{\lambda} ; 2}=0
\end{align*}
$$

Plugging them into (128) and comparing the terms in the both sides of $\|\mid w\|\left\|^{2 \alpha}=\right\| G\left\|\|^{2 \alpha}\right.$ of total degrees from

$$
\begin{align*}
2 \alpha_{1}+ & 2\left(\gamma_{1}+\cdots+\gamma_{\lambda-1}\right)+4=\cdots=2 \alpha_{\ell_{1}}+2\left(\gamma_{1}+\cdots+\gamma_{\lambda-1}\right)+4 \\
& =2 \alpha_{\ell_{1}+1}+2\left(\gamma_{2}+\cdots+\gamma_{\lambda-1}\right)+4=\cdots=2 \alpha_{l \ell_{1}+\ell_{2}}+2\left(\gamma_{2}+\cdots+\gamma_{\lambda-1}\right)+4 \\
& =\cdots=2 \alpha_{\ell_{1}+\cdots+\ell_{\lambda-1}+1}+4=\cdots=2 \alpha_{\ell_{1}+\cdots+\ell_{\lambda}}+4 \tag{134}
\end{align*}
$$

to

$$
\begin{align*}
2 \alpha_{1}+ & 2\left(\gamma_{1}+\cdots+\gamma_{\lambda}\right)-2=\cdots=2 \alpha_{\ell_{1}}+2\left(\gamma_{1}+\cdots+\gamma_{\lambda}\right)-2 \\
& =2 \alpha_{\ell_{1}+1}+2\left(\gamma_{2}+\cdots+\gamma_{\lambda}\right)-2=\cdots=2 \alpha_{\ell_{1}+\ell_{2}}+2\left(\gamma_{2}+\cdots+\gamma_{\lambda}\right)-2 \\
& =\cdots=2 \alpha_{\ell_{1}+\cdots+\ell_{\lambda-1}+1}+2 \gamma_{\lambda}-2=\cdots=2 \alpha_{\ell_{1}+\cdots+\ell_{\lambda}}+2 \gamma_{\lambda}-2, \tag{135}
\end{align*}
$$

we obtain

$$
\begin{align*}
& g_{1 ; \gamma_{1}+\cdots+\gamma_{\lambda-1}+3}=\cdots=g_{1 ; \gamma_{1}+\cdots+\gamma_{\lambda}}=0  \tag{136}\\
& \quad \vdots  \tag{137}\\
& g_{\ell_{1} ; \gamma_{1}+\cdots+\gamma_{\lambda-1}+3}=\cdots=g_{\ell_{1} ; \gamma_{1}+\cdots+\gamma_{\lambda}}=0  \tag{138}\\
& \quad \vdots  \tag{139}\\
& g_{\ell_{1}+\cdots+\ell_{\lambda-1}+1 ; 3}=\cdots=g_{\ell_{1}+\cdots+\ell_{\lambda-1}+1 ; \gamma_{\lambda}}=0 \\
& \quad \vdots \\
& g_{\ell_{1}+\cdots+\ell_{\lambda} ; 3}=\cdots=g_{\ell_{1}+\cdots+\ell_{\lambda} ; \gamma_{\lambda}}=0
\end{align*}
$$

by the same argument as to get (132) and (133). Next pick up the terms of total degree

$$
\begin{align*}
2 \alpha_{1} & +2\left(\gamma_{1}+\cdots+\gamma_{\lambda}\right)=\cdots=2 \alpha_{\ell_{1}}+2\left(\gamma_{1}+\cdots+\gamma_{\lambda}\right) \\
& =2 \alpha_{\ell_{1}+1}+2\left(\gamma_{2}+\cdots+\gamma_{\lambda}\right)=\cdots=2 \alpha_{\ell_{1}+\ell_{2}}+2\left(\gamma_{2}+\cdots+\gamma_{\lambda}\right) \\
& =\cdots=2 \alpha_{\ell_{1}+\cdots+\ell_{\lambda-1}+1}+2 \gamma_{\lambda}=\cdots=2 \alpha_{\ell_{1}+\cdots+\ell_{\lambda}}+2 \gamma_{\lambda} \\
& =2 \alpha_{\ell_{1}+\cdots+\ell_{\lambda}+1}=\cdots=2 \alpha_{\ell_{1}+\cdots+\ell_{\lambda+1}} . \tag{140}
\end{align*}
$$

We get the analogous, but containing more terms, equation (121) and obtain

$$
\begin{align*}
& g_{1 ; \gamma_{1}+\cdots+\gamma_{\lambda}+1}=\cdots=g_{\ell_{1} ; \gamma_{1}+\cdots+\gamma_{\lambda}+1}=0  \tag{141}\\
& \quad \vdots  \tag{142}\\
& g_{\ell_{1}+\cdots+\ell_{\lambda-1}+1 ; \gamma_{\lambda}+1}=\cdots=g_{\ell_{1}+\cdots+\ell_{\lambda} ; \gamma_{\lambda}+1}=0
\end{align*}
$$

and a proper holomorphic mapping

$$
\begin{equation*}
\left(g_{j ; 1}^{1}, \ldots, g_{j ; 1}^{n_{j}}\right): B^{m_{j}} \rightarrow B^{n_{j}}, \quad j=\ell_{1}+\cdots+\ell_{\lambda}+1, \ldots, \ell_{1}+\cdots+\ell_{\lambda+1} \tag{143}
\end{equation*}
$$

for fixed $z$. By the same argument as in Lemma 5.3, the homogeneous polynomials of degree one in $G_{\ell_{1}+\cdots+\ell_{\lambda}+1}, \ldots, G_{\ell_{1}+\cdots+\ell_{\lambda+1}}$ are normalized to be

$$
\begin{align*}
& \left(g_{\ell_{1}+\cdots+\ell_{\lambda}+1 ; 1}^{\prime}, g_{\ell_{1}+\cdots+\ell_{\lambda}+1 ; 1}^{\prime \prime}\right)=\left(w_{\ell_{1}+\cdots+\ell_{\lambda}+1}, 0\right)  \tag{144}\\
& \quad \vdots  \tag{145}\\
& \left(g_{\ell_{1}+\cdots+\ell_{\lambda+1} ; 1}^{\prime}, g_{\ell_{1}+\cdots+\ell_{\lambda+1} ; 1}^{\prime \prime}\right)=\left(w_{\ell_{1}+\cdots+\ell_{\lambda+1}}, 0\right)
\end{align*}
$$

This means that (128) holds for $\lambda+1$.
In the case of $\gamma_{\lambda}=1$, we can proceed the same argument to get (141), (142) with $\gamma_{\lambda}=1$ and (144) and (145).

Taking $\lambda=p$, we complete the proof.
Lemma 5.5. All $g_{j ; l}^{\prime}$ and $g_{j ; l}^{\prime \prime}$ appearing in (127) vanish.
Proof. Among the degrees of $w_{1}, \ldots, w_{N}$ appearing on the left hand side of $\||w|\|^{2 \alpha}=\| \| G\| \|^{2 \alpha}$, the highest degree is $2 \alpha_{\ell_{1}+\cdots+\ell_{p-1}+1}=\cdots=2 \alpha_{\ell_{1}+\cdots+\ell_{p}}$. By picking up the terms of degree bigger than them from $\|\|G\|\|^{2 \alpha}$, we conclude the result.

Now we have proved that $g_{j ; \ell}=0$ for $\ell \geq 2$; thereby, completing the proof of the main theorem.
6. The mappings between generalized pseudoellipsoids and assumptions on dimensions
6.1. The mappings between generalized pseudoellipsoids. In this sub-section, we compare Kodama's result [7] with our result. According to the proof of the main theorem, any
proper holomorphic mapping

$$
\begin{equation*}
\left(\mathcal{F}, \mathcal{G}_{1}, \ldots, \mathcal{G}_{N}\right): E(m ;(m) ;(\alpha)) \rightarrow E(n ;(n) ;(\beta)) \tag{146}
\end{equation*}
$$

is equivalent to $\left(\widetilde{\mathcal{F}}, \widetilde{\mathcal{G}_{1}}, \ldots, \widetilde{\mathcal{G}}_{N}\right)$ of the form

$$
\begin{equation*}
\widetilde{\mathcal{F}}\left(z, w_{1}, \ldots, w_{N}\right)=z, \quad \widetilde{\mathcal{G}}_{j}\left(z, w_{1}, \ldots, w_{N}\right)=\left(w_{\sigma(j)}, 0\right), \quad 1 \leq j \leq N \tag{147}
\end{equation*}
$$

via the transformations $\Psi_{1}, \Psi_{2}$ (see (3)) and the following:

$$
\begin{align*}
& \phi_{a}:(\tilde{z}, \tilde{w}) \mapsto(\tilde{z}+a, \tilde{w}),  \tag{148}\\
& \phi_{\tilde{U}}:(\tilde{z}, \tilde{w}) \mapsto\left(\tilde{z}, \tilde{U}_{1} \tilde{w}_{1}, \ldots, \tilde{U}_{N} \tilde{w}_{N}\right),  \tag{149}\\
& \phi_{A}:(\tilde{z}, \tilde{w}) \mapsto\left(A \tilde{z}, A^{\frac{1}{2 \alpha_{1}}} \tilde{w}_{1}, \ldots, A^{\frac{1}{2 \alpha_{N}}} \tilde{w}_{N}\right),  \tag{150}\\
& \phi_{\sigma}:(\tilde{z}, \tilde{w}) \mapsto\left(\tilde{z}, \tilde{w}_{\sigma(1)}, \ldots, \tilde{w}_{\sigma(N)}\right), \tag{151}
\end{align*}
$$

for $a, A \in \mathbf{R}, \widetilde{U}_{1}, \ldots, \widetilde{U}_{N}$ being unitary and $\sigma$ being a permutation of $\{1, \ldots, N\}$. Therefore $\left(\mathcal{F}, \mathcal{G}_{1}, \ldots, \mathcal{G}_{N}\right)$ is a composite mapping of these mappings.

$$
\begin{align*}
&\left(\mathcal{F}, \mathcal{G}_{1}, \ldots, \mathcal{G}_{N}\right) \\
&= \Psi_{2} \circ \phi_{\sigma} \circ \phi_{A} \circ \phi_{\widetilde{U}} \circ \phi_{a} \circ\left(z, w_{1}, 0, w_{2}, 0, \ldots, w_{N}, 0\right) \circ \Psi_{1}^{-1}(z, w) \\
&=\left(\frac{z(i+A i-a A)+(i-A i-a A)}{z(i-A i+a A)+(i+A i+a A)}\right. \\
&\left(\frac{-4 A}{\{z(i-A i+a A)+(i+A i+a A)\}^{2}}\right)^{\frac{1}{2 \alpha_{\sigma(1)}}} \widetilde{U}_{\sigma(1)}\left(w_{\sigma(1)}, 0\right), \ldots, \\
&\left.\left(\frac{-4 A}{\{z(i-A i+a A)+(i+A i+a A)\}^{2}}\right)^{\frac{1}{2 \alpha_{\sigma(N)}}} \widetilde{U}_{\sigma(N)}\left(w_{\sigma(N)}, 0\right)\right) \tag{152}
\end{align*}
$$

Put

$$
\begin{equation*}
c=-\frac{-i+A i+a A}{-i-A i+a A}, \quad e^{i \theta}=\frac{-i-A i+a A}{i+A i+a A}, \quad U_{j}=\exp \left(i \frac{\theta-\pi}{2 \alpha_{j}}\right) \tilde{U}_{j} \tag{153}
\end{equation*}
$$

then, by calculation, the mapping (152) is re-written as

$$
\begin{align*}
\left(\mathcal{F}, \mathcal{G}_{1}, \ldots, \mathcal{G}_{N}\right)=\left(e^{i \theta} \frac{z-c}{\bar{c} z-1},\right. & \left\{\frac{1-|c|^{2}}{(1-\bar{c} z)^{2}}\right\}^{\frac{1}{2 \alpha_{\sigma(1)}}} U_{\sigma(1)}\left(w_{\sigma(1)}, 0\right), \ldots, \\
& \left.\left\{\frac{1-|c|^{2}}{(1-\bar{c} z)^{2}}\right\}^{\frac{1}{2 \alpha_{\sigma(N)}}} U_{\sigma(N)}\left(w_{\sigma(N)}, 0\right)\right) . \tag{154}
\end{align*}
$$

From this expression, we conclude that if $m_{\sigma(j)}=n_{j}$ and a proper holomorphic mapping

$$
\begin{equation*}
\left(\mathcal{F}, \mathcal{G}_{1}, \ldots, \mathcal{G}_{N}\right): E(m ;(m) ;(\alpha)) \rightarrow E(n ;(n) ;(\beta)) \tag{155}
\end{equation*}
$$

exists, then the equality $\alpha_{\sigma(j)}=\beta_{j}$ holds and any such mapping is a biholomorphic mapping. That is, any proper self mapping of $E(m ;(m) ;(\alpha))$ is a holomorphic automorphism.
A. Kodama [7] obtained the holomorphic automorphism group of a generalized complex ellipsoid

$$
\begin{align*}
& E\left(n_{0}, \ldots, n_{K} ; p_{0}, \ldots, p_{K}\right) \\
& \quad=\left\{\left(z_{0}, \ldots, z_{K}\right) \in \mathbf{C}^{n_{0}} \times \cdots \times \mathbf{C}^{n_{K}} ; \sum_{k=0}^{K}\left\|z_{k}\right\|^{2 p_{k}}<1\right\}, \tag{156}
\end{align*}
$$

where $n_{0}, \ldots, n_{K}$ are positive integers and $p_{0}, \ldots, p_{K}$ are positive real numbers. Let $n_{0}+$ $\cdots+n_{K}=N$. The special case of Kodama's domain $E\left(1, n_{1}, \ldots, n_{K} ; 1, p_{1}, \ldots, p_{K}\right)$ for positive integers $p_{1}, \ldots, p_{K}$ coincides with our domain $E\left(N ; n_{1}, \ldots, n_{K} ; p_{1}, \ldots, p_{K}\right)$ and, in this setting, our mapping (154) with $m_{\sigma(j)}=n_{j}$ coincides with the Kodama's result [7].
6.2. Assumptions on dimensions. In this sub-section, we discuss about the assumptions on dimensions. About the inequality $m_{\sigma(j)} \leq n_{j}<2 m_{\sigma(j)}-1$ in (2) of the main theorem, we used it to get $M=1, a_{3}=0$ and non-existence of $q_{0}$ in Lemma 4.2. The key of the argument is to prove the injectivity of $\Phi_{M}$ in (75). Therefore if we know that any proper homogeneous holomorphic mapping $f: B^{m} \rightarrow B^{n}$ for any $m, n$ with $m<n$ is injective, our argument may work. This leads to the conjecture.

CONJECTURE 6.1. Let $m$ and $n$ be integers with $2<m<n$. If any proper homogeneous holomorphic mapping $f: B^{m} \rightarrow B^{n}$ is injective, then the conclusion (2) of the main theorem holds without the assumption $m_{\sigma(j)} \leq n_{j}<2 m_{\sigma(j)}-1$.

This conjecture excludes the case $m=2$ and $n=3$. In the main theorem, we assume that $m_{j}>2$ and $n_{j}>3$ for all $j$. As stated in the introduction, any proper holomorphic mapping between balls of dimensions two and three which is twice differentiable up to the boundary is equivalent to one of the following four mappings:

$$
\begin{equation*}
(z, w) \mapsto(z, w, 0), \quad\left(z^{2}, \sqrt{2} z w, w^{2}\right), \quad\left(z, z w, w^{2}\right), \quad\left(z^{3}, \sqrt{3} z w, w^{3}\right) \tag{157}
\end{equation*}
$$

Note that while the first two mappings satisfy

$$
\begin{equation*}
\|(z, w, 0)\|^{2}=\|(z, w)\|^{2}, \quad\left\|\left(z^{2}, \sqrt{2} z w, w^{2}\right)\right\|^{2}=\|(z, w)\|^{4} \tag{158}
\end{equation*}
$$

the last two mappings do not, namely, there do not exist positive integers $\alpha$ and $\beta$ such that

$$
\begin{equation*}
\left\|\left(z, z w, w^{2}\right)\right\|^{2}=\|(z, w)\|^{2 \alpha}, \quad\left\|\left(z^{3}, \sqrt{3} z w, w^{3}\right)\right\|^{2}=\|(z, w)\|^{2 \beta} . \tag{159}
\end{equation*}
$$

Therefore we have the conjecture.
Conjecture 6.2. In the main theorem, if there exist $j$ such that $n_{j}=3$ and $m_{\sigma(j)}=$ 2 , say, $j=1, \ldots, j_{0}$, then $\mathcal{G}_{1}, \ldots, \mathcal{G}_{j_{0}}$ are equivalent to one of two:

$$
\begin{equation*}
\left(w_{j}^{1}, w_{j}^{2}, 0\right), \quad\left(\left(w_{j}^{1}\right)^{2}, \sqrt{2} w_{j}^{1} w_{j}^{2},\left(w_{j}^{2}\right)^{2}\right) \tag{160}
\end{equation*}
$$

If $\mathcal{G}_{j}$ is equivalent to the former, then $\alpha_{\sigma(j)}=\beta_{j}$, and equivalent to the later, then $\alpha_{\sigma(j)}=$ $2 \beta_{j}$.
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