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1. Introduction.

Let X;; (j=1,2, - -+, n;) be mutually independent random variables distributed
according to N(0, 6?) (i=1, - - -, k), where 6 and {67}, are unknown parameters. We
consider an unbiased estimator of 8 defined by

(1.D ék={ 3 cna-zXHZ cni6; }_1,
i=1

where X;=) "L X,;/m;, 7= (X;;—X)*/(m—1) (i=1, - -, k) and {c;}k., is a se-
quence of positive constants.

For k>3 and n;>6 (i=1, -, k), Shinozaki (1978) proved that V[f,]<
min, _; ., V[X;] holds if and only if c,c, ' <2(n,— 1)(n,—5)(n,+ 1)~ '(n,— 1)~ ' for any
p#q. For example, if we choose ¢;=(n;,—5)(n;—1)"! (i=1, - - -, k), this condition is
equivalent to n,>11 (i=1, - - -, k). It follows from this that the combined estimator 8,
is preferable to each X; when ¢;=(n;—5)(n;,—1)"! and n;>11 (i=1, - -, k).

Now we consider the accuracy of 8, when n,>6 (i=1, - - -, k). Though we would
like to evaluate the variance of 8,, it seems to be difficult to obtain its exact expression.
When k— + co, however, Takeuchi (1994) indicated that the ratio of V[8,] to the
Cramér-Rao lower bound m~*{Y¥__ o;72} ~! is greater than or equal to (m —3)(m—5) ~*
when n;=m>6 (i=1, - -+, k).

In this paper, the limiting variance of f,-type estimator is obtained. The lists of
notations and conditions are given in Section 2.1. In Section 2.2, the asymptotic
properties of V'[8,] are described. Theorem 2.1 asserts that the ratio of V[6,] to the
Cramér-Rao lower bound satisfies some limit relation. Theorem 2.2 ensures the existence
of the limiting variance of 8, and Theorem 2.3 gives the optimal estimator in the sense
that it attains the minimum of the limiting variance in some class of estimators. In
Section 2.3, three auxiliary lemmas are proved. The proofs of Theorem 2.1-Theorem
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2.3 are carried out in Section 2.4. In Section 3, the results of Section 2.2 are applied to
the feasible weighted least squares estimator which is given by putting ¢;=1(i=1, - - -, k)
in (1.1).

2. Some asymptotic properties of §,.

2.1. Notations and conditions. We use the following notations and conditions.

NOTATIONS.
dy=TI""(I/2) (where I'( ) denotes the gamma function and /> 0),
o;=(m—5) 71 (m—=3)"Y, Bi=c; ’n; (m;—1)" %6}, ;= ciny(n;—1),
Q= Zf: 107 %, b =271+ Bia) T2, e =(m—5)(n—1)"1,
Bi=m;—5)(n;—3) " 'm0, 2,
{67 2P}, (p=1, 2): a sequence of independent random variables defined by

&_2,,_{(&?)"’ if 62>0,
' 1 if 62=0

O ={Y i crmb 2 XY ernig 2yt B = {3 h  no 2 XYk ma 2y,

{Y;}¥-1: a sequence of independent inverse chi-square random variables with n,— 1
degrees of freedom defined by Y;=(n;,—1) 1626, 2,

{Z;}-: a sequence of independent random variables defined by Z;=8; '(Y? —«,),

{Wiijken: a sequence of random variables defined by W,,=a;'Y ¥  cPna2é;*
=al:l :‘=1 ﬂi—IYi2 >

{Wai}ien: a sequence of random variables defined by W,,={a; ! Y 5_, ;n,6;2}2,

E[ -], V[ - ]: the expectation and the variance with respect to the product probability
measure when 0 and {¢?};.y are given,

Au=EWyl=a."’ ’,-‘= L (ci/c®)?Bi=a; Zf: 1 4B 4

Ay ={E[W}*1} > ={a; ' Zf= y (ci/c®)B;}?,

—2 . convergence in probability.

REMARK 1. By the definition of {6; 2P}¥_, (p=1, 2), the random variables related
to them are well-defined for any value of X;; (j=1,2, --,m;;i=1,---, k). Since
i.‘= . {62 =0} is the set of Lebesgue measure zero for all k€ N, essentially we regard
{6 2P}_ as {(6») P}, (p=1, 2) from now on.
CONDITIONS.

(Bdd) There exist positive constants 7y, c;, 62 and a2 such that
p L 7
6<nm<ny, ¢, <¢;<1 and of<o?<c¢f forallie{l, -- k}.

(C.1) m=6(i=1,- - k).

(C.2) There exists a positive constant ¢; such that
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cp<¢<l1 forall ie{l, --,k}.
(C3) ag,— + (as k- +0).

k
(C4) Y dys b5 V2=0(1) (ask— +0).

i=1

(C.5) Z {o? L > 10)(1) + 1 in = 0)(m;) - log bt + 16 << 8)(7:) * b2 B2 =o(a?)
(as k - + o0).

(C.6) max B '=o(ay) (as k = + o0).

1<i<k

(C.7) Thereexista (>1),p(>1)and g (>1) such that

dap< min (n;—1), p '+q '*=1 and

1<i<k

. 1/p _ _y 1/q
Sup[k ‘a {z ﬂl n,—l ni— 1 4ap} {Z Yi 2aqo.4aqd —ldni—1+4aq} :|< + 0.

keN 1
ReMARK 2. The condition (Bdd) implies (C.1)—-(C.7).

ReMARK 3. The conditions (C.1)—(C.7) don’t necessarily require the boundedness
of {6?};cn. For example, we consider the simple case n,=m>6 and ¢;=1 (i=1, - -, k).
Let 6 (>0), « (>1) and p (>1) be constants such that §<1 and ap<(m—1)/4. And
we put 62 =i% (i=1, - - -, k). Then (C.3)—(C.6) are satisfied. And moreover, if § <(ap)~?,
(C.7) is satisfied.

2.2. Main theorems.
THEOREM 2.1. Assume that (C.1)~(C.6) hold. Then
.1 lim inf {q, V[0,] — 4,45} =0.

k— + oo

REMARK 4. Since we can regard a,V[0,] as the ratio of V[6,] to the Cramér-Rao
lower bound a; !, we know that the assertion of Theorem 2.1 is analogous to the one
indicated by Takeuchi (1994).

THEOREM 2.2. Assume that (C.1)~(C.7) hold. Then
2.2) VIb 1=a; 4,45  +o(a;’)  (as k— +00).

ReEMARK 5. In the relation (2.2), a, '4,,45,' represents the limiting variance of
0, as k— + 0.

THEOREM 2.3. Assume that the condition (Bdd) holds. Then the limit relation (2.2)
holds and
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(2.3) a ' Andyt 2 {X 1 B}
In (2.3), the equality holds if and only if ¢, /c}¥= - - - =c,/c¥. In this case, (2.2) is written as
(2.4) VIOXI={}i_ B} '+o(a!) (ask— +).

REMARK 6. Under the condition (Bdd), we can consider the class of estimators
{0,} generated by {c;}¥= 1. From Theorem 2.3 we know that ;* is asymptotically optimal
in the sense that it attains the minimum of the limiting variance in the class {6, } above.

REMARK 7. As a by-product of Theorem 2.3, under the condition (Bdd) we can
show

lim inf {V[8,]— V[6*]}>0.

k— + o0
In fact, from (2.2), (2.3) and (2.4) we obtain

lim inf { V[6,]— V[6]}

k—+

>lim inf {V[8,]—a; "4, A5} +lim inf [a ' 4,450 — {T*_, B}~ ]
k— + o

k= + o0

+lim inf[{Y*_ B} 1= V[6]

k= + oo

=lim inf[a; '4,,45' — {3 *_ B}~ 1]1>0.

k—+ 0

2.3. Auxiliary lemmas. To prove the theorems, we make use of the following
lemmas.

LEMMA 2.4.  Under the condition (C.1), A, A3} attains its minimum with respect
to (cy, "+, ¢) if and only if

erfet=""=afer.
PROOF. Putting f((c,, ‘-, ) =a; "4, A3, we regard a; '4,,43,! as a function
of (¢y, - * *, ¢). Then, by using the Schwarz inequality, we have
k 2 k 2
i=1 (¢i/c*)"B; i=1 (€i/c*)*B;
f((cla..',ck))= Z 1 = !

{Zf= L (ci/c)Bi}? {Zf= L (ci/c*)*B;} Zf: 1 Bi
={Xi- B} =S, L)
The equality holds if and only if ¢,/cf= - =¢,/c¥*. O
LEMMA 2.5. Assume that (C.1)~(C.6) hold. Then
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Wlk"—Alk—p—’O (ask'—) +OO).

Proor. Let € (<1) be an arbitrary fixed positive number. By (C.6), there exists
a positive integer k, such that

(2.5) min f,a,>4e"4 for all k=>k,.

1<i<k

In the following, we assume k >k, and note that this assumption ensures b ' >4.
Now, to prove the lemma, noting (C.3) is satisfied, we verify that the following
conditions are satisfied [see Petrov (1995), page 131]:

(P.1) }k: P(Zj|za)=o0(1) (ask—> +o0),
i=1 '

k

®2) Y { f zzdF,-(z)—< f zdF,-(z))z}:o(akz) (as k — + ),
lz| <ap |z| <ax

i=1
(P.3) _f zdF(2)=0(a) (ask— +o0),

i=1J|z|<ak

where F; denotes the distribution of Z;. In practice, we follow the next steps:
Step 1. we show that (P.1) is satisfied under (C.1), (C.4) and (C.6).
Step 2. we show that (P.2) is satisfied under (C.1), (C.5) and (C.6).
Step 3. we show that (P.3) is satisfied under (C.1), (C.2) and (C.6).
Step 1. For any ¢>0, we can show that

ool 1 (ni—1)/12+1 1
@6  P(¥zo-= f 2d,_, (__) exp(——)dy
c 2y 2y

1/2¢ 1/2¢
=dn,-—1 x(ni~1)/2—16.—xdxsdni_1 x®M—D/2-1

0 0

=2(m—1)"'d, _(2c) "~ V2=q  (2c)" "~ V/2
Therefore, from (2.5) and (2.6), we see for all ie {1, - - -, k} that
P(Z|za)=P( Y} ~o|=B;a)
=P(Y? 2o+ fia)) + P(Y? <o;— Biay)
=P(Y?=o;+ Bia)=P(Y;=2"'b;;})
<dp i1t (2270 VR=4, b2

and accordingly we have

f P(Z;|za)=0(1) (as k - +00).
i=1
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Step 2. First of all, we show

]

(27) j szFi(z)<ﬁi_2{ai2+16_ldm—1J‘ x(ni—.ll)/ze—xdx} .
Jz] <ay

bik
f 22dF(2)
Iz| <ax
=j 2%+ 2d, 1 Bi{27 o+ Biz) T2 I exp{ =27 (@ + Biz) TP Hs —p- a2z
Iz| <ax »
=2d, _ lﬂiJak 22{27 Yo+ Piz) " V2}m+ 2 expl — 2~ (o, + B,2) 12} dz
=Bt
= ni_lﬁi—me (4-lx—Z_ai)zx(m—S)/ze—xdx
bik

©
= ni—lﬁi_zf (16'1x("‘_“”2—2—laix‘”‘—”/z+ozi2x(""”’2_1)e_"dx
b i

e ]

<d,,'._1ﬁ,-‘2{a,-2f xMmim 2= 1g=xgx 4 16_1-‘~

b."k bi,k

x(n,-— 1 1)/Ze_de}

<dni_1ﬁi"2{ai2d,,'i_ll+ 16'1J~

bi,xk

x(m— 1 1)/2e—xdx}

s o}

=Bi—2{ai2+ 16~ ldn;—lf

x(”"_“)/ze_"dx} )
bi,x

Next we verify the following inequality:
w 1o if m>10,
(2.8) J x®—1D2p=xqx < { exp(—b; ) log(1+ 5.1 if n;=9,
Bix 209—n) b2 exp(—b;,)  if 6<n;<8.
For n;>10, we have
J‘w x"""“”ze"‘dxsj~°O xM=ID2e=xgdx=g-1,
b,k 0

For n;=9, noting that
logx <log(b;,+ 1)+ (b;,+1)"'x—1 forall x>0,

we obtain

[o¢]

J x"le *dx=exp(—b;,)logb; ! +J e *log xdx

b,k bi,k
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<exp(—b;)logh; ! + J e *{log(b; + 1)+ (b + 1) 'x—1}dx

bi ik
=exp(—b;;) logb; ! +exp(—b;,)log(b;,+1)
=exp(—b; ;) log(1 + bi—.—kl) .
For 6 <n;<8, we have
J xM1ID/2 =Xy < exp(— bi ) j xMTIN20x =29 —n;)~ lbi(f',j =92 exp( —b;y) -
bix bi,x

The following is the immediate consequence of (2.7) and (2.8), where M, M, and
M are positive constants independent of ie {1, - - -, k}:

Ml'aizﬁi—z if nl'ZlO,
f z%dF;(2) <{ M, B *logh it if n,=9,
Jz| <ax M,- ﬁi—zbi('nk.-—g)/z if 6<n,<8.

Thus we know that (P.2) is satisfied.
Step 3. First of all, we show

(2.9) < <e.

e o]
J xR le~Xdx g1,

bik

[e o]
f xmi= 2= le=Xdx —d -1
bi,k

By (2.5), we have b, <&?/4<1. Hence we obtain

0
xm—D2-1=xgy . 41

n;i—1
bi,k

bi,x bii
= f xM=D2=1e=Xdx <b2 f x®i=2 ==X gy

] V]

<

[o0)
f xWi=2=emxgdx _d -1

ni

bi,x
=J x(ni—S)/Z—le—xdx

bi,k 0

bi,x
SJ X2 g =2(m—5) T bl T2 <2b? <e
[o]

Now, in the same way as (2.7), we have

J ZdFi(z)—_-dni—lﬂi_lj (4—lx—z_ai)x(m—l)/z—le—xdx
|z| <ax bi,k

o0 o0
— m_lﬁi—1{4—1f x(""s)/zﬁle_"dx—aij‘ x(n,~—1)/2—1e—xdx}_

bi,x by x

From this and (2.9), we obtain

drl-,:llﬁi ZdFi(Z)<4_1(d;15+£)—“i(dn_.-11“8)

|z| <a
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=4"‘{I’(niz—s)+s—1"(ni;5)+4oc,-e}=4‘1(1+4oc,-)s

d;llﬁlJ‘ ZdFi(Z)> _4—1(1+4“,~)8,
Izl <ax

and

and accordingly we have
k
aty. j zdFi(2)
i 1z| <ax

=1
k
=e+a; ' Y (1+4a) dy,_s o(m—1)2-c?mo 2 <eM,-a; ' - a,=eM,
i=1

k

<a; ' ) 47'(1+40)d, i e

i=1

where M, is a positive constant independent of ie {1, - - -, k}. Thus we know that (P.3)
is satisfied and we have just completed the proof. [

LemMmA 2.6.  Assume that (C.1), (C.2), (C.5) and (C.6) hold. Then

W2k—A2k—p—PO (aSk—’ +W).

PrOOF. Let ¢ and k, be the same as in the proof of Lemma 2.5. And we assume
k =k, in the following.*
Now, by using the Chebyshev inequality, we have
>s}

PUWLE a3 = |

k k
a; ! .Zl vioi *Yi—a; ! _Zl %07 *(n;—3)71

k k
se‘zV[“k"‘ ) via:”’e]=""2a;2 2 vioi *VIYi]
i=1 i=1

k k
=28_2al:2 Z Yizo'i-4(ni_3)_2(ni_5)—lSE_ZMS ‘a; ? Z alpi?
i=1 i=1

k
<& ’Ms-a;* _Z,l {0,z 10y + T = (1) - 108 b + Ty <, < 5(m) = B3 ™2V} B2

=o0(1) (as k - +0),
where M is a positive constant independent of ie{l, ---,k}. Hence we obtain
W3i*—A3/*—£L-0 (as k—+o0). From this, noting that (C.1) and (C.2) ensure
A32=0(Q1) (as k— + ), we can conclude that Wz,‘—-Az,,L»O (ask—+o0). O

24. Proofs of the main theorems. Before proceeding to the proofs we show

(2.10) V[ék] =E[{ i Cizniaiza'i_4}{ i cin,-a'i_z}—z] .
i=1 i=1
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Using the Schwarz inequality, we have

k

ET| 9k|2]<E[{i “ZYz}—l > vioi Y E[X?| Yy, -, Yk]:l
i=1

b

By using the Holder inequality, we can verify the finiteness of E[|8, |?]. In fact

k -1 k k k
E[{ Z 7i°'i_2Yz} Z vin —1Y:|<k ZE[{ Z Yi—la'izYi-l} Z yini_lyi:l
i=1 i= i=1 i=1
k a1} 1/a k b 1) 1/b
ff{ o ) H{ ]
i=1 i=1
k 1/a k 1/b
ciorfeien § e {of e § o
i=1 i=1
/a k 1/b
= 1{ i_aaizad d——l+2a} {Z 'Yib”i—bdn,—ldn_,-ix—zb} <+,
where a>1, a”

(2.11)
Noting that

IA

1
'+b67'=1and 0<2b<min, _; , (n;,—

ACAE V[E[9k| Yy, -, Yk]]+E[V[9k| Y, -, Y]l

k-

1). Hence we have

. k -1 % _
E[9k| Y, -, Yk]={ Z Yio'i_zyi} Z Viai—ZYi‘E[Xil Y, -, Y, 1=0
=1

and
V[ékl Yl, Yk]=E[|9k|2| Y1, T, Yk]_02

2 k
{Z?l g; K} {Z yizai_4},i2'E['Z|2|Y1’ Tt Yk]
i=1
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+ Z ?i?lai_zal_zyi YI°E[/‘_’i| Yy, -, Yl 'E[Yll Y, -, Yk]}_oz

={,~

-2
)’iai_zyi} {
1 i

(2.11) is rewritten as
. k -2 k
V[ek:I:E[{ Z 07’ Yz} { Z yizni—lai_z}’iz}:l
i=1 i=1
k k
)

-2
=E [{ cin;ole; 4}{ c;n;6; 2} :I .
i=1 i=1

REMARK 8. In the following proofs of the theorems, we make use of (2.10) in the
form V[ék] =a, 'E[Wy W'l

PrOOF OF THEOREM 2.1. We note that (C.1) and (C.2) ensure 4,45, =0(1) (as
k— + o0) and A4,,>c?>0. Therefore, by Lemma 2.5 and Lemma 2.6, we have

M=
=

')’izo'i_4Yi2(ni_1°'iz+92)+z YiYoi 2o; XY, Yl,ez}_gz

i#l

M=
M= 'I_I.Ma-

2. -1, _-2y2
Yin; 0; Yi}’

[
-

(2.12) W, Wal—Audzt 250  (as k— + o).

We can show (2.1) as follows.

Let W,=W, W;! and 4,=A4,A43 . Since 4, is bounded upwards, there exists a
positive constant L such that sup,y 4, < L. Now, let W{" be a random variable defined
by

W(L)={Wk if W,<L,
, L if wW,>L.

Since W — 4, —2 0 (as k— + o) by (2.12) and | W{¥ — 4, | <2L by the definition of
WP, we have

(2.13) E[WP—-4]1-0 (as k > +0).
From (2.10) and (2.13), we obtain

lim inf {@, V[8,] — 4.} =lim inf {E[W,] — 4, }
k— + k— + o
>lim inf E[ W, — W]+ lim inf EfW®P — 4,]
k

k— + -+

=lim inf E[W,— W] >0. O

k— +
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PrOOF OF THEOREM 2.2. Let W, 4, and L be the same as in the proof of Theorem
2.1. We know that (C.7) guarantees the uniform integrability of { W, — 4}, as follows.

Let a, p and g be the positive numbers such that a>1, p>1, 4ap <min, _; ., (n;—1)
and p~'+¢~!'=1. Then, by using the Holder inequality, we have

acernwr—e] { 5w § o) ]
sk-“E[{iiﬂi“Y?HZ” 20 }]
s lel{ e e E{i o)

1/q
k 4a{kap Z asz[YZap]} kZaq 1 Z yi—Zaqa?aqE[}fi—Zaq]}

i=1
k- {
1/q
x{kz“‘l 1 Z'yl 224 . gAeq . ) 20q . *dy 1" d——1+4aq}

k 1/p
-1
Z ﬂ m 1—4ap
1:
k 1/q
-2 4 -1
Z . * 0 M. dn -1 dn.- —1+4aq .

From this and (C.7), we have sup,.y E[| W, |*] < 4+ 0. Hence we obtain

IIM::- u

1/p
—ap . 2—21p d d': 1 —dap

sup E[| W, —A,|"]<2 {SUP E[| Wy |*]1+sup| 4, I“}
keN keN keN

sz{supE[I W, |“]+L“}< + o0,
keN

and accordingly we know that { W, — 4, },.n is uniformly integrable.
Now that we have (2.12) and the uniform integrability of {W,—A4,},.n, We can
conclude that a, V[0, ]— A4, = E[W,—A4,]-0 (as k— +o0). [

PROOF OF THEOREM 2.3. By Remark 2 and Theorem 2.2, we obtain (2.2). The
inequality (2.3) and the necessary and sufficient condition for a; '4,,45,' = ={ Z: B!
are immediate consequences of Lemma 2.4. Hence we have only to verify (2.4). By the
definition of ¢*, we have 1/5<c¢*<1 (i=1, - - -, k). From this, we know that the choice
¢;=c¢* (i=1,---,k) does not break the present assumption concerning {e; 3k,
Consequently we obtain the limiting variance of 6 and the limit relation (2.4). [
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3. The application to the feasible weighted least squares estimator.

Let f((cy, - -, c,)) be the same as in the proof of Lemma 2.4. And we put 4;=
a.f((1, - - -, 1)). We now obtain the following corollaries of Theorem 2.1-Theorem 2.3.

COROLLARY 3.1. Assume that (C.1) and (C.3) hold and that (C.4)~«C.6) hold for
¢=1(@=1, - -,k). Then

lim inf {q, V[6{]— A5} =0 .

k— + oo

COROLLARY 3.2. Assume that (C.1) and (C.3) hold and that (C.4)«(C.7) hold for
¢;=1(@=1, -, k). Then

3.1 V[0 )=a; 'Af+o(a; ')  (ask— +00).

COROLLARY 3.3. Assume that (Bdd) holds except the condition concerning {c;}%_ .
Then (2.4) and (3.1) hold and

(3.2) a 4= {35 B} .
In (3.2), the equality holds if and only if ny= - - =n,.
REMARK 9. When n; = - - - =n,, O} reduces to 0. Therefore, in this case 5 is not

asymptotically improved by f,-type estimator.

REMARK 10. Let m;=m>6 and ¢;=1 (i=1, - - -, k). And assume that (C.3)H(C.6)
hold. Then it follows from Theorem 2.1 that

(3.3) lim inf {q, V[05] — (m—3)(m—5)"'}>0.

k—+
If (C.7) is also satisfied, it follows from Theorem 2.2 that
3.9 V[0 =a; ‘(m—3)m—5)""+o(a; ') (ask— +0).

From (3.3) (or (3.4)), 6 seems to be asymptotically improved. In fact, if the
condition (Bdd) is satisfied and ¢Z/of <(m—3)/(m—5), we have

lim sup V[)? d a/ot
k-+w VIO~ (m—3)/(m—5)

where X, denotes the grand mean ) ;_, Xi/k.

<1,
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