
TOKYO J. MATH.
VOL. 31, NO. 1, 2008

Latent Quaternionic Geometry

Andrea GAMBIOLI

University of Roma “La Sapienza”

(Communicated by M. Guest)

Abstract. We discuss the interaction between the geometry of a quaternion-Kähler manifoldM and that of the
Grassmannian G3(g) of oriented 3-dimensional subspaces of a compact Lie algebra g. This interplay is described
mainly through the moment mapping induced by the action of a group G of quaternionic isometries on M. We
give an alternative expression for the imaginary quaternionic endomorphisms I, J, K in terms of the structure of
the Grassmannian’s tangent space. This relies on a correspondence between the solutions of respective twistor-type
equations on M and G3(g).

1. Introduction

This paper is concerned with the action of groups on quaternion-Kähler manifolds, and
the geometry arising from associated moment mappings.

Let G be a compact Lie group acting by isometries on a quaternion-Kähler manifold
M , with parallel 4-form Ω . In this case, we may assume that each element A in the Lie

algebra g ofG generates a Killing vector field Ã such that LÃΩ = 0. A fundamental result of
Galicki–Lawson [14] implies that there is a section µA of the standard rank 3 vector bundle

over M (whose complexification is often written S2H and can be identified with a subbundle
of 2-forms) that satisfies the equation

dµA = i(Ã)Ω . (1)

Letting A range over g gives rise to a section µ ∈ Γ (M, S2H ⊗ g∗) that is a close counter-
part of the moment mappings induced on symplectic manifolds associated to M (such as the
twistor space and hyperkähler cone).

For certain purposes, it is more natural to encode µ into a mapping whose target is a
fixed manifold, rather than a section of a bundle. We therefore consider the associated G-
equivariant mapping

Ψ : M0 �� G3(g) ,

where M0 is the subset of M on which µ has rank 3, and G3(g) is the Grassmannian of
oriented 3-dimensional subspaces of g. The morphism Ψ was introduced by Swann ([27],
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[28]) to study the unstable manifolds for the gradient flow of the natural functional ψ on this
type of Grassmannian. However, little was known about the way in which Ψ embeds the
quaternionic structure of M into the distinctive 3-Grassmannian geometry.

The quaternionic structure of M is governed by orthonormal triples of almost complex

structures I1 = I , I2 = J , I3 =K that are local sections of S2H . The complexified tangent
space can be represented in the form

TxM ∼= H ⊗E , (2)

in which I1, I2, I3 act on the standard representation H ∼= C2 of Sp(1). By contrast, the
tangent space to the Grassmannian at V ⊂ g is

TVG3(g) ∼= Hom(V , V ⊥) ∼= V ⊗ V ⊥ . (3)

The problem we face is to reconcile these two descriptions, and to compare the roles of the
“auxiliary” spaces H and V . It is solved by means of Theorem 4.2, using musical isomor-
phisms to compare the respective metrics onM and G3(g). We call this result the ‘coincidence
theorem’ as it asserts that the structure of each quaternionic space (2) coincides with a less
obvious one arising from the real tensor product in (3).

If V = Ψ (x), we are able to choose a conformal identification of the endomorphisms
I1, I2, I3 of (2) with a basis v1, v2, v3 of V in (3). Given X ∈ TxM , we may then use (3) to
write

Ψ∗(X) =
3∑
i=1

vi ⊗ pi , Ψ∗(I1X) =
3∑
i=1

vi ⊗ qi .

Theorem 4.2 then provides a memorable way of converting tangent vectors of G3(g) to tangent
vectors onM , in which vi ⊗pi is replaced by Ii p̃i , where p̃i is the value of the Killing vector
field induced by pi . As a consequence (Corollary 4.4), we succeed in expressing the qi’s in
terms of the pi ’s and a projection operator ρ.

While each homogeneous quaternion-Kähler (Wolf) space G/(K Sp(1)) can be realized
inside G3(g) as an extreme value of ψ , it is best fitted into our theory by reducing to an
isometry group that fails to act transitively onM . Indeed, our theory is tailored to the study of
non-homogeneous quaternion-Kähler manifolds, for which the orbits ofG determine a proper
subspace of (2) common to (3). One conclusion is that the mapping Ψ is not in general an
isometric immersion. Although the resulting submanifolds Ψ (M) are best understood when
M has positive curvature, it is our hope that there will be future applications to the negative-
curvature case.

Here is a brief summary of the contents. In Section 2, we introduce the natural first-
order differential operator D on the tautological rank k vector bundle over a Grassmannian
Gk(R

n), which annihilates projections of constant sections. Indeed, we show that all solutions
of D arise in this way (Theorem 2.2). This is a simple example whereby solutions of an
overdetermined differential operator may be interpreted as parallel sections of some associated
connection ([9]). Although quaternionic geometry and Lie algebras are not yet involved, we



LATENT QUATERNIONIC GEOMETRY 205

present D as an analogue of the more complicated twistor operator D on a quaternion-Kähler
manifold.

In Section 3, we recall the definition of D on sections of S2H , and explain that it is
satisfied by µA. We then prove that, under suitable hypotheses, the map Ψ induces the natural
isomorphism of ker D with kerD, whereD now acts on the tautological rank 3 vector bundle
V over G3(g) (Proposition 3.2). The main results occur in Section 4, which describes first the
action of Ψ ∗ on simple 1-forms (Lemma 4.1). The correspondence between the vi ’s and the
Ii ’s is already evident at this stage, and culminates with Theorem 4.2 and Corollary 4.4 cited
above.

In Section 5, we apply the theory to the case of an Sp(1) × Sp(1) action on HP1.
We identify explicitly the gradient flow of ψ , before passing to other compatible exam-
ples. Under some general assumptions, each tangent space Ψ∗(TxM) contains a distin-
guished 4-dimensional subspace generated by gradψ and the values of the Killing vector
fields ṽ1, ṽ2, ṽ3. It was natural to conjecture that this subspace corresponds to a quaternionic
line in TxM , and we prove this conjecture (Corollary 5.1).

We expect a study of the immersion of other “low-dimensional” quaternion-Kähler man-
ifolds into Grassmannians using the methods of this paper to lead to a further understanding
of special geometries and group actions. In particular, the map Ψ : G2/SO(4) → G3(su(3))
is relevant to a study of cohomogeneity-one SU(3) actions on 8-manifolds that we pursue
elsewhere.

2. Operators on Grassmannians

Consider an n-dimensional real vector space Rn equipped with an inner product 〈 , 〉;
we can construct the Grassmannian of oriented k-planes Gk(R

n), whose tangent space at a
k-plane V can be identified with the linear space

Hom(V , V ⊥) ∼= V ∗ ⊗ V ⊥ .

If v1, . . . , vk is an orthonormal basis for V and w1, . . . , wn−k is an orthonormal basis for

V⊥, then each homomorphism Tij defined as Tij (vk) = δikwj , corresponds to an independent
tangent direction; more explicitly, the curve

αij (r) := span{v1, . . . , (cos r)vi + (sin r)wj , . . . , vk} (4)

satisfies αij (0) = V and α′
ij (0) = Tij . The presence of a metric on V , induced from the

ambient space Rn, will allow us to write V ⊗ V⊥, using the metric to define the isomorphism
V ∼= V ∗.

We will be interested in studying differential operators on sections of vector bundles
on Gk(R

n), so we start by describing some induced objects. Given the metric, we have the
splitting of the trivial bundle Gk(R

n) × Rn into two subbundles: the tautological one V and
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its orthogonal complement:

V ⊕ V⊥ ∼= ��

p

���
��

��
��

��
��

��
��

� Gk(R
n)× Rn

p′

��
Gk(R

n)

.

The presence of this metric also allows us to define connections on these two subbundles
merely by composing d with the two projections π and π⊥. This connection is compatible
with the metric induced on the fibres of V from Rn: in fact if s, t ∈ Γ (V) andX ∈ TVGk(R

n)

we have

X〈s , t〉 = 〈Xs , t〉 + 〈s , Xt〉 = 〈πXs , t〉 + 〈s , πXt〉
= 〈∇V

Xs , t〉 + 〈s , ∇V
Xt〉 .

We obtain the corresponding second fundamental form by projecting in the opposite way:

Γ (V) �� Γ (T ∗
Gk(R

n)⊗ V⊥) .

This sends s to π⊥ds; analogously II⊥ sends s ∈ Γ (V⊥) to πds. Both II and II⊥ are tensors,
and we may regard II⊥ as a section of the bundle

Hom
(
V⊥ , T ∗

Gk(R
n)⊗ V

) ∼= V⊥ ⊗ (
T ∗

Gk(R
n)⊗ V

)
,

identifying V⊥ ∼= (V⊥)∗ as usual. It turns out that this section determines an immersion of
V⊥ as a subbundle of T ∗Gk(R

n)⊗ V; we shall return to this question shortly.

We use the standard objects introduced above in order to construct new differential oper-
ators on the tautological bundle V and on its orthogonal complement V⊥. Similar techniques
are used in the quaternionic context of [1]. First of all, given A ∈ Rn, we can associate two

sections of the bundles V and V⊥ just using the projections: sA = πA and s⊥A = π⊥A with

A = sA + s⊥A . Since A is constant,

0 = dA = dsA + ds⊥A
so that

dsA = −ds⊥A ,
and in our notation,

∇VsA = πdsA = −πds⊥A = −II⊥s⊥A .

These equations imply that

d sA = −II⊥s⊥A + IIsA . (5)
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For convenience we shall combine the homomorphisms II and II⊥ to act upon any Rn-
valued function on G3(R

n), giving a mapping

i : C∞(G3(R
n),Rn) �� Γ (T ∗ ⊗ R

n )

defined by

i(S) = II(πS)− II⊥(π⊥S) . (6)

in a way which is consistent with equation (5). Thus we have

dsA = i(A) (7)

and

ds⊥A = −i(A) . (8)

The image of II⊥ corresponds to elements of the type

k∑
i=1

λ y ⊗ vi ⊗ vi (9)

with y ∈ V⊥ and λ ∈ R; this can be shown with the following argument. Consider the
decomposition as SO(k)× SO(n− k) modules of the bundles

V⊥ ⊗ V ⊗ V ∼= V⊥ ⊗ R + V⊥ ⊗ (V ⊗ V)0 (10)

where (V ⊗ V)0 is the tracefree part of the tensor product; Schur’s Lemma guarantees that
the second summand cannot contain any submodule isomorphic to V⊥, so the first summand
consists of the unique submodule of this type in the right side term of (10). Therefore, as
expression (9) provides an SO(k)× SO(n− k)-equivariant copy of V⊥ inside this bundle, it
must coincide with II⊥(V⊥). The same argument shows that

II(u) =
n−k∑
i=1

λu⊗ wi ⊗ wi

with u ∈ V, λ ∈ R. We want now to be more precise about these statements, and calculate
explicitly the value of λ. This is done in the next proposition (in which tensor product symbols
are omitted).

PROPOSITION 2.1. Let A ∈ Rn so that A = u + y with u ∈ V and y ∈ V⊥ at the
point V ; let vj and wi denote the elements of orthonormal bases of V and V ⊥ at V ; then

II(u) =
∑
j

uwjwj (11)

and

II⊥(y) = −
∑
i

y vivi . (12)
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PROOF. We differentiate the section sA along the curve αij (t) passing through V and

with tangent vector viwj as in (4). Let u = ∑k
i=1 aivi and y = ∑n−k

j=1 bjwj ; then

sA(αij )(t) = a1v1 + · · · + 〈A, cos r vi + sin r wj 〉(cos r vi + sin r wj )+ · · · + vk

= a1v1 + · · · + (ai cos r + bj sin r)(cos r vi + sin r wj )+ · · · + vk

so that

d

dr
sA(αij )(r)|r=0 = d sA · viwj = bjvi + aiwj ;

therefore, as an Rn-valued 1-form,

d sA =
∑
ij

bj viviwj + ai wjviwj

=
∑
i

y vivi +
∑
j

uwjwj ,

where the second summand belongs to V ⊗ V⊥ ⊗ V⊥ and coincides with II(u) as claimed.

An analogous calculation for s⊥A gives

d s⊥A = −
∑
i

yvivi −
∑
j

uwjwj

as expected from equation (8). �
OBSERVATION. The opposite signs in (11) and (12) are consistent with the equation

0 = d〈sA , s⊥A 〉|V = 〈II(u) , y〉 + 〈u , II⊥(y)〉
that expresses the fact that II and II⊥ are adjoint linear operators.

Proposition 2.1 shows that ∇VsA is of the form seen in (9), or alternatively that if we
denote by π2 the projection on the second summand in the decomposition (10) and define

D ≡ π2 ◦ ∇V, the section sA satisfies the equation

D sA = 0 . (13)

We shall call (13) the twistor equation on the Grassmannian G3(R
n).

A converse of this result is provided by

THEOREM 2.2. A section s ∈ Γ (V) satisfies the twistor equation Ds = 0 if and only
if there exists another section s′ ∈ Γ (V⊥) such that s + s′ = A is a constant section of Rn,
provided k > 1 and n− k > 1.

PROOF. Let us choose an orthonormal basis e1, . . . , en of Rn, every section S of the
flat bundle Gk(R

n)× Rn is an n-tuple of functions

fj : Gk(R
n) �� R

n
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so that

S =
∑

fjej .

Applying the exterior derivative on Rn (which is a connection on the flat bundle) we obtain

dS =
∑

dfj ⊗ ej

and if 1 ∧ i denotes an element in

Hom

(
T ∗ ⊗ R

n,

(
2⊗
T ∗
)

⊗ R
n

)

(where T ∗ = T ∗Gk(R
n)) acting in the obvious way, we obtain

1 ∧ i (dS) =
∑

dfj ∧ i (ej ) .
On the other hand

d
∑

fj i(ej ) =
∑

dfj ∧ i(ej )+ fj di(ej ) ,

so if we can show that

di(ej ) = 0 ∀j
we obtain the commutativity of the following diagram:

Rn
d ��

i

��

T ∗ ⊗ Rn

1∧i
��

Rn
d �� T ∗ ⊗ Rn

d �� Λ2T ∗ ⊗ Rn

(14)

Now (7) implies:

di(ej ) = ddsej = 0 ,

because the ej are constant. A consequence of Proposition 2.1 is that i is an injective map

(because II and II⊥ are). But we claim moreover that

The map 1 ∧ i is injective, provided k > 1 and n− k > 1.

The proof of this fact is straightforward, and we omit it.
Referring to diagram (14), we can deduce the following facts: if s ∈ Γ (V) satisfies

Ds = 0, then ds = i(s + s′) for some s′ ∈ Γ (V⊥); this follows by comparing

ds = ∇ s + II(s)

with (6) and noting that π s = s in this case: then s′ = −(II⊥)−1(∇ s). Obviously dds = 0,
so d(s + s′) = 0 too. Hence A = s + s′ is a constant element in A. �
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3. The two twistor equations

Let us consider a compact Lie group G acting by isometries on a quaternion-Kähler
manifold M; then its moment map µ can be described locally as

µ =
3∑
i=1

ωi ⊗ Bi (15)

with ωi a local orthonormal basis for S2H and Bi belonging to g. Suppose that V :=
span{B1, B2, B3} is a 3-dimensional subspace of g: then V is independent of the trivialization,

as the structure group of S2H is SO(3). We obtain a well defined map

Ψ : M0 �� G3(g)

where M0 ⊂ M is defined as the subset where V (x) is 3-dimensional.
It turns out that M0 is an open dense subset of the union

⋃
S of G-orbits S on M such

that dim S ≥ 3 ([28, Proposition 3.5]). Therefore if the dimension of the maximal G orbits in
M is “big enough”, then M0 is an open dense subset of M .

From now on we will assume that

Bi = λ(x)vi (16)

for vi an orthonormal basis of V .

This hypothesis is not excessively restrictive, in the sense that it is compatible with the exis-
tence of open GC orbits on the twistor space Z = P(U): in fact the projectivization of the
complex-contact moment map f induced on Z satisfies

(Pf )(ω1) = spanC{B2 + ıB3} ,
and in this case this turns out to be a ray of nilpotent elements in gC (see ([28, §3]). Nilpotent
elements belong to the zero set of any invariant symmetric tensor over gC, in particular with
respect to the Killing form. In fact by Engel’s Theorem their adjoint representation can be
given in terms of strictly upper triangular matrices, with respect to a suitable basis; the product
of such matrices is still strictly upper triangular and hence traceless. In other words

0 = Tr (adB2+ıB3 ◦ adB2+ıB3) = 〈B2 + ıB3 , B2 + ıB3〉
= ‖B2‖2 − ‖B3‖2 + 2ı〈B2 , B3〉 ,

which impliesB2 ⊥ B3 and ‖B2‖ = ‖B3‖. These conditions are equivalent to the assumption,
permuting cyclically the indices. Therefore condition (16) holds for all unstable manifolds
described in [28], as in that case the twistor bundle Z is GC-homogeneous.

Using the map Ψ , we can construct on M0 the pullback bundle Ψ ∗V; the latter is unique
up to isomorphism of bundles (see [29, Chap. I, Prop. 2.15]). More precisely, any vector
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bundle W −→ M0 for which there exists a map of bundles Φ̂ : W −→ V which is injective
on the fibres, and a commutative diagram

W
Φ̂ ��

p∗
V

��

V

pV

��
M0

Ψ
�� G3(g),

(17)

is necessarily isomorphic to Ψ ∗V.

LEMMA 3.1. On M0, we have an isomorphism: S2H ∼= Ψ ∗V.

PROOF. To complete the commutative diagram (17), define the morphism of bundles

Φ̂ : S2H �� V

by (
x, ωi(x)

) � ��
(
span{B1(x), B2(x), B3(x)}, Bi(x)

)
(see (15)), extending linearly on the fibres. This corresponds to the contraction of a vector

v ∈ S2Hx with the S2H component of µ(x) using the metric, so it does not depend on
the trivialization (the structure group preserves the metric) and is injective on the fibres by
definition of M0. �

We should point out that Φ̂ is not a bundle isometry in general, when we equip S2H and
V with the natural metrics coming respectively fromM and from G3(g). Nevertheless, under

the hypotheses discussed above, we can assume that Φ̂ is a conformal map on each fibre.

Let us now recall the definition of the quaternion-Kähler twistor operator. It is defined
as the composition

D : S2H
∇ �� E ⊗H ⊗ S2H

sym �� E ⊗ S3H ,

of covariant differentiation with a symmetrization on the Sp(1) factor. (The symbol Γ denot-
ing “space of sections” has been omitted.) Under the assumption of nonzero scalar curvature,

Salamon proved in [24, Lemma 6.5] that sections of S2H belonging to ker D are in bijection
with the elements in the space K of Killing vector fields preserving the quaternion-Kähler
structure. More explicitly, consider the composition

δ : S2H
∇ �� E ⊗H ⊗ S2H

� � �� (E ⊗H)⊗ (H ⊗H ∗) �� T ∗

where the underlined terms are contracted and T ∗ = E ⊗ H . If ν is in ker D, then δ(ν) is

dual to a Killing vector field Ã ∈ K and, on the other hand, ν = µA or in other words

DµA = 0 (18)
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and all elements in ker D are of this form.
Recall now the Grassmannian discussion in Section 2: there is another differential opera-

torD on the tautological bundle V over G3(g), and the elements in its kernel are precisely the
sections sA obtained by projection from the trivial bundle with fibre g (see Theorem 2.2). We
wish to relate the kernels of D and D through the map Ψ induced by µ. Recall that the bun-

dle homomorphism Φ̂ is defined up to a bundle automorphism of S2H ; we can for instance
introduce a dilation

ξ(x,w) =
(
x,

w

‖Bi‖
)
, (19)

which is independent of the trivialization. In this way

Ξ̂ (ωi) := Φ̂ ◦ ξ(ωi) = Bi

‖Bi‖ ,

and so an orthonormal basis is sent to another orthonormal basis: this yields an isometry of
the two bundles compatible with the map Ψ induced by µ.

We can now state the main result of this section. Let us denote by Kg the subspace of
Killing vector fields induced by g and by (ker D)g the space of the corresponding twistor
sections; then

PROPOSITION 3.2. There exists a lift Ψ̂ of the map Ψ such that

Ψ̂ ◦ µA = sA ◦ Ψ ,
inducing the natural isomorphism (ker D)g ∼= ker D.

PROOF. We are looking for a lift Ψ̂ such that the diagram

S2H
Ψ̂ �� V

M0
Ψ

��

µA

��

G3(g) .

sA

��

commutes; recall the usual local description (15) of µ, and let us define Ψ̂ so that

Ψ̂ (ωi) = Bi

‖Bi‖2
,

obtained by composing Φ̂ with the dilation ξ2 (see (19)); this is again a lift of Ψ ; consider as
usual µA ∈ Γ (S2H) satisfying the twistor equation; then

Ψ̂ (µA) = Ψ̂

(∑
i

ωi〈Bi , A〉
)

=
∑
i

Bi

‖Bi‖2
〈Bi , A〉
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= πVA = sA ,

as required. As the lift Ψ̂ is injective on the fibres, and as

dim(ker D)g = dim Kg = dim g = dim ker D ,

the last assertion follows. �

4. The coincidence theorem

Another way of expressing the twistor equation (1) is given by

∇S2HµA = k

3∑
i=1

IiÃ
� ⊗ Ii (20)

(see [14], [6] and, in a more general context, [17]). Here ∇S2H is the induced Sp(1) con-

nection, Ã is the Killing vector field generated by A in g, the symbol � means Riemannian
conversion to the dual 1-form, and k is the scalar curvature. The latter is constant as the metric
is Einstein (for simplicity we can put k = 1). On the other hand on V, we have defined the

sections sA and the natural connection ∇V so that

∇VsA =
3∑
i=1

s⊥A ⊗ vi ⊗ vi .

(see (9) and Proposition 2.1).
In general, given a differentiable map Ψ : M → N of manifolds, and an isomorphism

Φ̂ between vector bundles E → F on the manifold M and N respectively, the second one

equipped with a connection ∇F , we can define the pullback connection Ψ̂ ∗∇F acting in the
following way on elements s of Γ (E):

(Ψ ∗∇F )Y (s) := Ψ̂ ∗(∇F
Ψ∗Y (Ψ̂ ◦ s))

where Y ∈ TxM and the right-hand Ψ̂ ∗ is the appropriate pullback operator.
We want to apply this construction to the map Ψ : M → G3(g) induced by µ, N =

G3(g), E = S2H, F = V. Our aim is to relate, at a fixed point x ∈ M , the action of the
quaternionic structure on certain 1-forms (the duals of the Killing vector fields) with special
cotangent vectors on the Grassmannian G3(g):

LEMMA 4.1. Let M, g,G3(g), µ,Ψ be defined as usual, so that

µ =
3∑
i=1

Ii ⊗ Bi ,

where Bi = λvi with λ a differentiable G-invariant function on M and vi an orthonormal
basis of a point V ∈ G3(g). Choose A ∈ V ⊥ ⊂ g; then at the point x such that Ψ (x) = V ,
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we have

1

λ
IiÃ

� = Ψ ∗(A⊗ vi)
� , (21)

where A⊗ vi ∈ TxG3(g). Moreover, ‖µ‖2 = 3λ2.

PROOF. Let Ψ denote the conformal lift of the map µ so that

Ψ (Ii) = 1

λ2Bi . (22)

Hence, as seen in Proposition 3.2, Ψ (µA) = sA ◦ Ψ . Applying the pulled-back connection

Ψ ∗∇V of S2H , we obtain

(Ψ ∗∇V)µA = Ψ ∗(∇V(Ψ (µA)))

= Ψ ∗(∇VsA)

= Ψ ∗
( 3∑
i=1

s⊥A ⊗ vi ⊗ vi

)

= λ

3∑
i=1

Ψ ∗(s⊥A ⊗ vi)⊗ Ii ; (23)

on the other hand the difference of two connections on the same vector bundle is a tensor, so
given any section s ∈ S2H which vanishes at a point x ∈ M

(∇S2H − Ψ ∗∇V)s |x = 0 .

This is precisely what happens for the section µA at the point x for which Ψ (S2Hx) = V ,
because A ∈ V ⊥ by hypothesis; in other words

∇S2HµA |x = (Ψ ∗∇V)µA |x .

In the light of the calculations leading to (23) and the twistor equation (20), we deduce

3∑
i=1

IiÃ
� ⊗ Ii = λ

3∑
i=1

Ψ ∗(s⊥A ⊗ vi)⊗ Ii ;

the result follows as s⊥A = A at V . �
Lemma 4.1 leads to various ways of relating elements in the spaces TxM and TVG3(g)

and the quaternionic elements Ii ; nevertheless it is stated merely in terms of 1-forms, whereas
we are interested in involving the two metrics. To this aim, let us define a linear transformation
� of TxM by

X� := (Ψ ∗(Ψ∗X)�)� (24)
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in End(TxM). This corresponds to moving in a counterclockwise sense around the following
diagram, starting from bottom left:

T ∗
x M

�

��

T ∗
VG3

Ψ ∗
��

TxM
Ψ∗

�� TVG3

�

��
. (25)

Thus the linear endomorphism (·)� measures the noncommutativity of the diagram (25), and
the difference between the pullbacked Grassmannian metric from the quaternionic one.

We are in position now to prove the following coincidence theorem:

THEOREM 4.2. Let Y ∈ TxM such that

Ψ∗Y =
∑

vi ⊗ pi ;

for pi ∈ V ⊥ with V = Ψ (x); then

Y � = 1

λ

∑
i

Ii p̃i .

PROOF. Using the definitions and (21) we obtain

(Ψ∗Y )�(Ψ∗Z) =
〈∑

vi ⊗ pi , Ψ∗Z
〉
G3

= 1

λ

〈∑
Ii p̃i , Z

〉
M

for any Z ∈ TxM , hence the conclusion. �
The equivariance of the moment map µ implies that Killing vector fields on M map to

Killing vector fields on G3(g): in other words if Ã is induced by A ∈ g onM , then

Ψ∗Ã =
3∑
i=1

vi ⊗ [A , vi ]⊥ .

Set α = (
∑3
i=1 vi ⊗ pi)

� ∈ T ∗
x G3(g), and let Ar be an orthonormal basis of V ⊥. Then

n−3∑
r=1

〈Ψ ∗α, Ãr〉Ar =
n−3∑
r=1

〈α, Ψ∗Ãr〉Ar =
∑
i,r

〈pi, [vi , Ar ]⊥〉Ar

=
∑
i,r

〈pi, [vi , Ar ] 〉Ar =
∑
i,r

〈[pi, vi ] , Ar 〉Ar

=
∑
i

[pi, vi ]⊥ .
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We can therefore define a mapping

ρ : T ∗
x M

�� V ⊥ (26)

by ρ(ζ ) = ∑
r 〈ζ , Ãr〉Ar . So if α ∈ T ∗

x G3(g), then Ψ ∗α ∈ T ∗
x M , and the composition

γ̃ = ρ ◦ Ψ ∗ is a map

γ̃ : T ∗
x G3(g) �� V ⊥

defined by γ̃ (α) = ∑
i [vi , pi]⊥. This operator can be described as

γ̃ = π⊥ ◦ γ
where γ (α) = ∑

i[vi , pi] is the obstruction to the orthogonality of α to the G-orbit. In fact

LEMMA 4.3. A tangent vector P = ∑3
i=1 vi ⊗ pi ∈ TVG3(g) is orthogonal to the

G-orbit through the point V if and only if γ (P ) = 0.

PROOF. For any A ∈ g let us consider the Killing vector field Ã on G3(g). The condi-
tion of orthogonality of P is expressed by

0 = 〈 Ã , P 〉 =
3∑
i=1

〈 [A , vi]⊥ , pi 〉

=
3∑
i=1

〈 [A , vi] , pi 〉 =
3∑
i=1

〈A , [ vi , pi] 〉

= 〈A , γ (P ) 〉 ,
and the result follows. �

We give now a more explicit description of the quaternionic endomorphisms:

COROLLARY 4.4. Let Y ∈ TxM so that

Ψ∗Y = v1 ⊗ p1 + v2 ⊗ p2 + v3 ⊗ p3 .

Then

Ψ∗(I1Y ) = 1

λ
v1 ⊗ ρ(Y �)− v2 ⊗ p3 + v3 ⊗ p2 . (27)

PROOF. Consider any A ∈ V⊥, then

〈p1 , A〉K = 〈Ψ∗Y , A⊗ v1〉G3 = 1

λ
〈I1Ã� , Y 〉

= 1

λ
〈I1Ã , Y 〉M = − 1

λ
〈Ã , I1Y 〉M

= − 1

λ
〈I1Y � , Ã〉 . (28)
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Here 〈 , 〉M,G denote the respective Riemannian metrics, 〈 , 〉K minus the Killing form on g

and 〈 , 〉 without subscript is merely the contraction of a cotangent and tangent vector. Then
considering (28) and (26)

p1 =
∑
r

〈p1 , Ar 〉K Ar = − 1

λ

∑
r

〈I1Y � , Ãr 〉Ar

= − 1

λ
ρ(I1Y

�) ,

and similarly

pi = − 1

λ
ρ(IiY

�) , i = 2, 3 .

In consequence

Ψ∗I1Y = 1

λ
v1 ⊗ ρ(Y �)− 1

λ
v2 ⊗ ρ(I3Y

�)+ 1

λ
v3 ⊗ ρ(I2Y

�)

= 1

λ
v1 ⊗ ρ(Y �)− v2 ⊗ p3 + v3 ⊗ p2 . �

Analogous assertions are clearly valid for I2 and I3.

REMARK. A striking feature of (27) is that the first term on the right-hand side (the
one involving v1) is independent of I1. The operators ρ, γ appear as the essential ingredient
to reconstruct the quaternionic action; the complementary summand −v2 ⊗ p3 + v3 ⊗ p2 is
obtained from the adjoint representation of sp(1) and is not sufficient. Nevertheless, Corol-
lary 4.4 predicts that if Y is perpendicular to the G-orbit on M , then

ρ(Y �) = 0 ,

thanks to the definition of ρ (see Lemma 4.3); in that case

Ψ∗(I1Y ) = − v2 ⊗ p3 + v3 ⊗ p2

which coincides with the irreducible representation of sp(1) on V = R
3.

5. Examples and applications

We shall first illustrate some key aspects of the theory we have described with reference
to the simplest of all Wolf spaces, namely

HP
1 ∼= Sp(2)

Sp(1)× Sp(1)
∼= SO(5)

SO(4)
∼= S4 .

The stabilizer Sp(1)× Sp(1) has Lie algebra sp(1)+ ⊕ sp(1)− = so(4). It acts with cohomo-
geneity one, and generic orbits are isomorphic to

S3 ∼= Sp(1)× Sp(1)

Sp(1)∆
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where Sp(1)∆ is the diagonal subgroup, and there are 2 singular orbits corresponding to two
antipodal points N, S. Let us choose at the point N any closed geodesic β(t) connecting
N to S: this will be orthogonal to any Sp(1) × Sp(1) orbit, and will intersect all of them
(a normal geodesic in the language of [5], which in higher cohomogeneity is generalized by
submanifolds called sections, see [15]). For instance, we can choose N = e Sp(1) × Sp(1),
and take the geodesic corresponding to following copy of U(1) ⊂ Sp(2):

g(t) =




cos t sin t 0 0
− sin t cos t 0 0

0 0 cos t sin t
0 0 − sin t cos t


 = exp




0 t 0 0
−t 0 0 0
0 0 0 t

0 0 −t 0


 , (29)

where the matrix on the right is denoted by t u. This subgroup generates a geodesic β(t)
connecting N (t = 0) with the south pole S (t = π/2) passing through the equator (t =
π/4), and then backwards to N (t = π). The stabilizer of the Sp(1) × Sp(1) action is
constant along β(t) on points that are different from N and S, and coincides with Sp(1)∆,

both along β(t) in HP
1 and along u(1) for the isotropy representation.

Now let ei and fi denote orthonormal bases of sp(1)+ and sp(1)− respectively. As so(4)
is a subalgebra of sp(2) corresponding to the longest root, the elements of the two copies of
sp(1) correspond to the following matrices:

e1 = 1√
2



ı 0 0 0
0 0 0 0
0 0 −ı 0
0 0 0 0


 , f1 = 1√

2




0 0 0 0
0 ı 0 0
0 0 0 0
0 0 0 −ı


 , (30)

e2 = 1√
2




0 0 1 0
0 0 0 0

−1 0 0 0
0 0 0 0


 , f2 = 1√

2




0 0 0 0
0 0 0 1
0 0 0 0
0 −1 0 0


 , (31)

and

e3 = 1√
2




0 0 ı 0
0 0 0 0
ı 0 0 0
0 0 0 0


 , f3 = 1√

2




0 0 0 0
0 0 0 ı

0 0 0 0
0 ı 0 0


 . (32)

Then if ei(t) and fi(t) denote an orthonormal basis of the isotropy subalgebra at β(t) (given
by Adg(t)so(4)), we get via the Killing metric:

〈ei , fj (t)〉 = δij sin2 t

〈ei , ej (t)〉 = δij cos2 t
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〈fi , ej (t)〉 = δij sin2 t

〈fi , fj (t)〉 = δij cos2 t .

In terms of Killing vector fields this implies

πS2H(∇ ẽi ) = sin2 t fi(t) , πS2H(∇f̃i ) = cos2 t fi(t) .

if we identify S2H ∼= Adg(t)sp(1)−.
The conclusion is that along β(t), the moment map for the action of the group Sp(1) ×

Sp(1) on HP
1 is given by

µ(β(t)) =
∑
i

ωi ⊗ (cos2 t fi + sin2 t ei) , (33)

up to a constant. This is the only information that we need to reconstruct the moment map on

the whole HP
1, as β(t) intersects all the orbits and the moment map is equivariant.

We can now interpret these facts in terms of the induced map

Ψ : HP
1 �� G3(so(4)) ;

first of all we note that in this case M0 = M , as the three vectors

Bi(t) = cos2 t fi + sin2 t ei (34)

are linearly independent for all t; moreover we observe that Φ̂ is a conformal mapping of
bundles, as asked in the general hypotheses discussed in Section 3.

Recall from [28] that the critical manifolds for the gradient flow of the functional

ψ = 〈[v1, v2], v3〉
defined on G3(so(4)) are given by the maximal points sp(1)+, sp(1)− and the submanifold

C∆ = RP
3 ∼= Sp(1)× Sp(1)

Z2 × Sp(1)∆

corresponding to the 3-dimensional subalgebra sp(1)∆, for ψ > 0; the unstable manifoldM∆

emanating from this last one is 4-dimensional and isomorphic to

HP1 \ {N, S}
Z2

.

A trajectory for the flow of ∇ψ is given by

V (x, y) = span{xei + yfi | x2 + y2 = 1 , i = 1 . . .3} , (35)

therefore, comparing (35) with (34) we obtain that Ψ (HP
1) = M∆ ∪ sp(1)+ ∪ sp(1)−; in

particular:

Ψ (N) = sp(1)− (36)
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Ψ (S) = sp(1)+ (37)

Ψ (β(π/4)) = sp(1)∆ . (38)

OBSERVATION. The map Ψ is not injective. The points corresponding to t and π − t

are sent to the same 3-plane; so the principal orbits of type S3 in HP
1 are sent to the orbits of

type RP3 in M∆. The map Ψ becomes injective on the orbifold HP1/Z2, and its differential
Ψ∗ is injective away from N, S.

The Sp(1) × Sp(1) orbit through x∆ = β(π/4) is sent by Ψ to the critical orbit C∆.
An analogous situation holds for appropriate orbits in the following cases, which are all
cohomogeneity-one actions on classical Wolf spaces:

• Sp(n)Sp(1) acting on HPn;

• Sp(n) acting on G2(C
2n);

• SO(n− 1) acting on G4(R
n).

In the first case the orbit sent through Ψ to a critical submanifold of type C∆ in the corre-

sponding Grassmannian is one of the principal orbits S4n−1, in the second and third case it is
one of the singular orbits, more precisely

Sp(n)

Sp(n − 2)× U(2)
and G3(R

n−1) ∼= SO(n− 1)

SO(n− 4)× SO(3)

respectively.
In general, the presence of the G-action allows us to single out a quaternionic line of

TxM: this determines a quaternionic 1-dimensional distribution NH on M , or a section τ :
M �� HP(TM) of the associated HPn−1-bundle.

The distribution NH arises in the following way: recall that at a point V ∈ G3(g) with
v1, v2, v3 orthonormal basis, we have

gradψ = v1 ⊗ [v2, v3]⊥ + v2 ⊗ [v3, v1]⊥ + v3 ⊗ [v1, v2]⊥ .
Maintaining the general hypotheses considered in Sections 3 and 4, and assuming that Ψ∗ is

injective, let us define X := Ψ−1∗ (gradψ); then we have:

COROLLARY 5.1. Suppose that Ψ (x) = V . Then the subspaces

span{gradψ, ṽ1, ṽ2, ṽ3} ⊂ TVG3(g)

span{X, ṽ1, ṽ2, ṽ3} ⊂ TxM

are Sp(1) invariant, hence quaternionic.

PROOF. We need to prove that the endomorphisms of S2H over x (or equivalently those of
V over V ) preserve the respective subspaces; let us recall the description of I1, I2, I3 given
in Corollary 4.4, then

I1(gradψ) = 1

λ
v1 ⊗ ρ

(
(gradψ)�

)− v2 ⊗ [v1, v2]⊥ + v3 ⊗ [v3, v1]⊥
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= − v2 ⊗ [v1, v2]⊥ + v3 ⊗ [v3, v1]⊥
= −ṽ1 , (39)

where the first summand vanishes thanks to theG-invariance of ψ , which implies that gradψ
is orthogonal to the G orbits. Analogously, I2(gradψ) = −ṽ2 and I3(gradψ) = −ṽ3, and
the quaternionic identities imply that the whole of span{gradψ, ṽ1, ṽ2, ṽ3} is preserved; the
second inclusion follows from the injectivity and equivariance of Ψ . �

In all the examples discussed above the distribution NH turns out to be integrable,
with integral manifolds isomorphic to HP1 embedded quaternionically in HPn, G2(C

2n) or
G4(R

n) respectively.

For Sp(1)× Sp(1) acting on HP1 the distribution NH clearly coincides with the tangent
bundle; in this case it is possible to describe the relationship between the two metrics and the
(·)� endomorphism:

PROPOSITION 5.2. Let M = HP1 \ {N, S}; consider the decomposition

TxM ∼= span{ṽ1, ṽ2, ṽ3} ⊕ span{X}
=: C1 ⊕ C2 (40)

induced by the Sp(1) × Sp(1) action; then the map Ψ : M �� G3(so(4)) satisfies the
condition

Ψ ∗〈 , 〉G3 |Ci = ηi(x)〈 , 〉M i = 1, 2 (41)

where ηi(x) two real-valued Sp(1)× Sp(1) invariant functions defined on M . The endomor-
phism (24) is just the multiplication by ηi(x) on Ci .

PROOF. The tangent space TVG3(so(4)) along the unstable manifold can be seen as
an irreducible Sp(1)∆-module, and Ψ∗ as a morphism of Sp(1)-modules. Schur’s Lemma
guarantees the uniqueness of an invariant bilinear form (up to a constant), for every irreducible
submodule. Since

TxM ∼= Σ2 ⊕Σ0

as Sp(1)∆ representations, corresponding to the splitting (40): therefore equation (41) holds,
as both metrics are Sp(1)∆ invariant. For the second assertion, let Y ∈ Ci :

Y � = (
Ψ ∗(Ψ∗Y )�

)�
= (

Ψ ∗(〈Ψ∗Y, · 〉G3

))�
= ηi(x)

(〈Y, · 〉M
)�

= ηi(x)Y

as required. �
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Equation (39) together with the equality ‖gradψ‖ = 3‖ṽi‖/2 confirms that the endo-
morphisms Ii are not orthogonal relative to the Grassmannian metric; hence Ψ ∗〈 , 〉G3 and
〈 , 〉M cannot coincide. Indeed,

‖grad ψ‖2
G3

= 3
2 ‖ṽ1‖2

G3
= 3

2 η2 ‖ṽ1‖2
M ;

moreover

‖gradψ‖2
G3

= η1 ‖X‖2
M

and ‖X‖M = ‖I1X‖M = ‖ṽ1‖M . Thus η1/η2 = 3/2. An analogous result is expected to hold
in general.
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