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#### Abstract

In this article we study surfaces in $S^{3}(1) \times \mathbb{R}$ for which the $\mathbb{R}$-direction makes a constant angle with the normal plane. We give a complete classification for such surfaces with parallel mean curvature vector.


## 1 Introduction

In recent years, there has been done some research about surfaces in a 3-dimensional Riemannian product of a surface $\mathbb{M}^{2}(c) \times \mathbb{R}([1,9,11,14]$, etc.), where $\mathbb{M}^{2}(c)$ is the simply-connected 2-dimensional space form of constant curvature $c$, in particular $\mathbb{M}^{2}(c)=\mathbb{R}^{2}, \mathbb{H}^{2}, \mathrm{~S}^{2}$ for $c=0,-1,1$ respectively.

Recently, constant angle surfaces were studied in product spaces $\mathbb{M}^{2}(c) \times \mathbb{R}$ (see $[3,4,5,6,12,13]$ ), where the angle was considered between the unit normal of the surface $M$ and the tangent direction to $\mathbb{R}$. For example, F. Dillen et al. gave the complete classification for constant angle surfaces in $S^{2} \times \mathbb{R}$ in [4]. The problem of constant angle surfaces was also investigated in the 3-dimensional Heisenberg group (see [8]) and in Minkowski space (see [10]). In [15], R. Tojeiro gave a complete description of all hypersurfaces in the product spaces $\mathbb{S}^{n} \times \mathbb{R}$ and $\mathbb{H}^{n} \times \mathbb{R}$ that have flat normal bundle when regarded as submanifolds with codimension two of the underlying flat spaces $\mathbb{R}^{n+2} \supset \mathbb{S}^{n} \times \mathbb{R}$ and $\mathbb{L}^{n+2} \supset \mathbb{H}^{n} \times$ $\mathbb{R}$. In [7], helix submanifolds in Euclidean space were studied by solving the Eikonal equation. The applications of constant angle surfaces in the theory of

[^0]liquid crystals and of layered fluids were considered by P. Cermelli and A. J. Di Scala in [2].

In this article we study surfaces in $S^{3}(1) \times \mathbb{R}$ for which the $\mathbb{R}$-direction makes a constant angle with the normal plane. In Section 2, we first review some basic equations for constant angle surfaces in $S^{3}(1) \times \mathbb{R}$. In Section 3, we will prove that the constant angle surfaces in $S^{3}(1) \times \mathbb{R}$ with parallel mean curvature vector are minimal (see Theorem 1). In Section 4, we will give a complete classification for minimal constant angle surfaces in $S^{3}(1) \times \mathbb{R}$ (see Theorem 3).

## 2 Preliminaries

Let $\widetilde{M}=S^{3}(1) \times \mathbb{R}$ be the Riemannian product of $S^{3}(1)$ and $\mathbb{R}$ with the standard metric $\langle$,$\rangle and the Levi-Civita connection \widetilde{\nabla}$. We denote by $t$ the (global) coordinate on $\mathbb{R}$ and hence $\partial_{t}=\frac{\partial}{\partial t}$ is the unit vector field in the tangent bundle $T\left(\mathrm{~S}^{3}(1) \times \mathbb{R}\right)$ that is tangent to the $\mathbb{R}$-direction.

For $p \in \mathbb{S}^{3}(1) \times \mathbb{R}$, the Riemann-Christoffel curvature tensor $\tilde{R}$ of $S^{3}(1) \times \mathbb{R}$ is given by

$$
\langle\tilde{R}(X, Y) Z, W\rangle=\left\langle X_{S^{3}(1)}, W_{S^{3}(1)}\right\rangle\left\langle Y_{S^{3}(1)}, Z_{\mathrm{S}^{3}(1)}\right\rangle-\left\langle X_{\mathrm{S}^{3}(1)}, \mathrm{Z}_{\mathrm{S}^{3}(1)}\right\rangle\left\langle Y_{\mathrm{S}^{3}(1)}, W_{\mathrm{S}^{3}(1)}\right\rangle,
$$

where $\tilde{R}(X, Y)=\left[\widetilde{\nabla}_{X}, \widetilde{\nabla}_{Y}\right]-\widetilde{\nabla}_{[X, Y]} ; X, Y, Z, W \in T_{p}\left(S^{3}(1) \times \mathbb{R}\right)$ and $X_{S^{3}(1)}=$ $X-\left\langle X, \partial_{t}\right\rangle \partial_{t}$ is the projection of $X$ to the tangent space of $S^{3}(1)$.

Now consider a surface $M$ in $S^{3}(1) \times \mathbb{R}$. We can decompose $\partial_{t}$ as

$$
\begin{equation*}
\partial_{t}=\sin \theta T+\cos \theta \xi \tag{2.1}
\end{equation*}
$$

where $\theta$ is the angle between $\xi$ and $\partial_{t}, \xi$ is a unit normal vector to $M$ and $T$ is a unit tangent vector to $M$.

For a constant angle surface $M$ in $\mathbb{S}^{3}(1) \times \mathbb{R}$, we mean a surface for which the angle function $\theta$ is constant on $M$. There are two trivial cases, $\theta=0$ and $\theta=\frac{\pi}{2}$. The condition $\theta=0$ means that $\partial_{t}$ is always normal, so we get a surface $\Sigma^{2} \times\left\{t_{0}\right\}$, where $\Sigma^{2}$ is a surface in $\mathrm{S}^{3}(1)$. In the second case, $\partial_{t}$ is always tangent. This corresponds to the Riemannian product of a curve in $\mathbb{S}^{3}(1)$ and $\mathbb{R}$.

From now on, in the rest of this paper, we only consider the constant angle surface $M$ with constant angle $\theta \in\left(0, \frac{\pi}{2}\right)$. We extend $\{T, \xi\}$ to an orthonormal frame $\{T, Q, \xi, \eta\}$ on $S^{3}(1) \times \mathbb{R}$, where $T, Q$ are tangent to $M$ and $\xi, \eta$ are normal to $M$. Since $\partial_{t}$ is a parallel vector field in $S^{3}(1) \times \mathbb{R}$, we can obtain from (2.1) that, for any $X \in T M$,

$$
\begin{equation*}
0=\widetilde{\nabla}_{X} \partial_{t}=\sin \theta \nabla_{X} T+\sin \theta h(X, T)-\cos \theta A_{\xi} X+\cos \theta \nabla_{X}^{\perp} \xi \tag{2.2}
\end{equation*}
$$

where we use the formulas of Gauss and Weingarten, $h$ is the second fundamental form of $M, A_{\xi}$ is the shape operator associated to $\xi$, and $\nabla^{\perp}$ is the normal connection.

Comparing the tangent part and the normal part in (2.2), we have

$$
\left\{\begin{align*}
\nabla_{X} T & =\cot \theta A_{\xi} X  \tag{2.3}\\
h(X, T) & =-\cot \theta \nabla_{X}^{\perp} \xi
\end{align*}\right.
$$

From (2.3), we have

$$
\left\langle A_{\xi} X, T\right\rangle=\left\langle A_{\xi} T, X\right\rangle=0, \quad \forall X \in T M
$$

that is,

$$
A_{\S} T=0 .
$$

Therefore, we can suppose the shape operators with respect to $\xi$ and $\eta$ are, respectively,

$$
A_{\xi}=\left(\begin{array}{ll}
0 & 0  \tag{2.4}\\
0 & \lambda
\end{array}\right), \quad A_{\eta}=\left(\begin{array}{ll}
\beta_{1} & \beta_{2} \\
\beta_{2} & \beta_{3}
\end{array}\right)
$$

where $\lambda, \beta_{j}(j=1,2,3)$ are smooth functions defined on the surface $M$.
From (2.3) and (2.4), we obtain that

$$
\begin{gather*}
\left\{\begin{array}{c}
\nabla_{T} T=\nabla_{T} Q=0 \\
\nabla_{Q} T=\lambda \cot \theta Q \\
\nabla_{Q} Q=-\lambda \cot \theta T
\end{array}\right.  \tag{2.5}\\
\left\{\begin{array}{l}
h(T, T)=\beta_{1} \eta \\
h(T, Q)=\beta_{2} \eta \\
h(Q, Q)=\lambda \xi+\beta_{3} \eta
\end{array}\right.  \tag{2.6}\\
\left\{\begin{array}{l}
\nabla_{T}^{\perp} \xi=-\tan \theta \beta_{1} \eta \\
\nabla_{T}^{\perp} \eta=\tan \theta \beta_{1} \xi \\
\nabla_{Q}^{\perp} \xi=-\tan \theta \beta_{2} \eta \\
\nabla_{Q}^{\perp} \eta=\tan \theta \beta_{2} \xi
\end{array}\right. \tag{2.7}
\end{gather*}
$$

Now we can take coordinates $(x, y)$ on $M$ with $\partial_{x}=\beta T, \partial_{y}=\alpha Q$ where $\beta, \alpha$ are positive functions. From (2.5) and the condition $\left[\partial_{x}, \partial_{y}\right]=0$, we find that

$$
\begin{align*}
& \beta_{y}=0  \tag{2.8}\\
& \alpha_{x}=\alpha \beta \lambda \cot \theta .
\end{align*}
$$

Equation (2.8) implies that, after a change of the $x$-coordinate, we can assume $\beta=1$ and thus the metric takes the form

$$
d s^{2}=d x^{2}+\alpha^{2}(x, y) d y^{2}
$$

The Gauss and Ricci equation are, respectively, given by

$$
\begin{aligned}
& (\widetilde{R}(T, Q) T)^{\top}=R(T, Q) T+A_{h(T, T)} Q-A_{h(Q, T)} T \\
& (\widetilde{R}(T, Q) \eta)^{\perp}=R^{\perp}(T, Q) \eta+h\left(A_{\eta} T, Q\right)-h\left(A_{\eta} Q, T\right),
\end{aligned}
$$

where

$$
\begin{aligned}
\widetilde{R}(X, Y) Z= & \left(\langle Y, Z\rangle-\left\langle Y, \partial_{t}\right\rangle\left\langle Z, \partial_{t}\right\rangle\right) X-\left(\langle X, Z\rangle-\left\langle X, \partial_{t}\right\rangle\left\langle Z, \partial_{t}\right\rangle\right) Y \\
& -\left(\langle Y, Z\rangle\left\langle X, \partial_{t}\right\rangle-\langle X, Z\rangle\left\langle Y, \partial_{t}\right\rangle\right) \partial_{t}, \forall X, Y, Z \in T\left(S^{3}(1) \times \mathbb{R}\right) \\
R^{\perp}(T, Q) \eta= & \left(\nabla_{T}^{\perp} \nabla_{Q}^{\perp}-\nabla_{Q}^{\perp} \nabla_{T}^{\perp}-\nabla_{[T, Q]}^{\perp}\right) \eta .
\end{aligned}
$$

The Codazzi equations are

$$
\begin{aligned}
& (\widetilde{R}(T, Q) T)^{\perp}=\left(\nabla \frac{1}{T} h\right)(Q, T)-\left(\nabla \frac{1}{Q} h\right)(T, T) \\
& (\widetilde{R}(T, Q) Q)^{\perp}=\left(\nabla \frac{1}{T} h\right)(Q, Q)-\left(\nabla \frac{\perp}{Q} h\right)(T, Q)
\end{aligned}
$$

where $\left(\nabla \frac{1}{X} h\right)(Y, Z)=\nabla_{X}^{\perp}(h(Y, Z))-h\left(\nabla_{X} Y, Z\right)-h\left(Y, \nabla_{X} Z\right)$ for any $X, Y, Z \in$ TM.

By a direct computation with (2.5)-(2.7), the equations of Gauss, Ricci and Codazzi yield

$$
\begin{align*}
\lambda^{2} \cot ^{2} \theta+\lambda_{x} \cot \theta+\cos ^{2} \theta+\beta_{1} \beta_{3}-\beta_{2}^{2} & =0  \tag{2.9}\\
\frac{\left(\beta_{2}\right)_{y}}{\alpha}+\lambda \cot \theta \sec ^{2} \theta \beta_{1}-\lambda \cot \theta \beta_{3}-\left(\beta_{3}\right)_{x} & =0  \tag{2.10}\\
\frac{\left(\beta_{1}\right)_{y}}{\alpha}-2 \lambda \cot \theta \beta_{2}-\left(\beta_{2}\right)_{x} & =0 \tag{2.11}
\end{align*}
$$

In fact, the Codazzi equations imply all three equations above, while the Gauss and Ricci equations coincide with (2.9) and (2.11) respectively.

## 3 Constant angle surfaces with parallel mean curvature vector

In this section, we will discuss the constant angle surface $M$ with parallel mean curvature vector in $S^{3}(1) \times \mathbb{R}$. In fact, we have

Theorem 1. If $M$ is a constant angle surface in $S^{3}(1) \times \mathbb{R}$ with parallel mean curvature vector $\vec{H}$, then $\vec{H}=0$, that is, $M$ is a minimal surface in $S^{3}(1) \times \mathbb{R}$.

Proof. Since the mean curvature vector $\vec{H}$ of $M$ is parallel, that is, $\nabla^{\perp} \vec{H}=0$, from (2.7), we have

$$
\begin{align*}
\lambda_{x} & =-\left(\beta_{1}+\beta_{3}\right) \beta_{1} \tan \theta  \tag{3.1}\\
\left(\beta_{1}\right)_{x}+\left(\beta_{3}\right)_{x} & =\lambda \beta_{1} \tan \theta \tag{3.2}
\end{align*}
$$

and

$$
\begin{align*}
\lambda_{y} & =-\alpha\left(\beta_{1}+\beta_{3}\right) \beta_{2} \tan \theta  \tag{3.3}\\
\left(\beta_{1}\right)_{y}+\left(\beta_{3}\right)_{y} & =\alpha \lambda \beta_{2} \tan \theta \tag{3.4}
\end{align*}
$$

From (2.9) and (3.1), we get

$$
\beta_{1}^{2}+\beta_{2}^{2}=\cot ^{2} \theta\left(\lambda^{2}+\sin ^{2} \theta\right)
$$

Thus we can set

$$
\left\{\begin{array}{l}
\beta_{1}=\cot \theta \sqrt{\lambda^{2}+\sin ^{2} \theta} \cos \gamma  \tag{3.5}\\
\beta_{2}=\cot \theta \sqrt{\lambda^{2}+\sin ^{2} \theta} \sin \gamma
\end{array}\right.
$$

for some function $\gamma$ on $M$.

Since $\beta_{1}^{2}+\beta_{2}^{2}=\cot ^{2} \theta\left(\lambda^{2}+\sin ^{2} \theta\right)>0$, taking the derivatives of (3.5), we obtain

$$
\begin{align*}
& \left(\beta_{1}\right)_{x}=-\beta_{2} \gamma_{x}+\frac{\lambda \lambda_{x}}{\beta_{1}^{2}+\beta_{2}^{2}} \beta_{1} \cot ^{2} \theta  \tag{3.6}\\
& \left(\beta_{1}\right)_{y}=-\beta_{2} \gamma_{y}+\frac{\lambda \lambda_{y}}{\beta_{1}^{2}+\beta_{2}^{2}} \beta_{1} \cot ^{2} \theta  \tag{3.7}\\
& \left(\beta_{2}\right)_{x}=\beta_{1} \gamma_{x}+\frac{\lambda \lambda_{x}}{\beta_{1}^{2}+\beta_{2}^{2}} \beta_{2} \cot ^{2} \theta  \tag{3.8}\\
& \left(\beta_{2}\right)_{y}=\beta_{1} \gamma_{y}+\frac{\lambda \lambda_{y}}{\beta_{1}^{2}+\beta_{2}^{2}} \beta_{2} \cot ^{2} \theta \tag{3.9}
\end{align*}
$$

Using (3.1)-(3.3), (3.6) and (3.9), from (2.10) we get

$$
\begin{equation*}
\frac{\beta_{1}}{\alpha} \gamma_{y}-\beta_{2} \gamma_{x}=2 \lambda \beta_{3} \cot \theta \tag{3.10}
\end{equation*}
$$

Using (3.1), (3.3), (3.7) and (3.8), from (2.11) we get

$$
\begin{equation*}
\frac{\beta_{2}}{\alpha} \gamma_{y}+\beta_{1} \gamma_{x}=-2 \lambda \beta_{2} \cot \theta \tag{3.11}
\end{equation*}
$$

From (3.10) and (3.11) we have

$$
\left\{\begin{array}{l}
\gamma_{x}=\frac{-2 \lambda \cot \theta}{\beta_{1}^{2}+\beta_{2}^{2}} \beta_{2}\left(\beta_{1}+\beta_{3}\right)  \tag{3.12}\\
\gamma_{y}=\frac{2 \alpha \lambda \cot \theta}{\beta_{1}^{2}+\beta_{2}^{2}}\left(\beta_{1} \beta_{3}-\beta_{2}^{2}\right)
\end{array}\right.
$$

Putting (3.12) into (3.6)-(3.9), from (3.1), (3.3) and (3.4), we have

$$
\begin{aligned}
\lambda_{x y} & =-\tan \theta\left[\left(\beta_{1}\right)_{y}\left(\beta_{1}+\beta_{3}\right)+\beta_{1}\left(\beta_{1}+\beta_{3}\right)_{y}\right] \\
& =-\tan \theta\left\{\left(\beta_{1}+\beta_{3}\right)\left[-\beta_{2} \gamma_{y}-\frac{\alpha \lambda \cot \theta}{\beta_{1}^{2}+\beta_{2}^{2}} \beta_{1} \beta_{2}\left(\beta_{1}+\beta_{3}\right)\right]+\alpha \lambda \beta_{1} \beta_{2} \tan \theta\right\} \\
& =\tan \theta\left\{\left(\beta_{1}+\beta_{3}\right) \frac{\alpha \lambda \cot \theta}{\beta_{1}^{2}+\beta_{2}^{2}}\left[2 \beta_{2}\left(\beta_{1} \beta_{3}-\beta_{2}^{2}\right)+\beta_{1} \beta_{2}\left(\beta_{1}+\beta_{3}\right)\right]-\alpha \lambda \beta_{1} \beta_{2} \tan \theta\right\} \\
& =\beta_{2}\left(\beta_{1}+\beta_{3}\right) \frac{\alpha \lambda}{\beta_{1}^{2}+\beta_{2}^{2}}\left(3 \beta_{1} \beta_{3}-2 \beta_{2}^{2}+\beta_{1}^{2}\right)-\alpha \lambda \beta_{1} \beta_{2} \tan ^{2} \theta .
\end{aligned}
$$

Similarly, we also obtain

$$
\begin{aligned}
\lambda_{y x} & =-\tan \theta\left[\alpha_{x} \beta_{2}\left(\beta_{1}+\beta_{3}\right)+\alpha \beta_{2}\left(\beta_{1}+\beta_{3}\right)_{x}+\alpha\left(\beta_{2}\right)_{x}\left(\beta_{1}+\beta_{3}\right)\right] \\
& =-\tan \theta\left[\alpha \lambda \cot \theta \beta_{2}\left(\beta_{1}+\beta_{3}\right)+\alpha \lambda \beta_{1} \beta_{2} \tan \theta-\alpha \frac{\lambda \cot \theta}{\beta_{1}^{2}+\beta_{2}^{2}} 3 \beta_{1} \beta_{2}\left(\beta_{1}+\beta_{3}\right)^{2}\right] \\
& =\beta_{2}\left(\beta_{1}+\beta_{3}\right) \frac{\alpha \lambda}{\beta_{1}^{2}+\beta_{2}^{2}}\left(3 \beta_{1} \beta_{3}+2 \beta_{1}^{2}-\beta_{1}^{2}\right)-\alpha \lambda \beta_{1} \beta_{2} \tan ^{2} \theta
\end{aligned}
$$

Since $\alpha>0$, from the integrability condition $\lambda_{x y}=\lambda_{y x}$, we have

$$
\begin{equation*}
\lambda \beta_{2}\left(\beta_{1}+\beta_{3}\right)=0 \tag{3.13}
\end{equation*}
$$

We claim that $\lambda(p)=0$ for any $p \in M$. Then from (3.1) and (3.3) we get $\beta_{1}+\beta_{3}=0$ since $\beta_{1}$ and $\beta_{2}$ cannot be zero simultaneously. Hence $M$ is minimal in $S^{3}(1) \times \mathbb{R}$.

To prove the claim, we discuss the equation (3.13) in two cases.
Case 1. $\beta_{2} \neq 0$ at some point $p \in M$.
In this case, there exists a neighborhood $U$ of $p$ such that $\lambda\left(\beta_{1}+\beta_{3}\right)=0$ in $U$. If $\lambda(p) \neq 0$, then there exists a neighborhood $V \subset U$ such that $\beta_{1}+\beta_{3}=0$ in $V$. This contradicts (3.4). Hence $\lambda(p)=0$.

Case 2. $\beta_{2}=0$ at some point $p \in M$.
First we assume that there exists a neighborhood $U$ of $p$ such that $\beta_{2}=0$ in $U$. Then we get, in $U$,

$$
\left(\beta_{1}\right)_{x}=-\lambda \cot \theta\left(\beta_{1}-\beta_{3}\right)
$$

from (2.10) and (3.2). On the other hand, from (3.6) and (3.1) we have, in $U$,

$$
\left(\beta_{1}\right)_{x}=-\lambda \cot \theta\left(\beta_{1}+\beta_{3}\right) .
$$

If $\lambda(p) \neq 0$, there exists a neighborhood $V \subset U$ such that $\lambda \neq 0$ in $V$. Then $\beta_{3}=0$ in $V$. Hence, $\beta_{1}=0$ in $V$ from (2.10). This contradicts $\beta_{1}^{2}+\beta_{2}^{2}>0$. Hence $\lambda(p)=0$.

Otherwise, there exists a sequence $\left\{q_{i}\right\}_{i=1}^{\infty}$ approaching $p$ such that $\beta_{2}\left(q_{i}\right) \neq$ 0 . Then $\lambda\left(q_{i}\right)\left(\beta_{1}+\beta_{3}\right)\left(q_{i}\right)=0$. By taking the limit, $\lambda(p)\left(\beta_{1}+\beta_{3}\right)(p)=0$. If $\lambda(p) \neq 0$, then $\left(\beta_{1}+\beta_{3}\right)(p)=0$. From (3.13), there exists a neighborhood $U$ of $p$ such that $\lambda \neq 0$ in $U$, which implies $\beta_{2}\left(\beta_{1}+\beta_{3}\right)=0$ in $U$. Taking derivatives with respect to $x$ and $y$, using (3.1)-(3.4), (3.8), (3.9) and (3.12), we get

$$
\begin{gather*}
-\frac{\lambda \beta_{1} \beta_{2}\left(\beta_{1}+\beta_{3}\right)^{2} \cot \theta}{\beta_{1}^{2}+\beta_{2}^{2}}+\lambda \beta_{1} \beta_{2} \tan \theta=0  \tag{3.14}\\
\frac{2 \alpha \lambda \beta_{1}\left(\beta_{1}+\beta_{3}\right)\left(\beta_{1} \beta_{3}-\beta_{2}^{2}\right) \cot \theta}{\beta_{1}^{2}+\beta_{2}^{2}}+\alpha \lambda \beta_{2}^{2} \tan \theta=0 \tag{3.15}
\end{gather*}
$$

From (3.14) and (3.15), we have, in $U$,

$$
\begin{equation*}
\frac{\alpha \lambda \cot \theta}{\beta_{1}^{2}+\beta_{2}^{2}} \beta_{1}\left(\beta_{1}+\beta_{3}\right)\left(2 \beta_{1}^{2} \beta_{3}-\beta_{1} \beta_{2}^{2}+\beta_{3} \beta_{2}^{2}\right)=0 \tag{3.16}
\end{equation*}
$$

Since $\beta_{2}(p)=0$, we can assume $\beta_{1}(p)>0$ without loss of generality. Hence $\beta_{3}(p)<0$ from $\left(\beta_{1}+\beta_{3}\right)(p)=0$. Then there exists a neighborhood $V \subset U$ such that $\beta_{1}>0, \beta_{3}<0$ in $V$. Thus in $V$, we have

$$
2 \beta_{1}^{2} \beta_{3}-\beta_{1} \beta_{2}^{2}+\beta_{3} \beta_{2}^{2}<0
$$

Then (3.16) implies that $\beta_{1}+\beta_{3}=0$ in $V$. This contradicts (3.2). Therefore, $\lambda(p)=0$.

Hence we have proved the claim and completed the proof of Theorem 1.

## 4 Classification of minimal constant angle surfaces

In this section, we consider the minimal constant angle surface $M$ in $S^{3}(1) \times \mathbb{R}$.
Lemma 2. Let $M$ be a minimal constant angle surface in $S^{3}(1) \times \mathbb{R}$. Then the shape operators with respect to $\xi$ and $\eta$ are, respectively,

$$
A_{\zeta}=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right), \quad A_{\eta}=\left(\begin{array}{rr}
\beta_{1} & \beta_{2} \\
\beta_{2} & -\beta_{1}
\end{array}\right),
$$

where $\beta_{1}$ and $\beta_{2}$ are constants, satisfying $\beta_{1}^{2}+\beta_{2}^{2}=\cos ^{2} \theta$.
Proof. From (2.4) and the minimality of $M$ in $\mathbb{S}^{3}(1) \times \mathbb{R}$, the shape operator $A_{\tilde{\zeta}}$ associated to $\xi$ is

$$
A_{\xi}=\left(\begin{array}{ll}
0 & 0  \tag{4.1}\\
0 & 0
\end{array}\right)
$$

Hence, we have

$$
\nabla_{T} T=\nabla_{T} Q=\nabla_{Q} T=\nabla_{Q} Q=0
$$

which means that $M$ is flat. The coordinates $(x, y)$ on $M$ now can be chosen such that $\partial_{x}=T, \partial_{y}=Q$ (i.e. $\alpha=1$ ).

From the minimality of $M$ in $S^{3}(1) \times \mathbb{R}$, the shape operator $A_{\eta}$ becomes

$$
A_{\eta}=\left(\begin{array}{rr}
\beta_{1} & \beta_{2} \\
\beta_{2} & -\beta_{1}
\end{array}\right) .
$$

The equations of Gauss, Ricci, and Codazzi (2.9)-(2.11) are

$$
\begin{aligned}
& \beta_{1}^{2}+\beta_{2}^{2}=\cos ^{2} \theta \\
& \left(\beta_{2}\right)_{y}=-\left(\beta_{1}\right)_{x} \\
& \left(\beta_{1}\right)_{y}=\left(\beta_{2}\right)_{x}
\end{aligned}
$$

The above equations yield that both $\beta_{1}$ and $\beta_{2}$ are constant.
Now let us consider $S^{3}(1) \times \mathbb{R}$ as a hypersurface in $\mathbb{E}^{5}$ and denote $\partial_{t}$ by ( $0,0,0,0,1$ ). We obtain the following classification theorem.

Theorem 3. A surface $M$ immersed in $S^{3}(1) \times \mathbb{R}$ is a minimal constant angle surface if and only if the immersion

$$
\begin{aligned}
F: M & \rightarrow S^{3}(1) \times \mathbb{R} \subset \mathbb{E}^{5} \\
(x, y) & \mapsto F(x, y)
\end{aligned}
$$

is (up to isometries of $S^{3}(1) \times \mathbb{R}$ ) locally given by

$$
\begin{align*}
F(x, y)= & \left(c_{1} \cos \left(\mu_{1} x+v_{2} y\right), c_{1} \sin \left(\mu_{1} x+v_{2} y\right), c_{2} \cos \left(\mu_{2} x-v_{1} y\right)\right.  \tag{4.2}\\
& \left.c_{2} \sin \left(\mu_{2} x-v_{1} y\right), x \sin \theta\right)
\end{align*}
$$

where $\theta \in\left(0, \frac{\pi}{2}\right)$ is the constant angle, $v_{1} \in\left[1,1+\cos ^{2} \theta\right]$ is a constant, and $v_{2}, \mu_{1}, \mu_{2}$, $c_{1}, c_{2}$ are nonnegative constants given by

$$
\begin{aligned}
& v_{2}^{2}=\frac{1+\cos ^{2} \theta-v_{1}^{2}}{1-v_{1}^{2} \sin ^{2} \theta}, \mu_{1}^{2}=\frac{v_{1}^{2} \cos ^{4} \theta}{1-v_{1}^{2} \sin ^{2} \theta}, \mu_{2}^{2}=1+\cos ^{2} \theta-v_{1}^{2} \\
& c_{1}^{2}=\frac{1-v_{1}^{2} \sin ^{2} \theta}{1+\cos ^{2} \theta-v_{1}^{2} \sin ^{2} \theta}, c_{2}^{2}=\frac{\cos ^{2} \theta}{1+\cos ^{2} \theta-v_{1}^{2} \sin ^{2} \theta}
\end{aligned}
$$

Proof. First we prove that the given immersion (4.2) is a minimal constant angle surface in $S^{3}(1) \times \mathbb{R}$. To see this, we calculate the tangent vectors

$$
\begin{aligned}
F_{x}= & \left(-\mu_{1} c_{1} \sin \left(\mu_{1} x+v_{2} y\right), \mu_{1} c_{1} \cos \left(\mu_{1} x+v_{2} y\right),-\mu_{2} c_{2} \sin \left(\mu_{2} x-v_{1} y\right)\right. \\
& \left.\mu_{2} c_{2} \cos \left(\mu_{2} x-v_{1} y\right), \sin \theta\right) \\
F_{y}= & \left(-v_{2} c_{1} \sin \left(\mu_{1} x+v_{2} y\right), v_{2} c_{1} \cos \left(\mu_{1} x+v_{2} y\right), v_{1} c_{2} \sin \left(\mu_{2} x-v_{1} y\right)\right. \\
& \left.-v_{1} c_{2} \cos \left(\mu_{2} x-v_{1} y\right), 0\right)
\end{aligned}
$$

The normal $N$ of $S^{3}(1) \times \mathbb{R}$ in $\mathbb{E}^{5}$ is

$$
N=\left(c_{1} \cos \left(\mu_{1} x+v_{2} y\right), c_{1} \sin \left(\mu_{1} x+v_{2} y\right), c_{2} \cos \left(\mu_{2} x-v_{1} y\right), c_{2} \sin \left(\mu_{2} x-v_{1} y\right), 0\right)
$$

Let

$$
\begin{aligned}
\xi= & \left(\mu_{1} c_{1} \tan \theta \sin \left(\mu_{1} x+v_{2} y\right),-\mu_{1} c_{1} \tan \theta \cos \left(\mu_{1} x+v_{2} y\right), \mu_{2} c_{2} \tan \theta \sin \left(\mu_{2} x-v_{1} y\right)\right. \\
& \left.\quad-\mu_{2} c_{2} \tan \theta \cos \left(\mu_{2} x-v_{1} y\right), \cos \theta\right) \\
\eta= & \left(-c_{2} \cos \left(\mu_{1} x+v_{2} y\right),-c_{2} \sin \left(\mu_{1} x+v_{2} y\right), c_{1} \cos \left(\mu_{2} x-v_{1} y\right), c_{1} \sin \left(\mu_{2} x-v_{1} y\right), 0\right)
\end{aligned}
$$

We can verify that $F_{x}, F_{y}, \xi, \eta, N$ are orthonormal in $\mathbb{E}^{5}$. Thus $\{\xi, \eta\}$ is a basis of the normal plane of $M$ in $S^{3}(1) \times \mathbb{R}$. Moreover, we have

$$
\partial_{t}=\sin \theta F_{x}+\cos \theta \xi
$$

which means that the angle between $\partial_{t}$ and the normal plane is constant $\theta$.
Furthermore, we can calculate the shape operators with respect to $\xi$ and $\eta$ on $M$ in $S^{3}(1) \times \mathbb{R}$ respectively,

$$
A_{\xi}=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right), \quad A_{\eta}=\left(\begin{array}{ll}
\beta_{1} & \beta_{2} \\
\beta_{2} & \beta_{3}
\end{array}\right)
$$

where

$$
\beta_{1}=-\beta_{3}=\frac{\left(v_{1}^{2}-1\right) \cos \theta}{\sqrt{1-v_{1}^{2} \sin ^{2} \theta}}, \quad \beta_{2}=\frac{v_{1} \cos \theta \sqrt{1+\cos ^{2} \theta-v_{1}^{2}}}{\sqrt{1-v_{1}^{2} \sin ^{2} \theta}}
$$

Therefore, $M$ is a minimal surface in $S^{3}(1) \times \mathbb{R}$. Moreover, we can see that $\left(\beta_{1}\right)^{2}+$ $\left(\beta_{2}\right)^{2}=\cos ^{2} \theta$.

Conversely, let us consider $M$ as an immersed surface in $\mathbb{E}^{5}$ with codimension 3. Denote by $D, \tilde{\nabla}^{\perp}$ the Euclidean connection and the normal connection of $M$ in
$\mathbb{E}^{5}$, respectively. For the immersion $F=\left(F_{1}, F_{2}, F_{3}, F_{4}, F_{5}\right): M \rightarrow S^{3}(1) \times \mathbb{R} \subset \mathbb{E}^{5}$, we have three unit normals

$$
\begin{aligned}
N & =\left(F_{1}, F_{2}, F_{3}, F_{4}, 0\right), \\
\xi & =\left(\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}, \cos \theta\right), \\
\eta & =\left(\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}, 0\right),
\end{aligned}
$$

where $N$ is normal to $S^{3}(1) \times \mathbb{R}$ with the shape operator $\tilde{A}_{N}$.
For simplicity, we denote the first four components of a vector in $\mathbb{E}^{5}$ by adding a tilde on it, say $F=\left(\tilde{F}, F_{5}\right)$, etc.

Noticing that $\left\langle T, \partial_{t}\right\rangle=\left(F_{5}\right)_{x}=\sin \theta,\left\langle Q, \partial_{t}\right\rangle=\left(F_{5}\right)_{y}=0$, we can take $F_{5}=$ $x \sin \theta$ without loss of generality.

For any $X \in T_{p} M$, we have

$$
\begin{aligned}
\tilde{\nabla}_{X}^{\perp} N & =\left\langle D_{X} N, \xi\right\rangle \xi+\left\langle D_{X} N, \eta\right\rangle \eta \\
& =\left\langle X-\left\langle X, \partial_{t}\right\rangle \partial_{t}, \xi\right\rangle \xi+\left\langle X-\left\langle X, \partial_{t}\right\rangle \partial_{t}, \eta\right\rangle \eta \\
& =-\sin \theta \cos \theta\langle X, T\rangle \xi
\end{aligned}
$$

By the Weingarten formula, we have

$$
\begin{align*}
\tilde{A}_{N} T & =-D_{T} N+\tilde{\nabla} \frac{\perp}{T} N \\
& =-\left(\tilde{F}_{x}, 0\right)-\sin \theta \cos \theta(\tilde{\xi}, \cos \theta)  \tag{4.3}\\
\tilde{A}_{N} Q & =-D_{Q} N+\tilde{\nabla}_{Q}^{\perp} N \\
& =-\left(\tilde{F}_{y}, 0\right) .
\end{align*}
$$

Thus the shape operator associated to $N$ is

$$
\tilde{A}_{N}=\left(\begin{array}{cc}
-\sin ^{2} \theta & 0 \\
0 & -1
\end{array}\right) .
$$

Comparing the first four components of (4.3), we get

$$
\xi_{i}=-\tan \theta\left(F_{i}\right)_{x} .
$$

Taking $(X, Y)=(T, T),(T, Q),(Q, Q)$ in $D_{X} Y=\tilde{\nabla}_{X} Y+\tilde{h}(X, Y)$, and $X=$ $T, Q$ in $D_{X} \eta=-\tilde{A}_{\eta} X+\tilde{\nabla} \frac{1}{X} \eta$ respectively, we get the PDE system for $i=1,2,3,4$,

$$
\begin{align*}
\left(F_{i}\right)_{x x} & =\beta_{1} \eta_{i}-\cos ^{2} \theta F_{i}  \tag{4.4}\\
\left(F_{i}\right)_{x y} & =\beta_{2} \eta_{i}  \tag{4.5}\\
\left(F_{i}\right)_{y y} & =-\beta_{1} \eta_{i}-F_{i}  \tag{4.6}\\
\left(\eta_{i}\right)_{x} & =-\frac{\beta_{1}}{\cos ^{2} \theta}\left(F_{i}\right)_{x}-\beta_{2}\left(F_{i}\right)_{y}  \tag{4.7}\\
\left(\eta_{i}\right)_{y} & =-\frac{\beta_{2}}{\cos ^{2} \theta}\left(F_{i}\right)_{x}+\beta_{1}\left(F_{i}\right)_{y} \tag{4.8}
\end{align*}
$$

where $\beta_{1}$ and $\beta_{2}$ are as in Lemma 2. Obviously, the integrable conditions are all satisfied. Moreover, we have $\xi_{i}=-\tan \theta\left(F_{i}\right)_{x}$ and $F_{5}=x \sin \theta, \xi_{5}=\cos \theta$, $\eta_{5}=0$.

In the following, we will solve the above PDE system in three cases.
Case 1. $\beta_{2}=0$.
In this case, we can choose the direction of $\eta$ such that $\beta_{1}=\cos \theta>0$, and then the PDE system becomes

$$
\begin{align*}
& \left(F_{i}\right)_{x x}=\cos \theta \eta_{i}-\cos ^{2} \theta F_{i}  \tag{4.9}\\
& \left(F_{i}\right)_{x y}=0  \tag{4.10}\\
& \left(F_{i}\right)_{y y}=-\cos \theta \eta_{i}-F_{i}  \tag{4.11}\\
& \left(\eta_{i}\right)_{x}=-\frac{1}{\cos \theta}\left(F_{i}\right)_{x}  \tag{4.12}\\
& \left(\eta_{i}\right)_{y}=\cos \theta\left(F_{i}\right)_{x} \tag{4.13}
\end{align*}
$$

From (4.10), we know that the solution has a separating form: $F_{i}(x, y)=f_{i}(x)+$ $g_{i}(y)$. Denote $\rho=\sqrt{1+\cos ^{2} \theta}$. Taking the derivative of (4.9) with respect to $x$ and using (4.12), we get

$$
f_{i}^{\prime \prime \prime}=-\rho^{2} f_{i}^{\prime}
$$

and then $f_{i}^{\prime}(x)=k_{i} \cos (\rho x)+l_{i} \sin (\rho x)$. Taking the same operation with respect to $y$, we find the solution has the form

$$
F_{i}(x, y)=A_{i} \cos (\rho x)+B_{i} \sin (\rho x)+C_{i} \cos (\rho y)+D_{i} \sin (\rho y)
$$

We can derive from (4.9) that

$$
\eta_{i}(x, y)=-\frac{A_{i}}{\cos \theta} \cos (\rho x)-\frac{B_{i}}{\cos \theta} \sin (\rho x)+C_{i} \cos \theta \cos (\rho y)+D_{i} \cos \theta \sin (\rho y)
$$

and we can also check that (4.11)-(4.13) are all satisfied.
Since

$$
\begin{aligned}
\left(F_{i}\right)_{x} & =\rho\left(B_{i} \cos (\rho x)-A_{i} \sin (\rho x)\right) \\
\left(F_{i}\right)_{y} & =\rho\left(D_{i} \cos (\rho y)-C_{i} \sin (\rho y)\right) \\
\xi_{i} & =-\rho \tan \theta\left(B_{i} \cos (\rho x)-A_{i} \sin (\rho x)\right)
\end{aligned}
$$

and $F_{x}, F_{y}$ are orthonormal, we have

$$
\begin{aligned}
\cos ^{2} \theta=\sum_{i}\left(\left(F_{i}\right)_{x}\right)^{2}= & \rho^{2}\left(\sum_{i} B_{i}^{2} \cos ^{2}(\rho x)+\sum_{i} A_{i}^{2} \sin ^{2}(\rho x)-\sum_{i} A_{i} B_{i} \sin (2 \rho x)\right) \\
1=\sum_{i}\left(\left(F_{i}\right)_{y}\right)^{2}= & \rho^{2}\left(\sum_{i} D_{i}^{2} \cos ^{2}(\rho y)+\sum_{i} C_{i}^{2} \sin ^{2}(\rho y)-\sum_{i} C_{i} D_{i} \sin (2 \rho y)\right) \\
0=\sum_{i}\left(F_{i}\right)_{x}\left(F_{i}\right)_{y}= & \rho^{2}\left(\sum_{i} B_{i} D_{i} \cos (\rho x) \cos (\rho y)+\sum_{i} A_{i} C_{i} \sin (\rho x) \sin (\rho y)\right. \\
& \left.-\sum_{i} B_{i} C_{i} \cos (\rho x) \sin (\rho y)-\sum_{i} A_{i} D_{i} \sin (\rho x) \cos (\rho y)\right)
\end{aligned}
$$

Since $x, y$ are arbitrary, we have

$$
\sum_{i} A_{i}^{2}=\sum_{i} B_{i}^{2}=\frac{\cos ^{2} \theta}{\rho^{2}}, \quad \sum_{i} C_{i}^{2}=\sum_{i} D_{i}^{2}=\frac{1}{\rho^{2}}
$$

$$
\sum_{i} A_{i} B_{i}=\sum_{i} C_{i} D_{i}=\sum_{i} B_{i} D_{i}=\sum_{i} A_{i} C_{i}=\sum_{i} B_{i} C_{i}=\sum_{i} A_{i} D_{i}=0,
$$

and we can check that $F_{x}, F_{y}, \xi, \eta$ are orthonormal. Hence, we have

$$
\tilde{F}(x, y)=\frac{\cos \theta}{\rho} \cos (\rho x) \vec{e}_{1}+\frac{\cos \theta}{\rho} \sin (\rho x) \vec{e}_{2}+\frac{1}{\rho} \cos (\rho y) \vec{e}_{3}+\frac{1}{\rho} \sin (\rho y) \vec{e}_{4} .
$$

where $\left\{\vec{e}_{i}\right\}_{i=1}^{4}$ is a fixed orthonormal basis of $\mathbb{E}^{4}$. If we choose $\vec{e}_{1}=(1,0,0,0)$, $\vec{e}_{2}=(0,1,0,0), \vec{e}_{3}=(0,0,1,0), \vec{e}_{4}=(0,0,0,-1)$, the surface is locally given by

$$
F(x, y)=\left(\frac{\cos \theta}{\rho} \cos (\rho x), \frac{\cos \theta}{\rho} \sin (\rho x), \frac{1}{\rho} \cos (\rho y),-\frac{1}{\rho} \sin (\rho y), x \sin \theta\right) .
$$

This is the case $\nu_{1}=\rho=\sqrt{1+\cos ^{2} \theta}$ (hence $\mu_{1}=\rho, \mu_{2}=v_{2}=0, c_{1}=\frac{\cos \theta}{\rho}$, $c_{2}=\frac{1}{\rho}$ ) in (4.2).

Case 2. $\beta_{1}=0$.
In this case, we can choose the direction of $\eta$ such that $\beta_{2}=\cos \theta>0$. The PDE system becomes

$$
\begin{align*}
\left(F_{i}\right)_{x x} & =-\cos ^{2} \theta F_{i}  \tag{4.14}\\
\left(F_{i}\right)_{x y} & =\cos \theta \eta_{i}  \tag{4.15}\\
\left(F_{i}\right)_{y y} & =-F_{i}  \tag{4.16}\\
\left(\eta_{i}\right)_{x} & =-\cos \theta\left(F_{i}\right)_{y}  \tag{4.17}\\
\left(\eta_{i}\right)_{y} & =-\frac{1}{\cos \theta}\left(F_{i}\right)_{x} . \tag{4.18}
\end{align*}
$$

Solving (4.14) and (4.16), we find that the solution has the form

$$
\begin{aligned}
F_{i}(x, y)= & A_{i} \cos (x \cos \theta) \cos y+B_{i} \cos (x \cos \theta) \sin y \\
& +C_{i} \sin (x \cos \theta) \cos y+D_{i} \sin (x \cos \theta) \sin y .
\end{aligned}
$$

We can derive from (4.15) that

$$
\begin{aligned}
\eta_{i}= & D_{i} \cos (x \cos \theta) \cos y-C_{i} \cos (x \cos \theta) \sin y \\
& -B_{i} \sin (x \cos \theta) \cos y+A_{i} \sin (x \cos \theta) \sin y
\end{aligned}
$$

and we can check that (4.17) and (4.18) are satisfied. Moreover, we have

$$
\begin{aligned}
\left(F_{i}\right)_{x}= & \cos \theta\left(C_{i} \cos (x \cos \theta) \cos y+D_{i} \cos (x \cos \theta) \sin y\right. \\
& \left.-A_{i} \sin (x \cos \theta) \cos y-B_{i} \sin (x \cos \theta) \sin y\right), \\
\left(F_{i}\right)_{y}= & B_{i} \cos (x \cos \theta) \cos y-A_{i} \cos (x \cos \theta) \sin y \\
& +D_{i} \sin (x \cos \theta) \cos y-C_{i} \sin (x \cos \theta) \sin y, \\
\xi_{i}= & -\sin \theta\left(C_{i} \cos (x \cos \theta) \cos y+D_{i} \cos (x \cos \theta) \sin y\right. \\
& \left.-A_{i} \sin (x \cos \theta) \cos y-B_{i} \sin (x \cos \theta) \sin y\right) .
\end{aligned}
$$

From the fact that $F_{x}, F_{y}, \xi, \eta$ are orthonormal, a similar discussion as in Case 1 yields

$$
\begin{aligned}
\tilde{F}(x, y)= & \cos (x \cos \theta) \cos y \vec{e}_{1}+\cos (x \cos \theta) \sin y \vec{e}_{2} \\
& +\sin (x \cos \theta) \cos y \vec{e}_{3}+\sin (x \cos \theta) \sin y \vec{e}_{4}
\end{aligned}
$$

where $\left\{\vec{e}_{i}\right\}_{i=1}^{4}$ is a fixed orthonormal basis of $\mathbb{E}^{4}$. If we choose $\vec{e}_{1}=\left(\frac{1}{\sqrt{2}}, 0, \frac{1}{\sqrt{2}}, 0\right)$, $\vec{e}_{2}=\left(0, \frac{1}{\sqrt{2}}, 0,-\frac{1}{\sqrt{2}}\right), \vec{e}_{3}=\left(0, \frac{1}{\sqrt{2}}, 0, \frac{1}{\sqrt{2}}\right), \vec{e}_{4}=\left(-\frac{1}{\sqrt{2}}, 0, \frac{1}{\sqrt{2}}, 0\right)$, the surface is locally given by

$$
\begin{aligned}
F(x, y)= & \left(\frac{1}{\sqrt{2}} \cos (x \cos \theta+y), \frac{1}{\sqrt{2}} \sin (x \cos \theta+y), \frac{1}{\sqrt{2}} \cos (x \cos \theta-y)\right. \\
& \left.\frac{1}{\sqrt{2}} \sin (x \cos \theta-y), x \sin \theta\right)
\end{aligned}
$$

This is the case $\nu_{1}=1$ (hence $\mu_{1}=\mu_{2}=\cos \theta, v_{2}=1, c_{1}=c_{2}=\frac{1}{\sqrt{2}}$ ) in (4.2).
Case 3. $\beta_{1} \beta_{2} \neq 0$.
Taking the derivative of equation (4.4) with respect to $x$, and using equation (4.7), we get

$$
\left(F_{i}\right)_{x x x}=-\frac{\beta_{1}^{2}}{\cos ^{2} \theta}\left(F_{i}\right)_{x}-\cos ^{2} \theta\left(F_{i}\right)_{x}-\beta_{1} \beta_{2}\left(F_{i}\right)_{y}
$$

Taking the derivative with respect to $x$ again, and using equations (4.5), (4.4), we get

$$
\begin{equation*}
\left(F_{i}\right)_{x x x x}=\left(-\frac{\beta_{1}^{2}}{\cos ^{2} \theta}-\beta_{2}^{2}-\cos ^{2} \theta\right)\left(F_{i}\right)_{x x}-\beta_{2}^{2} \cos ^{2} \theta F_{i} \tag{4.19}
\end{equation*}
$$

Similarly, taking the derivative of equation (4.6) with respect to $y$ twice, and using equations (4.8), (4.5), (4.6), we get

$$
\left(F_{i}\right)_{y y y}=\frac{\beta_{1} \beta_{2}}{\cos ^{2} \theta}\left(F_{i}\right)_{x}-\beta_{1}^{2}\left(F_{i}\right)_{y}-\left(F_{i}\right)_{y}
$$

and

$$
\begin{equation*}
\left(F_{i}\right)_{y y y y}=\left(-\frac{\beta_{2}^{2}}{\cos ^{2} \theta}-\beta_{1}^{2}-1\right)\left(F_{i}\right)_{y y}-\frac{\beta_{2}^{2}}{\cos ^{2} \theta} F_{i} . \tag{4.20}
\end{equation*}
$$

The characteristic equation of (4.19) is

$$
\begin{equation*}
z^{4}+\left(\frac{\beta_{1}^{2}}{\cos ^{2} \theta}+\beta_{2}^{2}+\cos ^{2} \theta\right) z^{2}+\beta_{2}^{2} \cos ^{2} \theta=0 \tag{4.21}
\end{equation*}
$$

Denote $b_{1}=\frac{\beta_{1}^{2}}{\cos ^{2} \theta}+\beta_{2}^{2}+\cos ^{2} \theta$ and $c_{1}=\beta_{2}^{2} \cos ^{2} \theta$. Considering equation (4.21) as a quadratic equation in $u=z^{2}$, the discriminant is

$$
\Delta_{1}=b_{1}^{2}-4 c_{1}=\frac{\beta_{1}^{4}}{\cos ^{4} \theta}+\frac{2 \beta_{1}^{2} \beta_{2}^{2}}{\cos ^{2} \theta}+2 \beta_{1}^{2}+\beta_{1}^{4}>0
$$

Since $c_{1}>0$, the two negative roots $u=-\mu_{1}^{2}$ and $u=-\mu_{2}^{2}$ of the equation are

$$
-\mu_{1}^{2}=-\frac{1}{2}\left(b_{1}+\sqrt{\Delta_{1}}\right),-\mu_{2}^{2}=-\frac{1}{2}\left(b_{1}-\sqrt{\Delta_{1}}\right),
$$

where we assume $\mu_{1}>0, \mu_{2}>0$.

Similarly, the characteristic equation of (4.20) is

$$
\begin{equation*}
w^{4}+\left(\frac{\beta_{2}^{2}}{\cos ^{2} \theta}+\beta_{1}^{2}+1\right) w^{2}+\frac{\beta_{2}^{2}}{\cos ^{2} \theta}=0 \tag{4.22}
\end{equation*}
$$

Denote $b_{2}=\frac{\beta_{2}^{2}}{\cos ^{2} \theta}+\beta_{1}^{2}+1$ and $c_{2}=\frac{\beta_{2}^{2}}{\cos ^{2} \theta}$. Considering equation (4.22) as a quadratic equation as above, the discriminant is

$$
\Delta_{2}=b_{2}^{2}-4 c_{2}=\Delta_{1}>0
$$

and the two negative roots are

$$
-v_{1}^{2}=-\frac{1}{2}\left(b_{2}+\sqrt{\Delta_{2}}\right), \quad-v_{2}^{2}=-\frac{1}{2}\left(b_{2}-\sqrt{\Delta_{2}}\right),
$$

where we assume $v_{1}>0, v_{2}>0$.
Now we denote $\Delta=\Delta_{1}=\Delta_{2}$. Since $\left(F_{i}\right)_{x x}+\left(F_{i}\right)_{y y}=-\left(1+\cos ^{2} \theta\right) F_{i}$ and $\mu_{1}^{2}+v_{2}^{2}=\mu_{2}^{2}+v_{1}^{2}=1+\cos ^{2} \theta$, the solution takes the form

$$
\begin{aligned}
F_{i}(x, y)= & c_{1}^{(i)} \cos \left(\mu_{1} x\right) \cos \left(v_{2} y\right)+c_{2}^{(i)} \cos \left(\mu_{1} x\right) \sin \left(v_{2} y\right)+c_{3}^{(i)} \sin \left(\mu_{1} x\right) \cos \left(v_{2} y\right) \\
& +c_{4}^{(i)} \sin \left(\mu_{1} x\right) \sin \left(v_{2} y\right)+c_{5}^{(i)} \cos \left(\mu_{2} x\right) \cos \left(v_{1} y\right)+c_{6}^{(i)} \cos \left(\mu_{2} x\right) \sin \left(v_{1} y\right) \\
& +c_{7}^{(i)} \sin \left(\mu_{2} x\right) \cos \left(v_{1} y\right)+c_{8}^{(i)} \sin \left(\mu_{2} x\right) \sin \left(v_{1} y\right) .
\end{aligned}
$$

We can derive $\eta_{i}$ from (4.4),

$$
\begin{align*}
\eta_{i}= & \frac{1}{\beta_{1}}\left(\left(F_{i}\right)_{x x}+\cos ^{2} \theta F_{i}\right) \\
= & \frac{\cos ^{2} \theta-\mu_{1}^{2}}{\beta_{1}}\left(c_{1}^{(i)} \cos \left(\mu_{1} x\right) \cos \left(v_{2} y\right)+c_{2}^{(i)} \cos \left(\mu_{1} x\right) \sin \left(v_{2} y\right)\right. \\
& \left.+c_{3}^{(i)} \sin \left(\mu_{1} x\right) \cos \left(v_{2} y\right)+c_{4}^{(i)} \sin \left(\mu_{1} x\right) \sin \left(v_{2} y\right)\right)  \tag{4.23}\\
& +\frac{\cos ^{2} \theta-\mu_{2}^{2}}{\beta_{1}}\left(c_{5}^{(i)} \cos \left(\mu_{2} x\right) \cos \left(v_{1} y\right)+c_{6}^{(i)} \cos \left(\mu_{2} x\right) \sin \left(v_{1} y\right)\right. \\
& \left.+c_{7}^{(i)} \sin \left(\mu_{2} x\right) \cos \left(v_{1} y\right)+c_{8}^{(i)} \sin \left(\mu_{2} x\right) \sin \left(v_{1} y\right)\right) .
\end{align*}
$$

On the other hand, from (4.5)

$$
\begin{align*}
\eta_{i}= & \frac{1}{\beta_{2}}\left(F_{i}\right)_{x y} \\
= & \frac{\mu_{1} v_{2}}{\beta_{2}}\left(c_{4}^{(i)} \cos \left(\mu_{1} x\right) \cos \left(v_{2} y\right)-c_{3}^{(i)} \cos \left(\mu_{1} x\right) \sin \left(v_{2} y\right)\right. \\
& \left.-c_{2}^{(i)} \sin \left(\mu_{1} x\right) \cos \left(v_{2} y\right)+c_{1}^{(i)} \sin \left(\mu_{1} x\right) \sin \left(v_{2} y\right)\right)  \tag{4.24}\\
& +\frac{\mu_{2} v_{1}}{\beta_{2}}\left(c_{8}^{(i)} \cos \left(\mu_{2} x\right) \cos \left(v_{1} y\right)-c_{7}^{(i)} \cos \left(\mu_{2} x\right) \sin \left(v_{1} y\right)\right. \\
& \left.-c_{6}^{(i)} \sin \left(\mu_{2} x\right) \cos \left(v_{1} y\right)+c_{5}^{(i)} \sin \left(\mu_{2} x\right) \sin \left(v_{1} y\right)\right) .
\end{align*}
$$

Comparing the first four terms, we find that

$$
\begin{aligned}
& \frac{\cos ^{2} \theta-\mu_{1}^{2}}{\beta_{1}} c_{1}^{(i)}=\frac{\mu_{1} v_{2}}{\beta_{2}} c_{4}^{(i)}, \\
& \frac{\cos ^{2} \theta-\mu_{1}^{2}}{\beta_{1}} c_{4}^{(i)}=\frac{\mu_{1} v_{2}}{\beta_{2}} c_{1}^{(i)} \\
& \frac{\cos ^{2} \theta-\mu_{1}^{2}}{\beta_{1}} c_{2}^{(i)}=\frac{\mu_{1} v_{2}}{\beta_{2}} c_{3}^{(i)}, \\
& \cos ^{2} \theta-\mu_{1}^{2} \\
& \beta_{1} \\
& 3
\end{aligned}=\frac{\mu_{1} v_{2}}{\beta_{2}} c_{2}^{(i)} .
$$

Since $\mu_{1}>0, \mu_{2}>0, \nu_{1}>0, v_{2}>0$,

$$
\begin{aligned}
& 2\left(\cos ^{2} \theta-\mu_{1}^{2}\right)=\beta_{1}^{2}-\frac{\beta_{1}^{2}}{\cos ^{2} \theta}-\sqrt{\Delta}<0 \\
& 2\left(\cos ^{2} \theta-\mu_{2}^{2}\right)=\beta_{1}^{2}-\frac{\beta_{1}^{2}}{\cos ^{2} \theta}+\sqrt{\Delta}>0
\end{aligned}
$$

we have that

$$
\left(c_{1}^{(i)}\right)^{2}=\left(c_{4}^{(i)}\right)^{2},\left(c_{2}^{(i)}\right)^{2}=\left(c_{3}^{(i)}\right)^{2}
$$

Similarly, comparing the last four terms of (4.23) and (4.24), we obtain that

$$
\left(c_{5}^{(i)}\right)^{2}=\left(c_{8}^{(i)}\right)^{2},\left(c_{6}^{(i)}\right)^{2}=\left(c_{7}^{(i)}\right)^{2}
$$

Furthermore, we have for $\beta_{1} \beta_{2}>0$,

$$
c_{1}^{(i)}=-c_{4}^{(i)}, c_{2}^{(i)}=c_{3}^{(i)}, c_{5}^{(i)}=c_{8}^{(i)}, c_{6}^{(i)}=-c_{7}^{(i)} ;
$$

and for $\beta_{1} \beta_{2}<0$,

$$
c_{1}^{(i)}=c_{4}^{(i)}, c_{2}^{(i)}=-c_{3}^{(i)}, c_{5}^{(i)}=-c_{8}^{(i)}, c_{6}^{(i)}=c_{7}^{(i)} .
$$

Hence, for $\beta_{1} \beta_{2}>0$, we can set

$$
\begin{aligned}
& F_{i}(x, y)=A_{i} \cos \left(\mu_{1} x+v_{2} y\right)+B_{i} \sin \left(\mu_{1} x+v_{2} y\right)+ \\
& C_{i} \cos \left(\mu_{2} x-v_{1} y\right)+D_{i} \sin \left(\mu_{2} x-v_{1} y\right)
\end{aligned}
$$

In fact, we can easily verify that the solution above satisfies the PDE system (4.4)-(4.8).

Moreover, using the fact that $F_{x}, F_{y}, \xi, \eta$ are orthonormal, we can derive that

$$
\begin{aligned}
\tilde{F}(x, y)= & c_{1} \cos \left(\mu_{1} x+v_{2} y\right) \vec{e}_{1}+c_{1} \sin \left(\mu_{1} x+v_{2} y\right) \vec{e}_{2} \\
& +c_{2} \cos \left(\mu_{2} x-v_{1} y\right) \vec{e}_{3}+c_{2} \sin \left(\mu_{2} x-v_{1} y\right) \vec{e}_{4}
\end{aligned}
$$

where $\left\{\vec{e}_{i}\right\}_{i=1}^{4}$ is a fixed orthonormal basis of $\mathbb{E}^{4}, c_{1}, c_{2}$ are positive constants satisfying $c_{1}^{2}=\frac{v_{1}^{2}-1}{v_{1}^{2}-v_{2}^{2}}, c_{2}^{2}=\frac{1-v_{2}^{2}}{v_{1}^{2}-v_{2}^{2}}$. If we choose the natural basis of $\mathbb{E}^{4}$, the surface is locally given by

$$
\begin{aligned}
F(x, y)= & \left(c_{1} \cos \left(\mu_{1} x+v_{2} y\right), c_{1} \sin \left(\mu_{1} x+v_{2} y\right), c_{2} \cos \left(\mu_{2} x-v_{1} y\right)\right. \\
& \left.c_{2} \sin \left(\mu_{2} x-v_{1} y\right), x \sin \theta\right)
\end{aligned}
$$

This is the case $1<v_{1}<\sqrt{1+\cos ^{2} \theta}$ in (4.2).
Similarly, for $\beta_{1} \beta_{2}<0$, the surface is locally given by

$$
\begin{aligned}
F(x, y)= & \left(c_{1} \cos \left(\mu_{1} x-v_{2} y\right), c_{1} \sin \left(\mu_{1} x-v_{2} y\right), c_{2} \cos \left(\mu_{2} x+v_{1} y\right)\right. \\
& \left.c_{2} \sin \left(\mu_{2} x+v_{1} y\right), x \sin \theta\right) .
\end{aligned}
$$

If we change the coordinate to be $\{x,-y\}$, then this is the case $1<v_{1}<\sqrt{1+\cos ^{2} \theta}$ in (4.2).

Here we need to derive the relations among the constants $\nu_{1}, v_{2}, \mu_{1}, \mu_{2}, c_{1}$, $c_{2}$ when $1<v_{1}<\sqrt{1+\cos ^{2} \theta}$. In fact, by the definitions of $\nu_{1}$ and $v_{2}$, we have $v_{1}^{2} v_{2}^{2}=\frac{\beta_{2}^{2}}{\cos ^{2} \theta}$ and

$$
\begin{aligned}
v_{1}^{2}+v_{2}^{2} & =\frac{\beta_{2}^{2}}{\cos ^{2} \theta}+\beta_{1}^{2}+1 \\
& =v_{1}^{2} v_{2}^{2}+\cos ^{2} \theta-\cos ^{2} \theta v_{1}^{2} v_{2}^{2}+1 \\
& =v_{1}^{2} v_{2}^{2} \sin ^{2} \theta+\cos ^{2} \theta+1 .
\end{aligned}
$$

Since $1+\cos ^{2} \theta<\frac{1}{\sin ^{2} \theta}$ when $\theta \in\left(0, \frac{\pi}{2}\right)$, we have $v_{2}^{2}=\frac{1+\cos ^{2} \theta-v_{1}^{2}}{1-v_{1}^{2} \sin ^{2} \theta}$. By a direct computation, we have

$$
\begin{aligned}
& \mu_{1}^{2}=1+\cos ^{2} \theta-v_{2}^{2}=\frac{v_{1}^{2} \cos ^{4} \theta}{1-v_{1}^{2} \sin ^{2} \theta} \\
& \mu_{2}^{2}=1+\cos ^{2} \theta-v_{1}^{2} \\
& c_{1}^{2}=\frac{v_{1}^{2}-1}{v_{1}^{2}-v_{2}^{2}}=\frac{1-v_{1}^{2} \sin ^{2} \theta}{1+\cos ^{2} \theta-v_{1}^{2} \sin ^{2} \theta} \\
& c_{2}^{2}=\frac{1-v_{2}^{2}}{v_{1}^{2}-v_{2}^{2}}=\frac{\cos ^{2} \theta}{1+\cos ^{2} \theta-v_{1}^{2} \sin ^{2} \theta} .
\end{aligned}
$$

Hence we complete the proof of Theorem 3.

## Acknowledgements

The authors wish to express their gratitude to Professors Haizhong Li and Luc Vrancken for their suggestions and useful discussions. This work was done partially while the first three authors visited Departement Wiskunde, Katholieke Universiteit Leuven, Belgium. They would like to thank the institute for its hospitality.

## References

[1] U. Abresch, H. Rosenberg, A Hopf differential for constant mean curvature surfaces in $\mathrm{S}^{2} \times \mathbb{R}$ and $\mathbb{H}^{2} \times \mathbb{R}$, Acta Math. 193 (2004), 141-174.
[2] P. Cermelli and A. J. Di Scala, Constant-angle surfaces in liquid crystals, Philosophical Magazine 87 (2007), 1871-1888.
[3] F. Dillen, J. Fastenakels, J. Van der Veken, Surfaces in $S^{2} \times \mathbb{R}$ with a canonical principal direction, Ann. Glob. Anal. Geom. 35 (2009), 381-396.
[4] F. Dillen, J. Fastenakels, J. Van der Veken, L. Vrancken, Constant angle surfaces in $\mathrm{S}^{2} \times \mathbb{R}$, Monatsh. Math. 152 (2007), 89-96.
[5] F. Dillen and M. I. Munteanu, Surfaces in $\mathbb{H}^{+} \times \mathbb{R}$, Proceedings of the conference Pure and Applied Differential Geometry, PADGE 2007 (Brussels, 2007), eds. F. Dillen and I. Van de Woestyne, Shaker Verlag, Aachen, 2007 (ISBN 978-3-8322-6759-9), 185-193.
[6] F. Dillen, M. Munteanu, Constant Angle Surfaces in $\mathbb{H}^{2} \times \mathbb{R}$, Bull. Braz. Math. Soc. (N.S.) 40 (2009), 85-97.
[7] A. J. Di Scala and G. Ruiz-Hernandez, Higher codimensional Euclidean helix submanifolds, Kodai Math. J. 33 (2010), 192-210.
[8] J. Fastenakels, M. I. Munteanu and J. Van der Veken, Constant angle surfaces in the Heisenberg group, Acta Mathematica Sinica (English Series) 27 (2011) 747-756.
[9] I. Fernández and P. Mira, Harmonic maps and constant mean curvature surfaces in $\mathbb{H}^{2} \times \mathbb{R}$, Amer. J. Math. 129 (2007), 1145-1181.
[10] R. López and M. I. Munteanu, Constant angle surfaces in Minkowski space, Bull. Belg. Math. Soc. - Simon Stevin 18 (2011), 271-286.
[11] W. Meeks, H. Rosenberg, Stable minimal surfaces in $\mathbb{M}^{2} \times \mathbb{R}$, J. Differential Geometry 68 (2004), 515-534.
[12] M. I. Munteanu and A. I. Nistor, A new approach on constant angle surfaces in $\mathbb{E}^{3}$, Turkish J. Math. 33 (2009), 169-178.
[13] A. I. Nistor, Certain constant angle surfaces constructed on curves, Int. Electron. J. Geom. 4 (2011), 79-87 .
[14] H. Rosenberg, Minimal surfaces in $M^{2} \times \mathbb{R}$, Illinois J. Math. 46 (2002), 11771195.
[15] R. Tojeiro, On a class of hypersurfaces in $\mathrm{S}^{n} \times \mathbb{R}$ and $\mathbb{H}^{n} \times \mathbb{R}$, Bull. Braz. Math. Soc. (N.S.) 41 (2010), 199-209.

Department of Mathematical Sciences, Tsinghua University, Beijing, 100084, P.R. China email:dgchen@math.tsinghua.edu.cn,chen-gy07@mails.tsinghua.edu.cn, chenhang08@mails.tsinghua.edu.cn

Departement Wiskunde, Katholieke Universiteit Leuven, Celestijnenlaan 200 B, B-3001 Leuven, Belgium email:franki.dillen@wis.kuleuven.be


[^0]:    *This research was supported by Tsinghua University and K.U.Leuven Bilateral scientific cooperation Fund, project BIL09/10

    Received by the editors May 2011.
    Communicated by L. Vanhecke.
    2000 Mathematics Subject Classification : 53B25.
    Key words and phrases : Constant angle surfaces, Parallel mean curvature vector, Minimal surfaces.

