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Abstract

We study the Cauchy problem for the damped Kirchhoff equation in the
phase space Hr × Hr−1, with r ≥ 3/2. We prove global solvability and decay
of solutions when the initial data belong to an open, dense subset B of the
phase space such that B + B = Hr × Hr−1.

1 Introduction

We consider here the Cauchy problem for the damped Kirchhoff equation:

utt − m

(

∫

|∇u|2 dx

)

∆u + 2γ ut = 0, x ∈ R
n, t ≥ 0, (1.1)

u(x, 0) = u0(x), ut(x, 0) = u1(x), x ∈ R
n, (1.2)

where










m ∈ C1[0, ∞) ,

m(r) ≥ δ > 0, ∀ r ∈ [0, ∞) ,

γ > 0 .

(1.3)

Global solvability and asymptotic behavior of solutions were studied by Yamada
[9] and Yamazaki [11] for small initial data. Roughly speaking, in these papers the
authors assumed that ‖u0‖Hr + ‖u1‖Hr−1 ≤ ε, for some r ≥ 3/2, with ε > 0 a con-
stant depending only on m(·) and γ. Without smallness assumptions, equation
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(1.1) was investigated by Nishihara [6] for the initial boundary value problem
with Dirichlet condition. Namely, considering equation (1.1) in Ω × [0, ∞), with
Ω ⊂ Rn a bounded analytic domain, Nishihara [6] proved global existence and
decay of solutions when the initial data belong to some (quasi-analytic) function
space lying between the analytic class and

⋂

s>1 Gs, where Gs is the Gevrey class
of order s (see also [5] for more details).

The main interest of the present paper is to investigate global existence and
decay of solutions of the Cauchy problem (1.1)–(1.2) in the phase space Hr ×
Hr−1, with r ≥ 3

2 , when no smallness condition is assumed on the initial data. To
this purpose, we will consider special classes of initial data defined as follows:

Definition 1.1. Given u0, u1 ∈ L2, we say that (u0, u1) ∈ B̃1
∆ if ∀ N ≥ 0 there exist

positive numbers ρ̃j = ρ̃j(N), for j ≥ 1, such that ρ̃j → ∞ as j → ∞ and, denoting with
ûi (i = 0, 1) the Fourier transform of ui,

sup
j

eNρ̃j

∫

|ξ|>ρ̃j

[

|ξ|3 |û0(ξ)|2 + |ξ| |û1(ξ)|2
]

dξ < ∞ . (1.4)

Besides, for k ≥ 1, we say that (u0, u1) ∈ Bk
∆

if there exist η > 0 and a sequence of

positive numbers
{

ρj

}

j≥1
, ρj → ∞, such that

sup
j

∫

|ξ|>ρj

[

|ξ|k+2 |û0(ξ)|2 + |ξ|k |û1(ξ)|2
] e

η ρk
j /|ξ|k−1

ρk
j

dξ < ∞ . (1.5)

Given r ≥ 0 , we set

Er(u; t)
def
= |u(·, t)|2r

2+1 + |ut(·, t)|2r
2

, (1.6)

where, for h ≥ 0 , | · |h is the semi-norm

| f (·)|h
def
= ‖ |ξ|h f̂ (·) ‖

L2 .

Theorem 1.2 (Global Solvability). Given k ≥ 1 integer, assume that m ∈ Ck and
(u0, u1) ∈ B̃1

∆ (resp. Bk
∆) if k = 1 (resp. k > 1). Then (1.1)–(1.2) has a unique global

solution u ∈ Cj([0, ∞); H1+ k
2−j(Rn)) (j = 0, 1, 2) which satisfies

sup
t≥0

(

t Er(u; t) +
∫ t

0
Er(u; τ) dτ

)

< ∞ , (1.7)

for 0 ≤ r ≤ k .

Here will prove in details Theorem 1.2 only for k = 1, 2. For k ≥ 3 we will
sketch the proof in § 7, using some results obtained in [4]. The solutions of (1.1)–
(1.2) satisfy stronger decay properties than (1.7). Namely, assuming (1.3), we
have:
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Theorem 1.3 (Decay Estimates). Let u ∈ Cj([0, ∞); H1+ k
2−j(Rn)) (j = 0, 1, 2), k ≥

1 integer, be a global solution of (1.1)–(1.2). Suppose further that

sup
t≥0

|u(t)|2 < ∞ if k ≥ 2 ; sup
t≥0

t E1(u; t) < ∞ if k = 1 . (1.8)

Then, for 0 ≤ r ≤ k/2 , u satisfies

sup
t>0

{

t θr
(

|u|2r+1 + |ut|2r
)

+
∫ t

0
θr
(

|u|2r+1 + τ |ut|2r
)

dτ

}

< ∞ , (1.9)

where θ = t if k ≥ 2 ; θ = tσ, with σ any real number in [0, 1), if k = 1.

For arbitrary data (ũ0, ũ1) in the phase space Hr × Hr−1, r ≥ 3
2 , the problem

of global solvability remains open. However, using Theorem 1.3 and a stability
argument developed by Nishihara in [7], it is easy to prove the following:

Corollary 1.4 (Stability). Let u be a fixed solution of (1.1)–(1.2) satisfying the assump-

tions of Theorem 1.3 for some integer k ≥ 1. Given (ũ0, ũ1) ∈ H1+ k
2 × H

k
2 , if ũ0 − u0

and ũ1 − u1 are sufficiently small in the sense that

|ũ0 − u0| k
2+1 + |ũ1 − u1| k

2
≤ ε for some ε > 0 , (1.10)

then there exists a unique ũ ∈ Cj([0, ∞); H1+ k
2−j(Rn)) (j = 0, 1, 2) solution of (1.1)

such that ũ(x, 0) = ũ0(x), ũt(x, 0) = ũ1(x). Moreover, ũ satisfies (1.9).

We will not give the proof of this stability result, because it is a straightforward
consequence of Theorem 1.3, the argument of [7], known results of local/global
solvability and continuous dependence upon initial data proved in [1], [9], [10].
We only observe that, by Theorem 1.2 and Corollary 1.4, global solvability and
decay of solutions are assured for initial data (u0, u1) in an open, dense subset of

H
3
2 × H

1
2 , say B , such that

B + B = H
3
2 × H

1
2 . (1.11)

This fact will be clear from the remarks below.

1.1 Some properties of B̃1
∆ , Bk

∆ (k ≥ 1)

It is clear that B̃1
∆ ⊂ B1

∆ ⊂ H
3
2 × H

1
2 , with strict inclusions. It is also easy to prove

that

1) B̃1
∆ + B̃1

∆ = H
3
2 × H

1
2 ,

2) AL2 ×AL2 6⊂ B̃1
∆ ,

where AL2 =
{

f ∈ L2(Rn) :
∫

eρ|ξ| | f̂ |2 dξ < ∞ for some ρ > 0
}

. For k ≥ 1 we

have Bk
∆ ⊂ H1+ k

2 × H
k
2 . Moreover, see [3], the following properties hold:
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3) Bk
∆ + Bk

∆ = H1+ k
2 × H

k
2 ,

4) Bk
∆
∩
(

H1+ k′
2 × H

k′
2
)

⊂ Bk′
∆

for all k′ > k,

5) AL2 ×AL2 ⊂ Bk
∆ ,

with strict inclusions in 4) and 5). Using a result of Paley and Wiener [8], it is
also possible to show (see [2]) that B̃1

∆, Bk
∆ do not contain compactly supported

functions. Let us show, for instance, that B̃1
∆ + B̃1

∆ = H
3
2 × H

1
2 :

Proof. Given (u0, u1) ∈ H
3
2 × H

1
2 , we set ρ1 = 1 and then, for j ≥ 1, we induc-

tively select ρj+1 ≥ ρj + 1 such that

e j ρj

∫

|ξ|>ρj+1

[

|ξ|3 |û0(ξ)|2 + |ξ| |û1(ξ)|2
]

dξ ≤ 1 . (1.12)

Then, considering the characteristic function

χ(ξ)
def
=

{

1 if ρ2j ≤ |ξ| ≤ ρ2j+1 for some j ≥ 1 ,

0 otherwise ,
(1.13)

we define vi(x), wi(x) by setting

v̂i(ξ) = χ(ξ) ûi(ξ) , ŵi(ξ) =
(

1 − χ(ξ)
)

ûi(ξ) (1.14)

for i = 0, 1. Hence, (v0, v1) + (w0, w1) = (u0, u1). Then, using (1.12)–(1.13), it is
easy to see that (v0, v1) satisfies condition (1.4) of Definition 1.1 for all N ≥ 0

if we define ρ̃j(N)
def
= ρ2j+1 for j ≥ 1 ; (w0, w1) satisfies condition (1.4), for all

N ≥ 0 , taking the sequence ρ̃j(N)
def
= ρ2j for j ≥ 1.

1.2 Main notation

We close this section introducing some notations which will be used in what fol-
lows.
• For z ∈ C, we indicate with Re(z) the real part of z .
• We use ‖ · ‖ and (· , ·)L2 as L2 norm and L2 scalar product over R

n, i.e.

‖ f‖ =

(

∫

Rn
| f |2 dx

)
1
2

, ( f , g)L2 =
∫

Rn
f ḡ dx . (1.15)

• Given f (x, t) : Rn
x × [0, T) → C, we indicate with f̂ (ξ, t) : Rn

ξ × [0, T) → C the

partial Fourier transform in space variables:

f̂ (ξ, t) = (2 π)−n/2
∫

e−i x·ξ f (x, t) dx . (1.16)

• Finally, we often denote by C (or C1, C2, . . . ) various positive constants indepen-

dent of t ≥ 0, but possibly depending on γ, m(·), m(i)(·) (1 ≤ i ≤ k) and some
norms of the initial data of problem (1.1)–(1.2).
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2 A-priori estimates for ||u||, ||ut||, ||∇u||.
We recall here some known a-priori estimates for ||u(t)||, ||ut(t)|| and ||∇u(t)||,
when u is a sufficiently regular solution of (1.1) in Rn × [0, T), with T > 0.

As usual, we introduce the Hamiltonian function

H(t)
def
=

1

2
‖ut(t)‖2 +

1

2
M
(

‖∇u(t)‖2
)

, (2.1)

where

M(r)
def
=
∫ r

0
m(ν) dν . (2.2)

For simplicity, we also set

s(t)
def
= ‖∇u(t)‖2 . (2.3)

Besides, assuming that m ∈ Ck, for some k ≥ 1, we introduce the constants

µi
def
= max

[0, 2H(0)/δ]
|m(i)(r)| , (2.4)

for i = 0, . . . , k.

Definition 2.1. We say that u is a strong solution if u ∈ Cj
(

[0, T); H2−j(Rn)
)

for
j = 0, 1, 2. When T = +∞, we say that u is a global strong solution.

Lemma 2.2. Let u be a strong solution of (1.1) in Rn × [0, T) for some T > 0. Then,
for all t ∈ [0, T) we have

(i) H(t) + 2γ
∫ t

0 ‖ut‖2 dτ = H(0) .

(ii) γ
2 ‖u‖2 +

∫ t
0 m
(

‖∇u‖2
)

‖∇u‖2 dτ ≤ 3
2
H(0)

γ +
[

Re (ut, u)L2 + γ ‖u‖2
]

t=0
,

(iii)
∫ t

0 H(τ) dτ ≤ C
(

H(0) + ‖u(0)‖2
)

,

(iv) tH(t) + 2γ
∫ t

0 τ ‖ut‖2 dτ ≤ C
(

H(0) + ‖u(0)‖2
)

.

where C = C(δ, γ, µ0) > 0 is a suitable constant independent of T. In particular,
s(t) ≤ 2H(0)/δ for all t ∈ [0, T).

Proof. Since u is a strong solution, t → ||ut||2 and t → ||∇u||2 are C1 functions on
[0, T). Then, multiplying (1.1) by ūt, ū and integrating over R

n, we find

1

2

d

dt
‖ut‖2 +

1

2

d

dt
M
(

‖∇u‖2
)

+ 2γ ‖ut‖2 = 0 , (2.5)

d

dt

[

Re (ut, u)L2 + γ ‖u‖2
]

+ m(‖∇u‖2) ‖∇u‖2 = ‖ut‖2 , (2.6)

respectively. Integrating (2.5) over [0, t) we get

H(t) + 2γ

∫ t

0
‖ut‖2 dτ = H(0) . (2.7)
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Hence we have (i). While, integrating (2.6), we obtain

Re (ut, u)L2 + γ ‖u‖2+
∫ t

0
m(‖∇u‖2) ‖∇u‖2 dτ

=
∫ t

0
‖ut‖2 dτ +

[

Re (ut, u)L2 + γ ‖u‖2
]

t=0
.

(2.8)

Since γ > 0, we have |(ut, u)| ≤ 1
2γ ‖ut‖2 + γ

2 ‖u‖2. Therefore, using (i), we find

γ

2
‖u‖2 +

∫ t

0
m
(

‖∇u‖2
)

‖∇u‖2 dτ ≤ 3

2

H(0)

γ
+
[

Re (ut, u)L2 + γ ‖u‖2
]

t=0
. (2.9)

This completes the proof of (ii). To prove (iii), we observe that (i) gives

‖∇u(t)‖2 ≤ 2H(0)

δ
∀ t ∈ [0, T), (2.10)

since m(r) ≥ δ. This implies that δ ‖∇u‖2 ≤ M(‖∇u‖2) ≤ µ0 ‖∇u‖2, where µ0 is
the constant defined in (2.4) for i = 0. Hence we find

H(t) ≤ 1

2
‖ut(t)‖2 +

µ0

2
‖∇u(t)‖2 , (2.11)

for all t ∈ [0, T). Applying (i) and (ii), it follows that
∫ t

0 H(τ) dτ ≤ C
(

H(0) +

‖u(0)‖2
)

, for a suitable C = C(δ, γ, µ0) ≥ 0, for all t ∈ [0, T). Thus (iii) holds.

Finally, multiplying (2.5) by tj with j ≥ 1, we find

d

dt

(

tj H(t)
)

+ 2γ tj ‖ut‖2 = j tj−1 H(t) . (2.12)

Then, setting j = 1, we immediately deduce that

tH(t) + 2γ

∫ t

0
τ ‖ut‖2 dτ =

∫ t

0
H(τ) dτ. (2.13)

Hence (iv) follows from (iii).

A close inspection of the proof of Lemma 2.2 reveals that (i)–(iv) above also
remain valid under slight weaker hypotheses on the regularity of u.

Lemma 2.3. The statements (i), (ii), (iii), (iv) continue to hold for a solution u of (1.1)
such that u ∈ Cj

(

[0, T); Hr−j(Rn)
)

(j = 0, 1, 2 ), for some r ≥ 3/2.

Proof. It is sufficient to prove that (i)–(iv) are valid when u ∈ Cj
(

[0, T); H
3
2−j(Rn)

)

(j = 0, 1, 2 ). Then, we consider the Hilbert triple

H
1
2 →֒ L2 →֒ H− 1

2 , (2.14)

denoting with 〈·, ·〉 def
= 〈·, ·〉H−1/2, H1/2 the duality between H− 1

2 and H
1
2 which ex-

tends the scalar product in L2. Then, since (·, ·)
L2 = 〈·, ·〉 on L2 × H

1
2 , it is easy to
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verify that the following identities hold: 〈ut, ut〉 = ‖ut‖2, −〈∆u, u〉 = ‖∇u‖2 and

d

dt
‖ut‖2 = 2 Re 〈utt, ut〉 ,

d

dt
‖∇u‖2 = −2 Re 〈∆u, ut〉 ,

d

dt
(u, ut)L2 = ‖ut‖2 + 〈utt, u〉 ,

d

dt
||u||2 = 2 Re (ut, u) = 2 Re 〈ut, u〉 .

Therefore, the identities (2.5) and (2.6) continue to hold even if we merely suppose

u ∈ Cj
(

[0, T); H
3
2−j(Rn)

)

(j = 0, 1, 2 ). Hence we can derive (i)–(iv) as above.

Remark 2.4. If u satisfies the assumptions of Lemma 2.2 or 2.3, recalling definition (1.6),
we have

2 min{1, µ−1
0 }H(t) ≤ E0(u; t) ≤ 2 max{1, δ−1}H(t) , (2.15)

for all t ∈ [0, T). Hence H(t) ≈ E0(u; t).

When u is a global solution of (1.1), it follows from Lemmas 2.2, 2.3 that
‖∇u(t)‖, ‖ut(t)‖ → 0 as t → ∞. Applying (ii)–(iv), we can also prove:

Proposition 2.5. Let u ∈ Cj
(

[0, ∞); Hr−j(Rn)
)

(j = 0, 1, 2 ), r ≥ 3/2, be a global
solution of equation (1.1). Then ‖u(t)‖ → 0 as t → ∞.

Proof. By Lemmas 2.2, 2.3, we know that ‖∇u(t)‖ → 0 as t → ∞ . Therefore

lim
t→∞

∫

|ξ|≥ε
|û(ξ, t)|2 dξ = 0 , (2.16)

for all ε > 0. Hence it remains to show that
∫

|ξ|≤ρ
|û(ξ, t)|2 dξ → 0 as t → ∞ , (2.17)

for some ρ > 0. To this end, writing

m(0) = ao , b(t) = m(‖∇u(t)‖2)− m(0) , (2.18)

we note that û(ξ, ·) satisfies the ordinary problem

ûtt + (ao + b(t)) |ξ|2 û + 2γ ût = 0 , t ≥ 0 , (2.19)

û(ξ, 0) = û0(ξ) , ût(ξ, 0) = û1(ξ) , (2.20)

with a parameter ξ ∈ Rn. Now, by condition (1.3) and (ii) of Lemma 2.2, we have
ao > 0, γ > 0 and

∫ ∞

0
|b(t)| dt ≤ µ1

∫ ∞

0
‖∇u(t)‖2 dt < ∞ , (2.21)

where µ1 is defined in (2.4). Then, to prove (2.17), it suffices to apply Lemma 10.1
of APPENDIX II and the Lebesgue dominated-convergence theorem.
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2.1 Application of Lemmas 2.2, 2.3 to the global solvability

As it is well-known (see [1], [9], [11]) when (1.3) holds problem (1.1)–(1.2) is well
posed in Hr × Hr−1, for r ≥ 3/2. More precisely, given (u0, u1) ∈ Hr × Hr−1, with
r ≥ 3/2, there exists a unique local solution u ∈ Cj([0, T); Hr−j(Rn)) (j = 0, 1, 2)
for some T > 0 . Besides, if T is maximal, then T = +∞ or

lim sup
t→T−

(

‖u(·, t)‖Hr + ‖ut(·, t)‖Hr−1

)

= +∞ . (2.22)

Since B̃1
∆ ⊂ H

3
2 × H

1
2 and Bk

∆
⊂ H

k
2+1 × H

k
2 for k ≥ 1, by Lemmas 2.2, 2.3, to

prove the global solvability of problem (1.1)–(1.2) for B̃1
∆ (resp. Bk

∆) initial data we
only need to show that, independently of T ∈ (0, ∞),

sup
t∈[0,T)

E1(u; t) < +∞ (resp. sup
t∈[0,T)

Ek(u, t) < ∞) . (2.23)

3 Global existence and decay for B̃1
∆ data

By Fourier transform in space variables, (1.1) is equivalent to the following infi-
nite system of second order equations:

ûtt + m

(

∫

|ξ|2|û(ξ, t)|2 dξ

)

|ξ|2 û + 2γ ût = 0 , t ≥ 0 , (3.1)

depending on ξ ∈ R
n. As remarked in § 2.1, to prove the global solvability when

(u0, u1) ∈ B̃1
∆ we need only to show that E1(u; t) cannot blow-up in finite time.

To this end, we begin by considering the quadratic form

q(ξ, t) = e2γ̃t
(

|ξ| |ût |2 + m |ξ|3|û|2 + α |ξ|Re( ¯̂u ût)
)

, (3.2)

where γ̃, α ∈ R are constants that we shall choose in the following. Deriving
q(ξ, t) with respect to t, we easily find the expression

dq

dt
=
(

2γ̃ + α − 4γ) e2γ̃t |ξ| |ût |2

+ (2γ̃ − α) e2γ̃t m |ξ|3|û|2

+ (2γ̃ − 2γ) α e2γ̃t |ξ|Re( ¯̂u ût)

+ e2γ̃t m′ s′ |ξ|3 |û|2 ,

(3.3)

where m′ = m′(s(t)). Then we select γ̃, α such that

{

q ≥ 1
2 e2γ̃t

(

|ξ| |ût |2 + m |ξ|3|û|2
)

,

q ′ ≤ e2γ̃t m′ s′ |ξ|3 |û|2 ,
(3.4)

for |ξ| sufficiently large. A simple choice of γ̃, α is the following:

γ̃ = γ , α = 2γ . (3.5)
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In fact, we obtain the identity q ′ = e2γt m′ s′ |ξ|3 |û|2 for all ξ ∈ R
n. Besides,

having m(r) ≥ δ > 0, the first condition of (3.4) is certainly verified as soon as

|ξ| ≥ 2γ√
δ

. (3.6)

Definition 3.1. Let u ∈ Cj
(

[0, T); H
3
2−j(Rn)

)

(j = 0, 1, 2) be a solution of (1.1) in
Rn × [0, T) for some T > 0. We define

Ẽ (ξ, t)
def
= e2γt

(

|ξ| |ût |2 + m |ξ|3|û|2 + 2γ |ξ|Re( ¯̂u ût)
)

. (3.7)

Thus, for |ξ| ≥ 2γ√
δ

, both the conditions of (3.4) are verified with q = Ẽ ;

moreover, in the second one the equality holds.

Proof of Theorem 1.2 for k = 1

Let (u0, u1) be a given initial data in B̃1
∆ and let u ∈ Cj

(

[0, T); H
3
2−j(Rn)

)

(j =
0, 1, 2) be the corresponding unique solution of problem (1.1)–(1.2) in R

n × [0, T),
for some T > 0. Without loss of generality we may suppose T maximal. Taking
account of Lemmas 2.2 and 2.3, we may select N > 0 so large that, independently
of T, one has

N ≥ 4 µ1

δ3/2

∫ T

0

[

H(t) + e−2γt
]

dt . (3.8)

Besides, by Definition 1.1 of B̃1
∆ and Definition 3.1 of Ẽ(ξ, t), there exists a se-

quence of positive numbers

ρ̃j = ρ̃j(N) for j ≥ 1 , (3.9)

such that ρ̃j → +∞ and

sup
j≥1

eNρ̃j

∫

|ξ|>ρj

Ẽ(ξ, 0) dξ < ∞ . (3.10)

Now, from (3.4)–(3.6), we have Ẽ ′
= e2γt m′ s′ |ξ|3 |û|2 and

|Ẽ ′
(ξ, t)| ≤ 2 µ1

δ
|s′(t)| Ẽ (ξ, t) , (3.11)

for |ξ| ≥ 2γ√
δ
. Furthermore, see also (4.7) below, we easily have

|s′(t)| ≤ 2 ρH(t)√
δ

+
2 e−2 γ t

√
δ

∫

|ξ|>ρ
Ẽ(ξ, t) dξ , (3.12)

for all ρ ≥ 2γ√
δ
. Hence, for t ∈ [0, T), we obtain

|Ẽ ′| ≤ 4 ρ µ1

δ3/2

(

H(t) + e−2γt Ẽ ρ

ρ

)

Ẽ for ρ, |ξ| ≥ 2γ√
δ

, (3.13)
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where

Ẽ ρ(t)
def
=
∫

|ξ|>ρ
Ẽ (ξ, t) dξ . (3.14)

Now, for ρ ≥ 2γ√
δ
, we define

T̃(ρ)
def
= sup

{

τ : 0 ≤ τ < T , Ẽ ρ(t) ≤ ρ ∀ t ∈ [0, τ)
}

. (3.15)

It is clear that T̃(ρ) > 0 provided ρ is large enough. Moreover, recalling (3.8), we
derive the a-priori estimate

Ẽ(ξ, t) ≤ Ẽ (ξ, 0) eNρ , (3.16)

for all t ∈ [0, T̃(ρ)) and |ξ| ≥ 2γ√
δ

. From this we obtain

Ẽ ρ(t)

ρ
≤ eNρ

ρ

∫

|ξ|>ρ
Ẽ(ξ, 0) dξ in [0, T̃(ρ)) , (3.17)

for all ρ ≥ 2γ√
δ

large enough. Finally, by (3.9)–(3.10), there exists an integer j0 ≥ 1

such that: ρ̃j ≥ 2γ√
δ

and

eNρ̃j

ρ̃j

∫

|ξ|>ρ̃j

Ẽ (ξ, 0) dξ ≤ 1

2
, (3.18)

for all j ≥ j0. This means that, taking ρ = ρ̃j with j ≥ j0, we have

Ẽ ρ̃j(t) ≤ 1

2
ρ̃j , ∀ t ∈

[

0, T̃(ρ̃j)
)

. (3.19)

By the definition (3.15) of T̃(ρ), it follows that T̃(ρ̃j) = T, when j ≥ j0, and that
E1(u; t) is uniformly bounded in [0, T) because (3.19) implies

E1(u; t) ≤ C ρ̃j

(

H(t) + e−2γt
)

in [0, T) , (3.20)

for all j ≥ j0, with C = 2 max{1, δ−1}. Since we are assuming T maximal, it
follows that

T = ∞ (3.21)

and, consequently, that u ∈ Cj
(

[0, ∞); H
3
2−j(Rn)

)

(j = 0, 1, 2) is a global solution
of (1.1). Finally, using Lemmas 2.2, 2.3, we can easily deduce (1.7) in the case
k = 1. In fact, by (3.19), we have

Er(u; t) ≤ C (ρ̃j0)
r
[

H(t) + e−2γt
]

(3.22)

for 0 ≤ r ≤ 1, where C is the same constant of (3.20). Thus

tEr(u; t) +
∫ t

0
Er(u; τ) dτ ≤ C (ρ̃j0)

r

(

1

γ
+ tH+

∫ t

0
H dτ

)

, (3.23)

for all t ≥ 0 and for all r ∈ [0, 1].
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4 Second order form for strong solutions

Let u be a strong solution of (1.1) in Rn × [0, T) for some T > 0. Assuming (1.3)
with m ∈ C2[0, ∞) and taking account of the results of APPENDIX I on damped
linear wave equations, we introduce the following quadratic forms.

For ξ ∈ R
n and t ∈ [0, T), we set

Q(ξ, t)
def
= e2γt

(

√
m

2
|ξ|4 |û|2 + 1

2
√

m
|ξ|2 |ût|2

)

+ e2γt
( γ√

m
+

m′ s′

4 m3/2

)

|ξ|2 Re( ¯̂u ût) ,

(4.1)

E(ξ, t)
def
= e2γt

(

√
m

2
|ξ|4 |û|2 + 1

2
√

m
|ξ|2 |ût|2

)

, (4.2)

where m = m(s(t)) and m′ = m′(s(t)). Deriving Q with respect to t, from (3.1)
(or (9.8)–(9.9), with obvious substitutions) we easily obtain the identity

Q′ = e2γt
( γ√

m
+

m′ s′

4 m3/2

)′
|ξ|2 Re( ¯̂u ût) . (4.3)

By (i) of Lemma 2.2, H(t) ≤ H(0) for all t ∈ [0, T). Moreover, we have:
∫

|ût|2 dξ + δ

∫

|ξ|2 |û|2 dξ ≤ 2H(t) . (4.4)

Lemma 4.1. Let u be a strong solution of (1.1) in Rn × [0, T). Then s(t) ∈ C2 and for
all ρ > 0 the following estimates holds:

|s′(t)| ≤ 2 ρH(t)√
δ

+ 2 e−2 γ t
∫

|ξ|>ρ

E(ξ, t)

|ξ| dξ , (4.5)

|s′′(t)| ≤ 4 ρ2
(

1 +
µ0

δ
+

γ

ρ
√

δ

)

H(t)

+ 4 e−2 γ t
∫

|ξ|>ρ
E(ξ, t)

(√
µ0 +

γ

|ξ|
)

dξ .
(4.6)

Proof. It is immediate that s(t) ∈ C2, when u is a strong solution. Now, for any
ρ > 0, we have:

|s′(t)| = 2

∣

∣

∣

∣

∫

|ξ|2 Re( ¯̂u ût

)

dξ

∣

∣

∣

∣

≤ 2
∫

|ξ|≤ρ
|ξ|2 |û| |ût| dξ + 2

∫

|ξ|>ρ
|ξ|2 |û| |ût| dξ

≤ 1√
δ

∫

|ξ|≤ρ

(

|ξ| |ût |2 + δ |ξ|3 |û|2
)

dξ

+ 2
∫

|ξ|>ρ

(

√
m

2
|ξ|3 |û|2 + 1

2
√

m
|ξ| |ût |2

)

dξ

≤ 2 ρH(t)√
δ

+ 2 e−2γt
∫

|ξ|>ρ

E(ξ, t)

|ξ| dξ .

(4.7)
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To estimate |s′′(t)|, we observe that (3.1) gives the identity

s′′(t) = 2
∫

|ξ|2
(

|ût|2 − m(s(t)) |ξ|2 |û|2 − 2γ Re( ¯̂u ût)
)

dξ. (4.8)

Applying the same reasoning as above, we find

∫

|ξ|2 |ût|2 dξ ≤ 2 ρ2 H(t) + 2
√

µ0 e−2γt
∫

|ξ|>ρ
E(ξ, t) dξ , (4.9)

m(s(t))
∫

|ξ|4 |û|2 dξ ≤ 2 µ0

δ
ρ2 H(t) + 2

√
µ0 e−2γt

∫

|ξ|>ρ
E(ξ, t) dξ . (4.10)

Thus, having (4.7) and the inequalities (4.9)–(4.10), we easily get (4.6).

For simplicity of notation, we introduce the quantities:

Definition 4.2. For t ∈ [0, T), we set

E ρ(t)
def
=
∫

|ξ|>ρ
E(ξ, t) dξ , (4.11)

Jρ(t)
def
= H(t) + e−2 γ t ρ−2 E ρ(t) (ρ > 0) . (4.12)

Corollary 4.3. Let u be a strong solution of (1.1). Then there exist constants C1 = C1(δ)
and C2 = C2(δ, γ, µ0) such that for t ∈ [0, T) one has

|s′(t)| ≤ C1 ρ Jρ(t) , ∀ ρ > 0 , (4.13)

|s′′(t)| ≤ C2 ρ2 Jρ(t) , ∀ρ ≥ 1 . (4.14)

Proof. Inequality (4.13) is an immediate consequence of (4.5) and Definition 4.2.
To verify (4.14), it is enough to observe that, when ρ ≥ 1, (4.6) gives

|s′′| ≤ 4 ρ2
(

1 +
µ0

δ
+

γ√
δ

)

H

+ 4 e−2 γ t
(√

µ0 + γ
)

∫

|ξ|>ρ
E dξ .

(4.15)

Then (4.14) follows from (4.15) and Definition 4.2.

Now we can easily estimate Q− E , Q′ and E ′. In fact, with the same assump-
tions of the Lemma 4.1 and Corollary 4.3, we have:

Lemma 4.4. There exist positive constants C3(δ, µ1), C4(δ, γ, µ1, µ2), C5(δ, γ, µ1) such
that for |ξ| > 0 and t ∈ [0, T)

∣

∣(Q− E)
∣

∣ ≤ C3 ρ
(γ

ρ
+ Jρ

) E
|ξ| , ∀ρ > 0 , (4.16)

|Q′| ≤ C4 ρ2 Jρ

(

1 + Jρ

) E
|ξ| , ∀ ρ ≥ 1 , (4.17)

∣

∣ E ′∣
∣ ≤ C5 ρ

(γ

ρ
+ Jρ

)

E , ∀ ρ > 0 . (4.18)
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Proof. From (4.1)–(4.2) and (4.5), for |ξ| > 0 one has

|Q − E| ≤
∣

∣

∣

∣

γ√
m

+
m′(s) s′

4 m3/2

∣

∣

∣

∣

E
|ξ|

≤ ρ
( γ

ρ
√

δ
+

µ1

2 δ2
H+

µ1

2 δ3/2
e−2γt E ρ

ρ2

) E
|ξ| ,

(4.19)

for all ρ > 0. Hence (4.16) is verified. In the same way, we can show that (4.17)
holds. In fact, from (4.3) and Corollary 4.3, for |ξ| > 0 and ρ ≥ 1 we have

∣

∣Q′∣
∣ ≤

∣

∣

∣

∣

−γ m′ s′

2 m3/2
+

m′(s) s′′ + m′′ s′2

4 m3/2
− 3

8

m′2 s′2

m5/2

∣

∣

∣

∣

E
|ξ|

≤ C
(

ρ Jρ + ρ2 Jρ + ρ2 J2
ρ

) E
|ξ|

≤ C ρ2
(

Jρ + J2
ρ

) E
|ξ| .

(4.20)

Hence (4.17) is proved. Finally, deriving E with respect to t, we find

E ′ = 2γ E + e2γt
( m′ s′

4
√

m
|ξ|4 |û|2 − m′ s′

4 m3/2
|ξ|2 |ût|2

)

− 2 γ e2γt 1√
m
|ξ|2 |ût|2

(4.21)

Hence we have
∣

∣ E ′ ∣
∣ ≤

(

2γ +
µ1

2δ
|s′|
)

E . (4.22)

Then, using (4.13), we immediately obtain (4.18).

5 Global existence for B2
∆

data

We will prove here the first part of Theorem 1.2 for k = 2; namely, the global
existence of the strong solution u, when m ∈ C2[0, ∞) and (u0, u1) ∈ B2

∆.
As observed in § 2.1, it is sufficient to show that E2(u; t) remains bounded in

every finite interval [0, T). To begin with, since (u0, u1) ∈ B2
∆, there exist η > 0

and a sequence
{

ρj

}

j≥1
such that ρj > 0, lim

j
ρj = +∞ and

Υ
def
= sup

j

∫

|ξ|>ρj

(

√
µ0

2
|ξ|4 |û0(ξ)|2 +

|ξ|2 |û1(ξ)|2
2
√

δ

) e
η ρ2

j /|ξ|

ρ2
j

dξ < ∞ . (5.1)

Further, we consider u in the stripe Rn × [T − ε, T), where ε ∈ (0, T] is a parameter
that we will fix in the following. For T − ε ≤ t < T, we have

E(ξ, t) = E(ξ, T − ε)−
[

(Q− E)(ξ, τ)
]t

T−ε
+
∫ t

T−ε
Q′(ξ, τ) dτ . (5.2)
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To estimate the right-hand side of (5.2), we apply the following simplified form
of the inequalities of Lemma 4.4. For ρ ≥ 1 and |ξ| > 0, we have

|Q − E| ≤ C3

[

Γ +
E ρ

ρ2

] ρ

|ξ| E , (5.3)

|Q′| ≤ C4 p2

(

Γ +
E ρ

ρ2

) ρ2

|ξ| E , (5.4)

∣

∣ E ′∣
∣ ≤ C5 ρ

[

Γ +
E ρ

ρ2

]

E (5.5)

where p2(r)
def
= r + r2 and

Γ
def
= γ +H(0) . (5.6)

Since H(0) ≥ 0 and γ > 0, it is clear that Γ > 0 (note also that H(0) = 0 implies
u ≡ 0). Next, we set

λ = 4 C3 Γ + 1 , (5.7)

and then we write
E ρ(t) = Eλρ

ρ (t) + Eλρ(t) , (5.8)

where, obviously,

Eλρ
ρ (t)

def
=
∫

ρ<|ξ|≤λ ρ
E(ξ, t) dξ . (5.9)

Assuming from now on ρ ≥ 1, from (5.3) and (5.7), we have

|(Q− E )(ξ, t)| <
E(ξ, t)

2
for |ξ| ≥ λ ρ (5.10)

and t ∈ [T − ε, T) such that the quantities Eλρ
ρ (t), Eλρ(t) satisfy

(a)
Eλρ

ρ (t)

ρ2
<

Γ

2
, (b)

Eλρ(t)

ρ2
<

Γ

2
. (5.11)

Now we choose ε > 0 and ρ̃ ≥ 1 such that

2 C5 ρ Γ ε + ln
(4 Υ + 1

Γ

)

≤ η ρ

λ
∀ ρ ≥ ρ̃ , (5.12)

2 C4 p2

(

2 Γ
)

ε ≤ η

2
, (5.13)

where Υ, η are the constants introduced in (5.1). Besides, noting that E ρ(T − ε) →
0 as ρ → +∞, we may also suppose that

Eλρ
ρ (T − ε)

ρ2
≤ Γ

4
,

Eλρ(T − ε)

ρ2
≤ Γ

4
∀ ρ ≥ ρ̃ . (5.14)

Thanks to (5.14), for every ρ ≥ ρ̃ conditions (a), (b) of (5.11) are both verified in
some maximal right neighborhood of T − ε, say

[

T − ε, T̂
)

, where T̂ = T̂(ρ) (5.15)

is maximal and, clearly, T − ε < T̂(ρ) ≤ T. In the sequel we will prove that
T̂(ρj) = T, provided ρj is a sufficiently large element of the sequence

{

ρj

}

j≥1
.
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Estimate of Eλρ
ρ (t)

Since E ′ satisfies inequality (5.5), taking ̺(T − ε) ≥ 1 according to Lemma 9.2 of
APPENDIX I, i.e. such that

E(ξ, T − ε) ≤ 2 E(ξ, 0) for |ξ| ≥ ̺(T − ε) , (5.16)

we have

E(ξ, t) ≤ 2 E(ξ, 0) exp
{

C5 ρ

∫ t

T−ε

[

Γ +
E ρ

ρ2

]

dτ
}

, (5.17)

for all |ξ| ≥ ̺(T − ε) and t ∈ [T − ε, T). Besides, by definition,
E ρ(t)

ρ2
< Γ in the

interval [T − ε, T̂(ρ)) when ρ ≥ ρ̃. Hence we find
∫ t

T−ε

[

Γ +
E ρ

ρ2

]

dτ ≤ 2 Γ ε , (5.18)

for t ∈ [T − ε, T̂(ρ)), provided ρ ≥ ρ̃. Thus, for ρ = ρj with ρj ≥ max{ ρ̃,
̺(T − ε)}, from (5.12), (5.17)-(5.18) and the definition of Υ, we have

Eλρj
ρj

(t)

ρ2
j

≤
∫

ρj<|ξ|≤λρj

2 E(ξ, 0)

ρ2
j

exp
{

2 C5 ρj Γ ε
}

dξ

≤ Γ

4 Υ + 1

∫

ρj<|ξ|≤λρj

2 E(ξ, 0)

ρ2
j

exp
{ηρ2

j

|ξ|
}

dξ

≤ Γ
2 Υ

4 Υ + 1
<

Γ

2
,

(5.19)

for all t ∈ [T − ε, T̂(ρj)). This means that, for ρ = ρj with ρj ≥ max{ ρ̃, ̺(T − ε)},
condition (a) in (5.11) is always verified as long as condition (b) holds and, in
conclusion, it only remains to prove that for ρ = ρj, with j large enough, (5.11) (b)
holds for all t ∈ [T − ε, T).

Estimate of Eλρ(t)

From (5.2)–(5.4) and (5.10), for every fixed ρ ≥ ρ̃ and for all t ∈ [T − ε, T̂(ρ)) we
have the inequality

E(ξ, t) ≤ 3 E(ξ, T − ε) + 2 C4
p2

(

2 Γ
)

ρ2

|ξ|
∫ t

T−ε
E(ξ, τ) dτ , (5.20)

for all ξ ∈ Rn such that |ξ| ≥ λ ρ. Now, using (5.13), (5.16) and applying Gron-
wall’s lemma to (5.20), for ρ ≥ max{ ρ̃, ̺(T − ε)} and t ∈

[

T − ε, T̂(ρ)
)

we find

E(ξ, t) ≤ 3 E(ξ, T − ε) exp
{η ρ2

2 |ξ|
t − T + ε

ε

}

≤ 6 E(ξ, 0) exp
{η ρ2

2 |ξ|
t − T + ε

ε

}

≤ 6 E(ξ, 0) exp
{η ρ2

2 |ξ|
}

,

(5.21)
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when |ξ| ≥ λ ρ. Thus, in order to verify that (5.11) (b) holds for all t ∈ [T − ε, T),
whenever ρ = ρj with j large enough, it will be sufficient to observe that

lim
j→∞

∫

|ξ|>λρj

E(ξ, 0)
e

η ρ2
j

/

2 |ξ|

ρ2
j

dξ = 0 . (5.22)

To this end, we demonstrate the following:

Lemma 5.1. Assume that (5.1) holds. Then, for all η′
< η we have

lim
j

∫

|ξ|>ρj

E(ξ, 0)
e

η′ρ2
j /|ξ|

ρ2
j

dξ = 0 . (5.23)

Proof. Given Λ > 0, for all j ≥ 1 we define the sets

Aj =
{

ξ : |ξ| > ρj , ρ2
j ≥ Λ|ξ|

}

,

Bj =
{

ξ : |ξ| > ρj , ρ2
j < Λ|ξ|

}

.
(5.24)

Integrating, we find

∫

|ξ|>ρj

E(ξ, 0)
e

η′ρ2
j /|ξ|

ρ2
j

dξ

=
∫

Aj

E(ξ, 0)
e

η′ρ2
j /|ξ|

ρ2
j

dξ +
∫

Bj

E(ξ, 0)
e

η′ρ2
j /|ξ|

ρ2
j

dξ

≤ e−Λ(η−η′)
∫

Aj

E(ξ, 0)
e

η ρ2
j /|ξ|

ρ2
j

dξ +
∫

Bj

E(ξ, 0)
eΛη′

ρ2
j

dξ

≤ e−Λ(η−η′) Υ +
∫

|ξ|>ρj

E(ξ, 0)
eΛη′

ρ2
j

dξ .

(5.25)

Since η > η′, the term e−Λ(η−η′) Υ can be made arbitrarily small taking Λ >

0 sufficiently large. Besides, the last integral in (5.25) tends to 0 as ρj → +∞,

because B2
∆ ⊂ H2 × H1. From these facts we immediately have (5.23).

Conclusion

It follows that T̂(ρj) = T for all integer j large enough, i.e. both the conditions of
(5.11) are verified in [T − ε, T). In particular, fixed j0 sufficiently large, by (5.8) we
have E ρj0 (t) ≤ ρ2

j0
Γ in [T − ε, T). Finally, using also the a-priori estimate (4.4),

we obtain
E2(u; t) ≤ C ρ2

j0

(

H(t) + e−2γt Γ
)

, (5.26)

for t ∈ [T− ε, T), with C = 2 max{1, δ−1, µ
1
2
0 }. Thus E2(u; t) is uniformly bounded

in [0, T). Since T is an arbitrary positive number, this in turn implies the global
existence of the solution of (1.1)–(1.2).
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6 boundedness and decay for B2
∆ data

Here we shall prove that the global solution obtained in § 5 satisfies (1.7). As in
the previous section we consider the case k = 2. We may, therefore, suppose that:

(a) condition (5.1) holds for fixed η > 0 and
{

ρj

}

j≥1
;

(b) u is the unique global strong solution of (1.1)–(1.2).

Given T ≥ 0, that we will fix in (6.4)-(6.5) below, we consider the solution in
R × [T , ∞). Then, for t ≥ T , we have the identity

E(ξ, t) = E(ξ, T )−
[

(Q− E)(ξ, τ)
]t

T
+
∫ t

T
Q′(ξ, τ) dτ . (6.1)

To estimate the terms Q− E and Q′ in formula (6.1), we apply the inequalities of
Lemma 4.4. Precisely, for ρ ≥ 1 and |ξ| > 0 we have:

|Q − E| ≤ C3

[ γ

ρ
+H(t) + e−2γt E ρ

ρ2

] ρ

|ξ| E , (6.2)

|Q′| ≤ C4 p2

(

H(t) + e−2γt E ρ

ρ2

) ρ2

|ξ| E , (6.3)

where, as above, p2(r)
def
= r + r2. Since γ > 0, by using (iii) and (iv) of Lemma 2.2,

we can select T ≥ 0 so large that

C3 H(t) ≤ 1

8
for t ≥ T , (6.4)

2 C4

∫ ∞

T
p2

(

H(t) +
e−2γt

4 C3

)

dt ≤ η

2
. (6.5)

Besides, we can take ρ̄ ≥ 1 such that















C3
γ

ρ
≤ 1

8

C3
E ρ(T )

ρ2
≤ 1

8

for ∀ ρ ≥ ρ̄ . (6.6)

Therefore, by (6.2), for every fixed ρ ≥ ρ̄ we have

|(Q− E)(ξ, t)| ≤ 1

2
E(ξ, t) for all |ξ| ≥ ρ (6.7)

whenever t ≥ T and

C3
E ρ(t)

ρ2
<

1

4
. (6.8)

Then, for ρ ≥ ρ̄, we define

T̂ (ρ)
def
= sup {τ ≥ T : (6.8) holds for all t ∈ [T , τ)} . (6.9)
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Since T , ρ̄ verify (6.4)–(6.6), it is clear that T̂ (ρ) > T for all ρ ≥ ρ̄. In the follow-
ing, we shall prove that T̂ (ρj) = ∞ if ρj is any sufficiently large element of the
sequence {ρj}j≥1, i.e. (6.8) is verified for all t ∈ [T , ∞) when ρ = ρj with ρj large
enough. Now, by (6.1) and (6.7), for every fixed ρ ≥ ρ̄ we have

E(ξ, t) ≤ 3 E(ξ, T ) + 2
∫ t

T
Q′(ξ, τ) dτ , (6.10)

for all |ξ| ≥ ρ and t ∈ [T , T̂ (ρ)). From this, using the estimate (6.3), condition
(6.5) and applying Gronwall’s lemma, we easily get

E(ξ, t) ≤ 3 E(ξ, T ) eη ρ2
/

2|ξ| , (6.11)

for |ξ| ≥ ρ and t ∈ [T , T̂ (ρ)). Then, taking ̺(T ) according to Lemma 9.2, i.e.
such that E(ξ, T ) ≤ 2 E(ξ, 0) for |ξ| ≥ ̺(T ), from (6.11) we derive further the
inequality

E(ξ, t) ≤ 6 E(ξ, 0) eη ρ2
/

2|ξ| , (6.12)

for ρ ≥ max{ρ̄, ̺(T )}, |ξ| ≥ ρ and t ∈ [T , T̂ (ρ)). This means that for ρ ≥
max{ρ̄, ̺(T )} we can estimate E ρ(t)/ρ2 as follows:

E ρ(t)

ρ2
≤ 6

∫

|ξ|>ρ
E(ξ, 0)

eη ρ2
/

2|ξ|

ρ2
dξ , (6.13)

for all t ∈ [T , T̂ (ρ)). Thus, in order to conclude that T̂ (ρj) = +∞ if j is large
enough, it is sufficient to apply Lemma 5.1. In particular, there exists an integer
j1 ≥ 1 large such that

E ρj1 (t) ≤
ρ2

j1

4 C3
∀ t ∈ [T , ∞) . (6.14)

Now we can easily derive the decay estimate (1.7) for Er(u; t), when 0 ≤ r ≤ 2.
In fact, from (4.4) and (6.14), we readily have the estimate

Er(u; t) ≤ C (ρj1)
r
(

H(t) +
e−2 γ t

4 C3

)

, (6.15)

for t ∈ [T , ∞), with C = 2 max{1, δ−1, µ
1
2
0 }. Having γ > 0 , combining (6.15)

with (iii) and (iv) of Lemma 2.2, (1.7) follows.

7 Sketch of the proof of theorem 1.2 for k ≥ 2

Having proved in details Theorem 1.2 for k = 1, 2, we now sketch the idea of the
proof for a generic integer k ≥ 2. To do this we apply the results of [4]. We divide
the proof in three steps.
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7.1 Quadratic forms for the linearized equation

Let us consider the infinite system of linear oscillating equations with dissipative
term

wtt + a(t) |ξ|2 w + 2γ wt = 0 for t ∈ [0, T) , ξ ∈ R
n , (7.1)

where 0 < T ≤ ∞, a(t) ∈ Ck[0, T), a(t) ≥ δ > 0 and γ > 0 . Setting

z(ξ, t) = eγt w(ξ, t) , (7.2)

it follows that, for |ξ| > 0,

ztt + a∗(|ξ|, t) |ξ|2 z = 0 , (7.3)

where
a∗(|ξ|, t) = a(t) − γ2|ξ|−2 . (7.4)

Since our arguments require that a∗ ≥ c > 0, from now on we will assume

|ξ| ≥ 2γ√
δ

, (7.5)

thus a∗(|ξ|, t) ≥ 3
4 δ . Then, for |ξ| ≥ 2γ√

δ
and z(ξ, t) a complex-valued solution of

(7.3), we consider the quadratic form:

Q∗
k(z, zt)

def
= ∑

0≤i≤[ k
2 ]−1

α∗
i (t) |ξ|−2i

(

a∗(t) |ξ|2 |z|2 + |zt|2
)

+ ∑
0≤i≤[ k

2 ]−1

β∗
i (t) |ξ|−2i Re

(

z̄ zt

)

+ ∑
0≤i< k

2−1

γ∗
i (t) |ξ|−2i−2 |zt|2 ,

(7.6)

where α∗
i , β∗

i , γ∗
i are real-valued functions on [0, T) satisfying the system

γ∗
−1 ≡ 0 ,











(a∗ α∗
i )

′ − a∗β∗
i = 0

α∗
i
′ + β∗

i = −γ∗
i−1

′

β∗
i
′ − 2 a∗γ∗

i = 0

(0 ≤ i ≤ [k/2]− 1) . (7.7)

By the result of [4], system (7.7) is solvable and α∗
i , β∗

i , γ∗
i are polynomials in

ω∗
def
=

1

2
√

a∗
(7.8)

and its derivatives of orders not greater than, respectively, 2i, 2i + 1, 2i + 2. More
precisely, computing the solutions system (7.7), we may select the coefficients of
integration such that ω−1

∗ α∗
i , β∗

i , ω−1
∗ γ∗

i are homogeneous in the sense that

ω−1
∗ α∗

i = ∑ cη0,...η2i

(

ω∗
)η0
(

ω
(1)
∗
)η1 · · ·

(

ω
(2i)
∗
)η2i (7.9)

for 0 ≤ i ≤ [ k
2 ]− 1, with cη0,...,η2i

∈ R and η0, . . . , η2i ≥ 0 integers such that

∑
0≤h≤2i

ηh = 2i and ∑
0≤h≤2i

h ηh = 2i ;
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while β∗
i , ω−1

∗ γ∗
i have analogous expansions on replacing 2i by 2i + 1 and 2i + 2.

In particular, we have

α∗
0 = c0 ω∗ , β∗

0 = −c0 ω′
∗ , γ∗

0 = −2c0 ω2
∗ ω′′

∗ , (7.10)

where c0 is an arbitrary real constant. Thus, setting c0 = 1, the first term of
Q∗

k (z, zt) is the energy function

E∗(z, zt)
def
=

√

a∗(t)
2

|ξ|2 |z|2 + |zt|2
2
√

a∗(t)
. (7.11)

Finally, let us recall that

d

dt
Q∗

k(z, zt) =











(β∗
[ k
2 ]−1

)′ |ξ|−k+2 Re
(

z̄ zt

)

for k ≥ 2 even ,

(γ∗
[ k
2 ]−1

)′ |ξ|−k+1 |zt|2 for k ≥ 3 odd ,
(7.12)

for every complex-valued solution of (7.3). See Theorems 1.1 and 1.2 of [4].

7.2 Quadratic forms for the damped Kirchhoff equation

Let us suppose that u ∈ Cj([0, T); H1+ k
2−j(Rn)) (j = 0, 1, 2) be a solution of (1.1).

Since we suppose m ∈ Ck, it follows that s(t) = ‖ |ξ|û(t) ‖2 is of class Ck, which
in turn implies that m(s(t)) ∈ Ck[0, T). On a account of the arguments devel-
oped in § 7.1, by Fourier transform in space variables, we consider the equivalent
equation

ûtt + m(s(t)) |ξ|2 û + 2γ ût = 0 , ξ ∈ R
n, t ≥ 0 . (7.13)

Then, setting

z(ξ, t) = eγt û(ξ, t) , (7.14)

a∗(|ξ|, t) = m(s(t)) − γ2|ξ|−2 , (7.15)

ω∗
def
=

1

2
√

a∗
=

1

2
√

m(s(t)) − γ2|ξ|−2
, (7.16)

for |ξ| ≥ 2γ√
δ

we introduce the quadratic form Q∗
k with coefficients α∗

i , β∗
i , γ∗

i

polynomials in ω∗ and satisfying (7.9). Finally, we also take α∗
0 = ω∗ in order that

Q∗
k begin with the energy E∗ defined in (7.11). Then, since zt = eγt(γû + ût), we

define:

Definition 7.1. For |ξ| ≥ 2γ√
δ

, we set

Qk
def
= e2γt |ξ|k Q∗

k (û, γû + ût) , (7.17)

Ek
def
= e2γt |ξ|k E∗(û, γû + ût) . (7.18)
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Since Qk = |ξ|k Q∗
k(e

γt û, (eγtû)t), from (7.12) we immediately obtain

d

dt
Qk =











e2γ t (β∗
[ k
2 ]−1

)′ |ξ|2 Re
(

¯̂u (γû + ût)
)

for k ≥ 2 even ,

e2γ t (γ∗
[ k
2 ]−1

)′ |ξ| |γû + ût|2 for k ≥ 3 odd ,
(7.19)

Besides, Ek = |ξ|k E∗(eγt û, (eγtû)t

)

and

Ek ≥ e2γt

4

( √
m

2
|ξ|k+2 |û|2 + |ξ|k |ût|2

2
√

m

)

, (7.20)

when |ξ| ≥ 2γ√
δ

. Now we can proceed estimating Qk(û, ût)′ and the remainder

term

Rk
def
= Qk − Ek , (7.21)

as in § 4. Setting

E ρ
k (t)

def
=
∫

|ξ|>ρ
Ek(ξ, t) dξ , (7.22)

after some calculations, similar to those of [4], for every ρ ≥ 2γ√
δ

we have

∫

|ξ|l |û||ût| dξ ≤ Cρl−1

(

H+
E ρ

k

ρk

)

, 1 ≤ l ≤ k + 1, (7.23)

∫

|ξ|l |ût|2 dξ ≤ Cρl

(

H+
E ρ

k

ρk

)

, 0 ≤ l ≤ k, (7.24)

∫

|ξ|l |û|2 dξ ≤ Cρl−2

(

H+
E ρ

k

ρk

)

, 2 ≤ l ≤ k + 2, (7.25)

where C = C(δ, µ0) > 0 is a suitable constant. Using these a priori bounds and
the expansions (7.9) to estimate α∗

i , β∗
i , γ∗

i , we finally obtain that:

|Rk| ≤ Ck p
k−1

(

H+ e−2γt E
ρ
k

ρk

)

ρ

|ξ| Ek , (7.26)

|Q′
k| ≤ Ck p

k

(

H+ e−2γt E
ρ
k

ρk

)

ρk

|ξ|k−1
Ek , (7.27)

for all |ξ| ≥ ρ ≥ max{1, 2γ√
δ
} , with Ck = Ck(δ, γ, µ0, . . . , µk) a positive constant

and p
j
(r) = r + r j, for j ≥ 1.

7.3 Global solvability and decay estimates

Having the a-priori estimates (7.26)–(7.27) it is now easy to complete the proof of
Theorem 1.2 for k ≥ 2. We can follow almost the same reasoning of § 5 and § 6.
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To begin with, assuming (u0, u1) ∈ Bk
∆, there exist η > 0 and a sequence

{

ρj

}

j≥1
such that ρj > 0, lim

j
ρj = +∞ and

Υk
def
= sup

j

∫

|ξ|>ρj

(

√
µ0

2
|ξ|k+2 |û0(ξ)|2 +

|ξ|2 |û1(ξ)|k
2
√

δ

) e
η ρk

j /|ξ|k−1

ρk
j

dξ < ∞ . (7.28)

Global solvability. We argue by contradiction: let u ∈ Cj([0, T); H1+ k
2−j(Rn)) (j =

0, 1, 2) be a solution of (1.1)–(1.2) in R
n × [0, T) with 0 < T < ∞ maximal. Then

we consider u in the stripe Rn × [T − ε, T), where ε ∈ (0, T] is a parameter that we
shall fix imposing condition similar to those of (5.12)–(5.14). For T − ε ≤ t < T

and |ξ| ≥ 2γ√
δ

, we have

Ek(ξ, t) = Ek(ξ, T − ε)−
[

Rk(ξ, τ)
]t

T−ε
+
∫ t

T−ε
Q′

k(ξ, τ) dτ . (7.29)

Using (7.26), (7.27), (4.18) and Lemma 9.2 of Appendix I, we can proceed in the
estimate the right-hand side of (7.29) exactly as in § 5. After some calculations,
this leads us to conclude that

sup
t∈[0,T)

Ek(u, t) < ∞ , (7.30)

proving that T cannot be maximal. See also the proof of Theorem 1.4 of [4].

Decay Estimate (1.7). Let u ∈ Cj([0, ∞); H1+ k
2−j(Rn)) (j = 0, 1, 2) be a global

solution of (1.1)–(1.2). We take Γk > 0 such that

Ck p
k−1

(2 Γk) =
1

2
, (7.31)

then we select Tk ≥ 0 so large that

H(t) ≤ Γk for t ≥ Tk , (7.32)

2 Ck

∫ ∞

Tk

p
k

(

H(t) + e−2γt Γk

)

dt ≤ η

2
. (7.33)

Finally, we take ρk ≥ max
{

1, 2γ√
δ
} such that

E ρ
k (Tk)

ρk
≤ Γk

2
for ∀ ρ ≥ ρk . (7.34)

Then, using (7.26)–(7.27), we can proceed on the estimation of E ρ
k (t) for t ≥ Tk by

repeating almost the same proof of § 6.

8 Proof of theorem 1.3

The idea of the proof is essentially due to Yamada [9]. Given an integer k ≥ 1, let

u ∈ Cj([0, ∞); H1+ k
2−j(Rn)) (j = 0, 1, 2) be a global solution of equation (1.1). By

Lemmas 2.2 and 2.3, we know that

sup
t≥0

{

t
(

|u|21 + |ut|20
)

+
∫ t

0

(

|u|21 + τ|ut|20
)

dτ
}

< ∞ . (8.1)
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Hence (1.9) holds with r = 0. Then, to prove (1.9) for 0 < r ≤ k/2, we pro-
ceed as follows. By partial Fourier transform in space variables, we consider the
equivalent equation

ûtt + m(s(t)) |ξ|2 û + 2γ ût = 0 , ξ ∈ R
n, t ≥ 0 , (8.2)

where, as usual, s(t) = ‖ |ξ|û(t) ‖2. Besides, we introduce the auxiliary functions

χ(ξ) φ(t) and ω(ξ)ψ(t) , (8.3)

where φ(t), ψ(t) ∈ C2[0, ∞) and χ(ξ), ω(ξ) are suitable weights that we shall fix
in the following. Multiplying equation (8.2) by χ(ξ) φ(t) ¯̂u t and integrating other
Rn

ξ × [t̄, t), with 0 ≤ t̄ < t, we get

φ(t)
∫

χ(ξ)
(

|ût|2 + m|ξ|2|û|2
)

dξ
∣

∣

∣

t
+ 4 γ

∫ t

t̄

∫

φ χ(ξ)|ût |2 dξ dτ

= φ(t̄)
∫

χ(ξ)
(

|ût|2 + m|ξ|2|û|2
)

dξ
∣

∣

∣

t̄

+
∫ t

t̄

∫

χ(ξ)
[

φ′|ût|2 + φ′ m |ξ|2 |û|2 + φ m′ s′ |ξ|2|û|2
]

dξ dτ ,

(8.4)

where, as usual, m = m(s(t)), m′ = m′(s(t)). Similarly, multiplying (8.2) by
ω(ξ)ψ(t) ¯̂u and integrating over R

n
ξ × [t̄, t), we have

2ψ(t)
∫

ω(ξ)Re(û ¯̂ut) dξ
∣

∣

∣

t
+
(

2γψ(t)− ψ′(t)
)

∫

ω(ξ) |û|2 dξ
∣

∣

∣

t

+
∫ t

t̄

∫

ω(ξ)
[

2 ψ m |ξ|2 |û|2 +
(

ψ′′ − 2γψ′)|û|2
]

dξ dτ

=
∫

(

2ψ ω(ξ)Re(û ¯̂ut) +
(

2γψ − ψ′)ω(ξ) |û|2
)

dξ
∣

∣

∣

t̄

+ 2
∫ t

t̄

∫

ψ ω(ξ) |ût |2 dξ dτ .

(8.5)

Now, adding (8.4) and (8.5) with

ω = χ ,

some elementary calculations give
∫

φ m χ(ξ) |ξ|2 |û|2 dξ
∣

∣

∣

t

+
∫

[

φ |ût|2 + 2ψ Re(û ¯̂ut) +
(

2γψ − ψ′) |û|2
]

χ(ξ) dξ
∣

∣

∣

t

+
∫ t

t̄

∫

[

4γφ − 2ψ − φ′
]

χ(ξ) |ût |2 dξ dτ

+
∫ t

t̄

∫

[

2ψm − φ′m − φ m′s′
]

χ(ξ) |ξ|2 |û|2 dξ dτ

+
∫ t

t̄

∫

(

ψ′′ − 2γψ′) χ(ξ) |û|2 dξ dτ

=
∫

[

φ |ût|2 + 2ψ Re(û ¯̂ut) +
(

mφ |ξ|2 + 2γψ − ψ′) |û|2
]

χ(ξ) dξ
∣

∣

∣

t̄
.

(8.6)

In order to proceed in the proof of (1.9), it is convenient to deal with the cases
k ≥ 2 even, k ≥ 3 odd and k = 1 separately.
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Case k ≥ 2 even

First of all, we apply the identity (8.6) with

χ(ξ) = |ξ|2 , φ(t) = t , ψ(t) =
γ

4
t . (8.7)

Considering the terms in (8.6), we immediately see that

m φ ≥ δt and ψ′′ − 2γψ′ = −γ2/2, ∀ t ≥ 0 . (8.8)

It is also easy to verify that, when t ≥ 2/γ,

φ|ζ1|2 + 2ψ Re(ζ1 ζ̄2) + (2γψ − ψ′)|ζ2|2 ≥ t

2
|ζ1|2 +

γ2 t

4
|ζ2|2 , ∀ ζ1, ζ2 ∈ C ,

(8.9)

4γφ − 2ψ − φ′ ≥ 3γt . (8.10)

Furthermore, since we are assuming the first of (1.8) holds and, by (i)–(iii) of

Lemma 2.2, supt≥0 (1 + t)
1
2 ‖ut‖ < ∞, it follows that supt≥0(1 + t)

1
2 |s′(t)| < ∞.

Consequently, we deduce the inequality

2ψm − φ′m − φ m′s′ ≥
(

γt

2
− 1

)

δ − C t
1
2 , ∀ t ≥ 2/γ , (8.11)

with a suitable constant C > 0. Then, taking account of (8.8)–(8.11) and recalling
that

∫ ∞

0 |u|21 dt < ∞, we apply the identity (8.6) with t̄ = t0 ≥ 0 large enough. It
readily follows that

sup
t≥0

{

t |u|22 + t (|u|21 + |ut|21
)

+
∫ t

0
τ(|u|22 + |ut|21) dτ

}

< ∞ , (8.12)

which in turn implies that

|s′(t)| ≤ 2 |u(t)|1 |ut(t)|1 ≤ C (1 + t)−1 , ∀ t ≥ 0 , (8.13)

for a suitable constant C > 0. To continue, for j ≥ 1, we set

χj(ξ) = |ξ|2j , φ(t) = tj+1 , ψ(t) = λj tj , (8.14)

where λj are suitable positive parameters. More precisely, taking account of
(8.13), it is not difficult to see that we can fix λj > 0 such that, for t ≥ tj (with
tj ≥ 0 large enough), the following hold:

m φ ≥ δtj+1 , (8.15)

φ|ζ1|2 + 2ψ Re(ζ1 ζ̄2) + (2γψ − ψ′)|ζ2|2 ≥ tj+1

2
|ζ1|2 + γλj tj |ζ2|2 , (8.16)

4γφ − 2ψ − φ′ ≥ 3γtj+1 , (8.17)

2ψm − φ′m − φ m′s′ ≥ λj tj , (8.18)

|ψ′′ − 2γψ′| ≤ 2γ λj tj−1 . (8.19)
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Then, fixed λj > 0, for j ≥ 1, such that (8.15)-(8.19) hold, we proceed to prove by

induction (1.9) for r = 0, 1, . . . , k
2 .

As already remarked, see (8.1) above, (1.9) holds for r = 0. Suppose that it

holds when r = j − 1, for some integer j with 1 ≤ j ≤ k
2 . In particular, we have

∫ ∞

0
tj−1 |u(t)|2j dt < ∞ . (8.20)

Then, setting χ = χj , φ = φj and ψ = ψj as in (8.14), we apply the identity (8.6)
with t̄ = tj. Taking account of (8.15)–(8.19) and (8.20), we derive that

tj+1 |u|2j+1 + tj+1|ut|2j + tj|u|2j +
∫ t

0

(

τ j|u|2j+1 + τ j+1|ut|2j
)

dτ ≤ Kj , (8.21)

for all t ≥ 0, for a suitable constant Kj > 0. By induction, this proves that (1.9)

holds for all integers r, 0 ≤ r ≤ k
2 . Finally, using a standard interpolation argu-

ment, we obtain (1.9) for all real values r, 0 ≤ r ≤ k
2 .

Case k ≥ 3 odd

We set k̃ = k − 1. Then u ∈ Cj([0, ∞); H1+ k̃
2−j(Rn)) (j = 0, 1, 2) where k̃ ≥ 2 in

an even integer. By the previous case, this implies that (8.13) holds and that the

statement (1.9) is verified for 0 ≤ r ≤ k̃
2 . In particular, setting r = k̃

2 − 1
2 = k

2 − 1,
it follows that

∫ ∞

0
t

k
2−1 |u(t)|2k

2
dt < ∞ . (8.22)

Now, we define

χ̃(ξ) = |ξ|k , φ̃(t) = t
k
2+1 , ψ̃(t) = λ̃ t

k
2 , (8.23)

where λ̃ > 0 is a suitable parameter such that, by replacing j with k
2 and λj with

λ̃, conditions like (8.15)–(8.19) are verified for t ≥ t̃ (with t̃ ≥ 0 large enough).
Then, we put χ = χ̃, φ = φ̃, ψ = ψ̃ and t̄ = t̃ in (8.6). Using condition (8.22), we

obtain that (1.9) holds also for r = k
2 . Finally, by interpolation, we deduce that

(1.9) holds for all real values r, 0 ≤ r ≤ k
2 .

Case k = 1

Since
|s′(t)| ≤ 2 |u(t)| 3

2
|ut(t)| 1

2
, (8.24)

by the second assumption of (1.8) it follows that (8.13) holds. Since supt≥0 |u|20 <

∞ (see Proposition 2.5) and supt≥0 (1 + t) |u|21 < ∞, by interpolation we get

sup
t≥0

(1 + t)
1
2 |u|21

2
< ∞ . (8.25)
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This implies that

∫ ∞

0
(1 + τ)β |u|21

2
dτ < ∞ if β < −1/2 . (8.26)

Then, given a real number α , 0 ≤ α < 1/2 , we define

χ∗(ξ) = |ξ| , φ∗(t) = tα+1 , ψ∗(t) = λ∗ tα , (8.27)

where λ∗
> 0 is a suitable parameter such that, by replacing j with α and λj with

λ∗, conditions like (8.15)–(8.19) are verified for t ≥ t∗ (with t∗ ≥ 0 large enough).
Then, we put χ = χ∗, φ = φ∗, ψ = ψ∗ and t̄ = t∗ in identity (8.6). Using condition
(8.26), we readily obtain

tα+1 |u|23
2
+ tα+1|ut|21

2
+
∫ t

0

(

τα|u|23
2
+ τα+1|ut|21

2

)

dτ ≤ K∗ , (8.28)

for all t ≥ 0, with K∗
> 0 a suitable constant. Finally, by interpolation, we derive

(1.9) for 0 ≤ r ≤ 1
2 .

9 Appendix I

In this appendix we shall derive a suitable quadratic form for the solutions of the
damped wave equation

utt − a(t)∆u + 2γ ut = 0 in R
n × [0, T), (9.1)

where 0 < T ≤ +∞ and

a(t) ∈ C2[0, T) , a(t) > 0 , γ > 0 . (9.2)

By Fourier transform in the space variables, we are led to consider the infinite
system of linear oscillating equations with dissipative terms

wtt + a(t) |ξ|2 w + 2γ wt = 0 for t ∈ [0, T) , ξ ∈ R
n . (9.3)

For the solutions of (9.3) we introduce the quadratic form

q(ξ, t) =
1

2
a1(t) a(t) |ξ|4 |w|2 + 1

2
a1(t) |ξ|2 |wt|2 + a2(t) |ξ|2 Re(w̄ wt) , (9.4)

where we suppose a1(t), a2(t) ∈ C1[0, T). Deriving with respect to t, using (9.3)
and collecting like terms, we obtain

d

dt
q(ξ, t) =

[1

2
(a1 a)′ − a2 a

]

|ξ|4 |w|2

+
[1

2
a′1 − 2 γ a1 + a2

]

|ξ|2 |wt|2

+
[

a′2 − 2 γ a2

]

|ξ|2 Re(w̄ wt)
2 .

(9.5)
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Now, considering (9.5), we require that the coefficients of |ξ|4|w|2 and |ξ|2|wt|2
vanish. Namely we search a1(t), a2(t) satisfying the conditions:

{

1
2 (a1 a)′ − a2 a = 0
1
2 a′1 − 2 γ a1 + a2 = 0

(9.6)

An easy computation shows that a1 = c e2γt√
a

and a2 = c e2γt
(

γ√
a
+ a′

4 a3/2

)

, where

c ∈ R is an arbitrary constant. Taking c = 1, from now on we set:

a1
def
=

e2γt

√
a

, a2
def
= e2γt

( γ√
a
+

a′

4 a3/2

)

. (9.7)

Taking account of the previous calculations, we define

Definition 9.1. Let w(ξ, t) be a solution of equation (9.3), we set

Q(ξ, t)
def
= e2γt

(

√
a

2
|ξ|4 |w|2 + 1

2
√

a
|ξ|2 |wt|2

)

+ e2γt
( γ√

a
+

a′

4 a3/2

)

|ξ|2 Re(w̄ wt) .

(9.8)

From (9.5)–(9.7), it is immediate that

d

dt
Q(ξ, t) = e2γt

( γ√
a
+

a′

4 a3/2

)′
|ξ|2 Re(w̄ wt) . (9.9)

Besides, introducing the energy

E(ξ, t)
def
= e2γt

(

√
a

2
|ξ|4 |w|2 + 1

2
√

a
|ξ|2 |wt|2

)

, (9.10)

we easily have the estimates:

∣

∣(Q− E)(ξ, t)
∣

∣ ≤
∣

∣

∣

γ√
a
+

a′

4 a3/2

∣

∣

∣

E(ξ, t)

|ξ| , (9.11)

∣

∣Q′(ξ, t)
∣

∣ ≤
∣

∣

∣

( γ√
a
+

a′

4 a3/2

)′∣
∣

∣

E(ξ, t)

|ξ| , (9.12)

for all t ∈ [0, T) and |ξ| > 0. Finally, applying these inequalities, we prove:

Lemma 9.2. Assume that (9.2) holds. Besides, let w(ξ, t) be a solution of (9.3). Then for
all T̄ ∈ (0, T) there exists ̺ = ̺(T̄) > 0 such that

|ξ| ≥ ̺ ⇒ E(ξ, t) ≤ 2 E(ξ, 0) for t ∈ [0, T̄] . (9.13)

Proof. In the interval I = [0, T̄] we have

inf
I

a(t) > 0 ,

sup
I

|a′(t)| < ∞ , sup
I

|a′′(t)| < ∞ .
(9.14)
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Hence, by (9.11) and (9.12), there exists C = C(T̄) > 0 such that:

|Q − E| ≤ C

|ξ| E ,
∣

∣Q′∣
∣ ≤ C

|ξ| E , (9.15)

for all t ∈ [0, T̄] and |ξ| > 0. Then, using (9.9) and (9.15), it is easy to derive
the estimate (9.13). In fact, integrating (9.9) with respect to t, for |ξ| > 0 and
0 ≤ t ≤ T̄, we find the inequality

E(ξ, t)

(

1 − C

|ξ|

)

≤ E(ξ, 0)

(

1 +
C

|ξ|

)

+
C

|ξ|
∫ t

0
E(ξ, τ) dτ . (9.16)

From this, applying Gronwall’s lemma, we can estimate E(ξ, t) if |ξ| > C. In
particular, taking |ξ| large enough, we obtain (9.13).

10 Appendix II

Let us consider the ordinary problem

w′′ + (ao + b(t)) |ξ|2 w + 2γ w′ = 0 , t ≥ 0 , (10.1)

w(ξ, 0) = w0(ξ) , wt(ξ, 0) = w1(ξ) , (10.2)

with a parameter ξ ∈ Rn and coefficients ao, γ, b(t) such that

ao, γ > 0, b(t) ∈ L1
loc[0, ∞) . (10.3)

Here, we will estimate |w(ξ, t)| for |ξ| small enough.

Lemma 10.1. For the solution w(t, ξ) of (10.1)-(10.2) for all t ≥ 0 there holds

|w(t, ξ)| ≤ W(ξ) exp

{

− ao |ξ|2 t

2 γ
+

|ξ|2
γ

∫ t

0
|b(τ)| dτ

}

, (10.4)

for all |ξ| ≤
√

3
4 ao

γ, where W(ξ) =
[

2 |w0(ξ)|+ γ−1 |w1(ξ)|
]

.

Proof. By putting

w(ξ, t)
def
= e−γt z(ξ, t) , (10.5)

the Cauchy problem (10.1)-(10.2) is transformed to

z′′ +
(

ao + b(t)
)

|ξ|2z − γ2z = 0 , (10.6)

z(0, ξ) = w0(ξ) z′(0, ξ) = γ w0(ξ) + w1(ξ) . (10.7)

To estimate z(ξ, t), we rewrite (10.6) in the form

z′′ − λ2z = −b(t)|ξ|2z , (10.8)

with λ ∈ C such that
λ2 = γ2 − ao|ξ|2 . (10.9)
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Assuming λ 6= 0 , by the Lagrange’s method of variation of parameters, we easily
obtain that z(ξ, t) satisfies the relation

z(ξ, t) =
w0(ξ)

2

(

eλt + e−λt
)

+
γ w0(ξ) + w1(ξ)

2λ

(

eλt − e−λt
)

− |ξ|2
2λ

∫ t

0

(

eλ(t−τ) − e−λ(t−τ)
)

b(t) z(ξ, τ) dτ .

(10.10)

Besides, setting

φλ(s)
def
=1 − e−2λs for s ∈ R , (10.11)

we have also

e−λtz(ξ, t) =w0(ξ)
1 + e−2λt

2
+
[

γ w0(ξ) + w1(ξ)
] φλ(t)

2λ

− |ξ|2
2λ

∫ t

0
φλ(t − τ) b(τ) e−λτz(ξ, τ) dτ .

(10.12)

Now let |ξ| ≤
√

3
4 ao

γ as in the statement above, thus γ2 − ao|ξ|2 ≥ γ2/4. Choos-

ing λ as the positive square root of the right side of (10.9), we easily see that

γ

2
≤ λ ≤ γ − ao |ξ|2

2 γ
. (10.13)

Furthermore, having λ > 0, φλ(s) is increasing and 0 ≤ φλ(s) ≤ 1 for s ∈ [0, ∞).
Hence, applying Gronwall’s lemma to (10.12), we get

e−λt|z(ξ, t)| ≤
[

|w0(ξ)|+ |γ w0(ξ) + w1(ξ)|
φλ(t)

2λ

]

· exp

{ |ξ|2
2λ

∫ t

0
φλ(t − τ) |b(τ)| dτ

}

.

(10.14)

Finally, taking account of (10.11) and (10.13), for w(ξ, t) we have

|w(ξ, t)| = e−(γ−λ)te−λt|z(ξ, t)|

≤ W(ξ) exp

{

− ao |ξ|2 t

2 γ
+

|ξ|2
γ

∫ t

0
|b(τ)| dτ

}

,
(10.15)

for |ξ| ≤
√

3
4 ao

γ and t ≥ 0, with W(ξ) defined as in the statement above.
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