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#### Abstract

Lower and upper bounds are given to the ratio of the error of the perturbed solution and the distance of the unperturbed solution to the null space of the matrix for general consistent systems of linear equations and least squares problems.


1. Introduction. In this paper we consider the perturbation of the nonhomogeneous system of linear algebraic equations

$$
\begin{equation*}
A x=b \tag{1}
\end{equation*}
$$

where $A \in \mathbb{R}^{m \times n}$ is an $m \times n$ real matrix and $b \in \mathbb{R}^{m}$ is an $m$ dimensional real vector. Error estimates of numerically stable algorithms, such as Gaussian-typed direct methods for solving (1), are reduced to, via the backward error analysis of Wilkinson [4], the study of the difference of an exact solution of the perturbed system

$$
\begin{equation*}
(A+E) y=b+e \tag{2}
\end{equation*}
$$

or its corresponding least squares problem to an exact solution of the original system (1) or its corresponding least squares problem. Hence, the perturbation analysis for solving (1) is important in numerical linear algebra [4].

When $A$ in (1) is nonsingular, a well-known perturbation result says that if $y$ approximates the exact solution $x=A^{-1} b$ of (1), then

$$
\begin{equation*}
\frac{1}{\kappa} \frac{\left\|r_{y}\right\|}{\|b\|} \leq \frac{\|y-x\|}{\|x\|} \leq \kappa \frac{\left\|r_{y}\right\|}{\|b\|} \tag{3}
\end{equation*}
$$

where $r_{y}=A y-b$ is the residual associated with $y$ and $\kappa=\|A\|\left\|A^{-1}\right\|$ is the condition number of $A$ with $\|\cdot\|$ standing for the vector norm and the induced matrix norm.

The inequalities in (3) show that the relative error of the perturbed solution $y$ for solving the nonsingular system (1) is equivalent to the norm of the residual $r_{y}$ divided by $\|b\|$, but the condition number $\kappa$ determines how sensitive the perturbed solution is relative to the perturbation of the original system.

In this paper we extend (3) to general $m \times n$ matrices $A$. Specifically, we give lower and upper bounds to the ratio of the error of the perturbed solution and the distance of an unperturbed solution to the null space of $A$ for general consistent systems of linear equations and least squares problems. Such bounds involve the residual of the approximate solution as in the classical case. Some ideas in this paper were originally due to [2] in which an optimal upper bound for the perturbation analysis of orthogonal projections has been obtained.

In the next section we consider the case when (1) is consistent, and the more general case of least squares problems will be dealt with in Section 3.
2. The Case When $\mathbf{b} \in \mathbf{R}(\mathbf{A})$. Let $N(A)$ and $R(A)$ be the null space and the range of $A$, respectively. We need the concept of the generalized inverse $A^{\dagger}$ of $A$ associated with two projections $P: \mathbb{R}^{n} \rightarrow N(A)$ and $Q: \mathbb{R}^{m} \rightarrow R(A)$, which is defined as the unique $n \times m$ matrix $A^{\dagger}$ satisfying

$$
A A^{\dagger} A=A, \quad A^{\dagger} A A^{\dagger}=A^{\dagger}, \quad A^{\dagger} A=I-P, \quad A A^{\dagger}=Q
$$

When the norms for $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ are induced from their respective inner products, e.g., the Euclidean norm $\|\cdot\|_{2}$, we further require that $P$ and $Q$ be self-adjoint (i.e., $P^{*}=P$ and $Q^{*}=Q$ ), so that $A^{\dagger} A$ and $A A^{\dagger}$ are orthogonal projections with respect to their inner products. In this case $A^{\dagger}$ is called the Moore-Penrose generalized inverse of $A$. See [1] or [3] for more details on $A^{\dagger}$.

Again let $\kappa=\|A\|\left\|A^{\dagger}\right\|$ be the condition number of $A$. Let $d(x, N(A))=$ $\inf \{\|x-z\|: z \in N(A)\}$ be the distance of $x$ to $N(A)$ and let $r_{y}=A y-b$ be the residual associated with $y$.

Theorem 2.1. Suppose $b \in R(A)$. Then for any $y \in \mathbb{R}^{n}$, there is a solution $x$ to (1) such that

$$
\begin{equation*}
\frac{1}{\kappa} \frac{\left\|r_{y}\right\|}{\|b\|} \leq \frac{\|y-x\|}{\left\|A^{\dagger} b\right\|} \leq \frac{\|y-x\|}{d(x, N(A))} \leq \kappa \frac{\left\|r_{y}\right\|}{\|b\|} \tag{4}
\end{equation*}
$$

Proof. Let $x=A^{\dagger} b+\left(I-A^{\dagger} A\right) y$ be the projection of $y$ onto the solution set of (1) along $N(A)$ [2]. Then

$$
\left\|A^{\dagger} b\right\|=\left\|x-\left(I-A^{\dagger} A\right) y\right\| \geq d(x, N(A))
$$

so the middle inequality of (4) is valid. Since $A x=b$, we have

$$
\begin{equation*}
A(y-x)=A y-b \tag{5}
\end{equation*}
$$

On the other hand, by the construction of $x$,

$$
\begin{equation*}
y-x=A^{\dagger}(A y-b) \tag{6}
\end{equation*}
$$

Let $z \in N(A)$ be arbitrary. Then (6) gives that

$$
\begin{aligned}
\frac{\|y-x\|}{\|x-z\|} & \leq \frac{\left\|A^{\dagger}\right\|\|A y-b\|}{\|x-z\|}=\frac{\|A\|\left\|A^{\dagger}\right\|\left\|r_{y}\right\|}{\|A\|\|x-z\|} \\
& \leq \frac{\kappa\left\|r_{y}\right\|}{\|A x\|}=\kappa \frac{\left\|r_{y}\right\|}{\|b\|}
\end{aligned}
$$

which gives the right inequality of (4). Now (5) implies that

$$
\begin{aligned}
\frac{\left\|r_{y}\right\|}{\|b\|} & =\frac{\|A y-b\|}{\|b\|} \leq \frac{\|A\|\|y-x\|}{\|b\|} \\
& \leq \frac{\left\|A^{\dagger}\right\|\|A\|\|y-x\|}{\left\|A^{\dagger}\right\|\|b\|} \leq \kappa \frac{\|y-x\|}{\left\|A^{\dagger} b\right\|}
\end{aligned}
$$

This gives the left inequality of (4).
Remark 2.1. When the norms $\|\cdot\|$ are given via the inner products, $\|y-x\|$ is exactly the minimal distance of $y$ to the affine set of all solutions to (1), and in this case (4) gives lower and upper bounds of this distance with respect to the distance of the solution $x$ to the null space of $A$.

Since Rank $A=n$ implies that $N(A)=\{0\}$ and $x=A^{\dagger} b$, we immediately have the following.

Corollary 2.1. If in addition $\operatorname{Rank} A=n$, then

$$
\begin{equation*}
\frac{1}{\kappa} \frac{\left\|r_{y}\right\|}{\|b\|} \leq \frac{\left\|y-A^{\dagger} b\right\|}{\left\|A^{\dagger} b\right\|} \leq \kappa \frac{\left\|r_{y}\right\|}{\|b\|} \tag{7}
\end{equation*}
$$

In particular, if $A$ is nonsingular, then (4) is reduced to (3).

The residual $r_{y}$ depends on $E$ and $e$ if $y$ turns out to be a solution of (2). In this case, subtracting (1) from (2) gives that

$$
r_{y}=A(y-x)=e-E y
$$

from which it follows that

$$
\begin{equation*}
\|e-E y\|=\left\|r_{y}\right\| \leq\|e\|+\|E\|\|y\| . \tag{8}
\end{equation*}
$$

Therefore we have the following corollary.
Corollary 2.2. If in addition $b+e \in R(A+E)$, then for any solution $y$ to (2), there is a solution $x$ to (1) such that

$$
\begin{equation*}
\frac{1}{\kappa} \frac{\|e-E y\|}{\|b\|} \leq \frac{\|y-x\|}{\left\|A^{\dagger} b\right\|} \leq \frac{\|y-x\|}{d(x, N(A))} \leq \kappa \frac{\|e\|+\|E\|\|y\|}{\|b\|} \tag{9}
\end{equation*}
$$

3. Least Squares Problems. Now we consider the least squares problem

$$
\begin{equation*}
\|A x-b\|=\min _{z \in \mathbb{R}^{n}}\|A z-b\| \tag{10}
\end{equation*}
$$

and its perturbed form

$$
\begin{equation*}
\|(A+E) y-(b+e)\|=\min _{z \in \mathbb{R}^{n}}\|(A+E) z-(b+e)\| \tag{11}
\end{equation*}
$$

Here we assume that the norms on $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$ are determined by inner products, or more generally the norms are such that $A^{\dagger} b$ is a solution of (10).

Theorem 3.1. For any $y \in \mathbb{R}^{n}$ there is a solution $x$ to (10) such that

$$
\begin{equation*}
\frac{1}{\kappa} \frac{\left\|r_{y}\right\|}{\left\|A A^{\dagger} b\right\|} \leq \frac{\|y-x\|}{\left\|A^{\dagger} b\right\|} \leq \frac{\|y-x\|}{d(x, N(A))} \leq \kappa \frac{\left\|r_{y}\right\|}{\left\|A A^{\dagger} b\right\|} \tag{12}
\end{equation*}
$$

where $r_{y}=A y-A A^{\dagger} b$.

Proof. Let $x=A^{\dagger} b+\left(I-A^{\dagger} A\right) y$ be the (orthogonal) projection of $y$ onto the solution set of (10) along $N(A)$ (see, e.g., [2]). Then the middle inequality of (12) is obvious. Now, as in the previous section,

$$
\begin{equation*}
y-x=A^{\dagger}(A y-b)=A^{\dagger}\left(A y-A A^{\dagger} b\right) \tag{13}
\end{equation*}
$$

from which it follows that

$$
\begin{equation*}
A(y-x)=A A^{\dagger}\left(A y-A A^{\dagger} b\right)=A y-A A^{\dagger} b \tag{14}
\end{equation*}
$$

The proof from here on is exactly the same as that for Theorem 2.1 except that $b$ is replaced with $A A^{\dagger} b$, so it will be omitted.

Remark 3.1. Since the least squares problem (10) is equivalent to the consistent system of linear equations $A x=A A^{\dagger} b,(12)$ is also a direct consequence of (4) by replacing $b$ with $A A^{\dagger} b$.

Now we estimate $\left\|r_{y}\right\|$ if $y$ solves (11). Let

$$
\begin{equation*}
A x-b=r, \quad(A+E) y-(b+e)=r^{\prime} \tag{15}
\end{equation*}
$$

and subtract the first equality from the second one, we have

$$
\begin{equation*}
r_{y}=A(y-x)=e-E y+r^{\prime}-r . \tag{16}
\end{equation*}
$$

Since $A^{\dagger} r=0$ and $(A+E)^{\dagger} r^{\prime}=0,(13)$ and (16) imply that

$$
\begin{align*}
y-x & =A^{\dagger} r_{y}=A^{\dagger}\left(e-E y+r^{\prime}-r\right) \\
& =A^{\dagger}\left(e-E y+r^{\prime}\right)=A^{\dagger}(e-E y)+\left[A^{\dagger}-(A+E)^{\dagger}\right] r^{\prime} \tag{17}
\end{align*}
$$

By the decomposition formula [3] that

$$
\begin{aligned}
A^{\dagger}-(A+E)^{\dagger} & =A^{\dagger} E(A+E)^{\dagger}-A^{\dagger}\left(A^{\dagger}\right)^{*} E^{*}\left[I-(A+E)(A+E)^{\dagger}\right] \\
& -\left(I-A^{\dagger} A\right) E^{*}\left[(A+E)^{\dagger}\right]^{*}(A+E)^{\dagger}
\end{aligned}
$$

we obtain

$$
\begin{equation*}
\left[A^{\dagger}-(A+E)^{\dagger}\right] r^{\prime}=-A^{\dagger}\left(A^{\dagger}\right)^{*} E^{*} r^{\prime} \tag{18}
\end{equation*}
$$

from which (17) can be written as

$$
\begin{equation*}
y-x=A^{\dagger}(e-E y)-A^{\dagger}\left(A^{\dagger}\right)^{*} E^{*} r^{\prime} \tag{19}
\end{equation*}
$$

It follows from (14) and (19) that

$$
\begin{align*}
r_{y} & =A(y-x)=A A^{\dagger}(e-E y)-A A^{\dagger}\left(A^{\dagger}\right)^{*} E^{*} r^{\prime} \\
& =A A^{\dagger}(e-E y)-\left(E A^{\dagger}\right)^{*} r^{\prime} \tag{20}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\left\|A A^{\dagger}(e-E y)-\left(E A^{\dagger}\right)^{*} r^{\prime}\right\|=\left\|r_{y}\right\| \leq\|e\|+\|E\|\|y\|+\left\|E A^{\dagger}\right\|\left\|r^{\prime}\right\| . \tag{21}
\end{equation*}
$$

Thus, we have the following corollary.
Corollary 3.1. For any solution $y$ to (11), there is a solution $x$ to (10) such that

$$
\begin{align*}
\frac{1}{\kappa} \frac{\left\|A A^{\dagger}(e-E y)-\left(E A^{\dagger}\right)^{*} r^{\prime}\right\|}{\left\|A A^{\dagger} b\right\|} & \leq \frac{\|y-x\|}{\left\|A^{\dagger} b\right\|} \leq \frac{\|y-x\|}{d(x, N(A))} \\
& \leq \kappa \frac{\|e\|+\|E\|\|y\|+\left\|E A^{\dagger}\right\|\left\|r^{\prime}\right\|}{\left\|A A^{\dagger} b\right\|} \tag{22}
\end{align*}
$$

Finally it is noted that Theorem 2.1 is still true for bounded linear operators with closed range between general Banach spaces such that the generalized inverse is well-defined and Theorem 3.1 can be easily extended to the case of general Hilbert spaces.
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