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1. Introduction. The students in my Mathematical Statistics course came across the
following double integrals, and were unable to evaluate them using techniques that they

had learned in calculus courses. The two integrals were
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where § > 0. The computer algebra systems Derive and Mathematica were unable to
evaluate the integrals. However, using results from Probability Theory the two integrals

can be evaluated. We will generalize the two double integrals and instead consider the two
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multiple integrals

and
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where 6 > 0 and n is an integer greater than or equal to 2.

The key probability result needed to evaluate the integrals is the following.

Let X1,...,X, be n random variables with joint probability density function (pdf)
flxy,...,zy) and Y = g(X3,...,X,). The expected value E(Y) can be obtained in one

of two ways. We could directly calculate
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or we could also find the pdf fy(y) of Y = g(X1,...,X,) and

Bo(X,.. Xa) = B(Y) = [ " by )dy.
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2. Evaluation of f(l) e
Let X1,..., X, be arandom sample of size n from a distribution with pdf f(x) = 6%~}
if 0 < x < 1, and zero otherwise; 6 > 0.
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Define the random variable Y = (Z In Xi>

Since Xi,..., X, is a random sample, the joint pdf of X7,..., X, is

and
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If the random variable X has pdf f(z) = 02°~! when 0 < 2 < 1, and zero otherwise,
where 8 > 0, then the random variable W = —1In X has an exponential distribution with

mean 1/, since the pdf of W, fy (w) is given by

w| _ o(efw)071| _ 67w| _ 967971;
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for w > 0.

Since X;, ¢ = 1,...,n is a random sample W; = —In X; are independent. Also, since

n
Wi, i=1,...,n are independent exponential random variables with mean 1/6, Z W, has a
i=1

n
gamma distribution with parameters 1/6 and n. Thus, the random variable U = — Z In X;
i=1

has pdf
fulu) = % u >0, and zero otherwise,
and
E(Y)=E(-1/U) = /000 —%%du
Thus,
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3. Evaluation of [~ --- [; [(1n—[k(13r)zlg~~t1+)gln)} dxy -+ -dxy,.
Let Xi,...,X, be a random sample of size n from a distribution with pdf f(z) =
O(1 + )~ @+ if £ > 0, and zero otherwise, where 6 > 0.

Define the random variable
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Since Xi,...,X, is a random sample, the joint pdf of X7,..., X, is
f@r,omn) = [ fl@) = 0" +20) - (14 2,))7 D, 2> 0

and
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If the random variable X has pdf f(z) = 6(14+z)~ 1) when x > 0, and zero otherwise,
where 6 > 0, then the random variable W = In(1+ X) has an exponential distribution with
mean 1/, since the pdf of W, fy (w) is given by

fw(w) = f(e¥ — 1)‘—(61” - 1)‘ =0TV || = g% for w > 0.
As before

U=> In(l+X)
i=1
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has a gamma distribution with parameters 1/6 and n, and
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Thus,
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These integrals were encountered in the derivation of unbiased estimates for the pa-
rameter 6 of the two pfds considered. The probability results used can be found in any
standard text on Mathematical Statistics [1]. It would be of interest to know whether these

integrals can be evaluated without using results from Probability Theory.
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