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## Introduction

The system $A$, in which a binary relation ( $x y$ ) (or $\rho$ ) satisfying $P(\equiv(P 1, P 2, P 3))$ is defined, is called a partially ordered set and is written by $A[\rho, P]$. And the system $A$, in which a ternary relation ( $x y z$ ) (or $\tau$ ) satisfying $Q \equiv\left(Q_{1} Q_{2} \ldots \ldots\right)$ is defined in $A$, is written by $A[\tau, Q]$. There is a problem concerning that $A[\rho, P]$ may be characterized by $A[\tau, Q]$, that is, the condition for $Q$ in order that a binary relation $\rho$ may be characterized by a ternary relation $\tau$.

In this paper we shall investigate the case where the ternary relation $\tau$ becomes a betweenness. So our problem is to consider about the condition for $Q$, in order that a binary relation $\rho$ (or order) satisfying $P$ in $A$ may be introduced from a subset $R[A, Q]$ satisfying $Q$ in triple product space $A \times A \times A$, such that

$$
\{x y z\} \in R[A, Q] \rightleftarrows x \rho y \rho z \text { or } z \rho y \rho x .
$$

In other words, we purpose to investigate a complete system of axioms which characterizes "betweenness" in a partially ordered set $A$. G. Birkhoff ${ }^{1}$, E. Pitcher and M.F. Smiley ${ }^{2}$ ) have discussed about the necessary conditions for betweenness.

In chapter I, we consider about the closed betweenness ${ }^{3}$ ) of a partially ordered set $A$. In §1, we have necessary conditions B1, B2, B3, B4, B5, B 6 and B 7 , where $\mathrm{B} 3 \equiv(1), \mathrm{B} 4 \equiv(2), \mathrm{B} 5 \equiv(4)$ in the necessary conditions (1), (2), (3), (4) and (5) proposed by G. Birkhoff, and in $\S 2$ we inquire into the independency of them. And in $\S 3,4,5,6,7$ and 8 , by considering the decomposition of the set $A$, by means of a collection of subsets of $A$ : $S$ and by the distance introduced from $S$, we discuss their sufficiency for closed betweenness of set $A$ and investigate the uniqueness concerning their ordering.

[^0]In $\S 9$ other complete systems of conditions for betweenness of set $A$ are discussed and we deal with the betweenness on some set in stead of the betweenness on given set $A$. Further, in $\S 10$, we treat the relation of G. Birkhoff's conditions and conditions B1, B2, B3, B4, B5, B6 and B7.

In chapter II, we treat the closed betweenness of the following five special partially ordered sets: [1] the case having radius $r^{1)}$ [2] the case where $A[\rho]$ has one element $a_{0}$ such that $a_{0} \rho x$ or $x \rho a_{0}$ for all $x \in A$ [3] the case having one extreme element [4] the case where $A[\rho]$ has two extreme elements 0 and 1 ; [5] the case where $A[\rho]$ satisfies the condition: x $\rho y$ or $y \rho x$ for all $x$ and $y$, i.e. simply ordered set.

In chapter III we deal with the open-betweenness by reducing it to closed-betweenness, and in chapter IV the betweenness for Quasi-partially ordered set is investigated from the view of factorization.

Before we proceed with the discussion, we write the notations which are use in this paper.
$A \quad: \quad$ a set of elements.
$a, b, c$ etc. : distinct elements of $A$.
$x, y, z$ etc.: elements which may be equal.
$\{x y z\} \quad:$ an element of triple product space $A \times A \times A$.
$R \quad:$ a set of $\{x y z\}$.
$R[\mathfrak{B}] \quad: \quad R$ which satisfies a system $\mathfrak{B}$ of conditions.
$|x y z|:$ an element of $R[\mathfrak{B}]$.
$\|x, y, z\|$ : an element $|x y z|$ or $|y z x|$ or $|z x y|$.
(xyz) : betweenness in a partially ordered set.
$((x y z)) \quad: \quad$ an element $(x y z)$ or $(y z x)$ or $(z x y)$.
$\left|x_{1} \cdots \cdots x_{2}\right|:$ all elements $\left|x_{i} x_{j} x_{k}\right| \quad(\mid 1 \leqq i \leqq j \leqq k \leqq l)$.
$\overline{a b} \quad: \quad$ a distance for $a$ and $b$ (defined in $\S 5$ ).
inner point of
path of $a$ and $b$ element $a^{i}(i=1,2, \ldots, l)$ in a path $a, a^{1}, \ldots, a^{2}, b$.
$|a b c|,((a b c))$ etc.: $\{a b c\} \in R,((a b c)) \in R$ etc.
$\left|A^{i} A^{j} A^{k}\right|:$ There exists at least a set of elements $a^{i} \in A^{i}, a^{j} \in A^{j}$ $a^{k} \in A^{k}$ such that $\left\{a^{i} a^{j} a^{k}\right\} \in R$.
$C$ ® $D$ : one and only one of $C$ and $D$.
$C \longrightarrow D \quad:$ if condition $C$ is satisfied, then condition $D$ is satisfied; or if $C \in R$, then $D \in R$.

1) Cf. Chap. II, p. 212.
$C \Longrightarrow D$ : since condition $C$ is satisfied, so condition $D$ is satisfied; or since $C \in R$, so $D \in R$.
$C \xrightarrow{(1)} D$ : since condition $C$ is satisfied, so by (1) condition $D$ is satisfied.
$C \cdot D \quad: \quad C$ and $D$.
$C$ and $D \rightarrow E$ and $F$ : the whole of $E$ and $F$ follows from the whole of $C$ and $D$.
proposition ( $\pm$ dual): the proposition, which is obtained by exchanging ${ }^{+} A^{s}$ and $-A^{s}$ in this proposition, is also satisfied.
partially ordered set: a system $A$ in which a binary relation $x \geq y$ is defined, which satisfies
P1: For all $x, x \geq x$.
P2: If $x \geq y$ and $y \geq x$, then $x=y$.
P3: If $x \geq y$ and $y \geq z$, then $x \geq z$.
We shall here prove that the above conditions P1, P2 and P3 may be written in the following form:

P*1: $x=x$
P* 2: $x>y$ and $y>x$ are not compatible.
P* 3: If $x>y$ and $y>z$, then $x>z$.
In a system $A[\rho]$ which satisfies P1, P2 and P3, we write $x>y$ when and only when $x \geq y$ and $x \neq y$. Then in $A[\rho]$ a relation $>$ is defined. This relation $x>y$ satisfies the following conditions.

P*2: $x>y$ and $y>x$ are not compatible.
$\mathrm{P} * 3$ : If $x>y$ and $y>z$, then $x>z$.
Proof of $\mathrm{P} * 2$ : If $x>y$ and $y>x$, then by the above definition $x \geq y$ and $y \geq x$, hence by P2 $x=y$. And this contradicts the definition $x>y$. Therefore $x>y$ and $y>x$ are not compatible.
Proof of $\mathrm{P} * 3$ : Suppose $x>y$ and $y>z$.

$$
\begin{equation*}
x>y \text { and } y>z \xrightarrow{\text { dof. }} x \geq y \text { and } y \geq z \xrightarrow{\mathrm{P}_{3}} x \geq z \tag{i}
\end{equation*}
$$

And if $x=z$ :

$$
\begin{equation*}
x>y \text { and } y>z \Longrightarrow x>y \text { and } y>x . \tag{ii}
\end{equation*}
$$

This contradicts $\mathrm{P}^{*} 2$, hence $x \neq z$.
Therefore, by (i) and (ii), we have $x>z$.
In a system $A\left[\rho^{*}\right]$ which satisfies $\mathrm{P}^{*} 1, \mathrm{P} * 2$ and $\mathrm{P} * 3$, we define $x \geq y$ when and only when two elements $x$ and $y$ satisfy $x>y$ or $x=y$.

Then, this relation $x \geq y$ satisfies P1, P2 and P3.
Proof of P1: By $\mathrm{P}^{*} 1, x=x \Rightarrow x \geq x$.
Proof of P2: Suppose $x \geq y$ and $y \geq x$.
Case 1. $x=y$ : Clearly P2 is satisfied.
Case 2. $x \neq y$ : $x \geq y \quad x \neq y \Rightarrow x>y ; y \geq x x \neq y \Rightarrow y>x$.
And, by $\mathrm{P}^{*} 2 x>y$ and $y>x$ are not compatible, so this case may not occur.

Therefore, P2 is satisfied.
Proof of P3: Suppose $x \geq y$ and $y \geq z$.
Case 1. $x=y: y \geq z \Rightarrow x \geq z$.
Hence P3 is satisfied in this case.
Case 2. $x \neq y \cdot y=z: x \geq y \cdot y=z \Rightarrow x \geq z$
Hence P3 is satisfied in this case.
Case 3. $x \neq y \cdot y \neq z: \quad x \geq y \cdot x \neq y \Rightarrow x>y ; y \geq z \cdot y \neq z \Rightarrow y>z$

$$
x>y \cdot y>z \xrightarrow{\text { P*3 }} x>z \rightarrow x \geq z
$$

Hence P3 is satisfied in this case.
Therefore, in all cases P3 is satisfied.
According to the above facts, we may use a set of conditions $\mathrm{P} * 1$, $\mathrm{P} * 2$ and $\mathrm{P} * 3$ instead of a set of conditions P1, P2 and P3.

## Chapter I

On betweenness in a partially ordered set

## § 1. Necessary conditions for betweenness.

In a partially ordered set $A$, if either $x \geqq y \geqq z$ or $x \leqq y \leqq z$ for $x, y$ and $z, y$ is said to be between $x$ and $z$ and this relation "betweenness" ${ }^{11}$ is represented by $(x y z)$. In this section, we shall investigate the necessary conditions for betweenness of a partially ordered set $A$.

Theorem 1. Following seven conditions must be satisfied for betweenness of set $A^{2}$.

B1. (aaa) for all a.
B2. (abx) implies (aab).
B3. (axb) implies ( $b x a$ ).
B4. (axb) and (abx) imply $x=b$.
B5. ( $a x b$ ), ( $x b y$ ) and $x \neq b$ imply (aby).

[^1]B6. $\left(a_{1} a_{2} a_{2}\right),\left(a_{2} a_{3} a_{3}\right) \ldots \ldots$, and $\left(a_{2 n+1} a_{1} a_{1}\right)$ imply $\left(a_{i} a_{i+1} a_{i+2}\right)$, for at least one $i(1 \leqq i \leqq 2 n+1), n=1,2, \ldots$ and being $a_{2 n+1+i}=a_{l}, a_{i} \neq a_{i+1}(i=$ $1,2, \ldots, 2 n+1)$.
B7. (abc) and (bdd) imply (abd) © (dbc) ${ }^{11}$.
Proof.
Proof of B1: By P1, $a \geqq a$ for all $a(a \in A) \Rightarrow a \geqq a \geqq a \Rightarrow(a a a)$.
Therefore (aaa) for all $a$.
Proof of B2: $(a b x) \xrightarrow{\text { def. }} a>b \geq x$ or $a<b \leqq x$.
By P1 $a \geqq a \Rightarrow a \geqq a>b$ or $a \leqq a<b \Rightarrow(a a b)$.
Therefore ( $a b x$ ) implies ( $a a b$ ).
B3 is clear by the definition of ( $a x b$ ).
Proof of B4: In a partially ordered set, the following conditions are clearly satisfied.

P**2 $\quad x \geq y$ and $y>x$ are not compatible.
$\mathrm{P}^{* *} 3 \quad$ If $x \geq y$ and $y>z$, then $x>z$.
$\mathrm{P}^{* * * 3}$ If $x>y$ and $y \geq z$, then $x>z$.
If ( $a x b$ ) and ( $a b x$ ), then only one case among the following four may occur.
(1) $a \leqq x \leqq b$ and $a<b \leqq x$; (2) $a \leqq x \leqq b$ and $a>b \geqq x$
(3) $a \geq x \geq b$ and $a<b \leq x$; (4) $a \geq x \geq b$ and $a>b \geq x$.

By means of $\mathrm{P}^{* *}$ 2 and P3, the cases (2) and (3) may not occur, and we can easily see $x=b$ for the cases (1) and (4), so we have (axb) and (abx) imply $x=b$.

Proof of B5: If (axb), ( $x b y$ ) and $x \neq b$, then only one case among the following four may occur.
(1) $a \leq x<b$ and $x<b \leq y$; (2) $a \leq x<b$ and $x>b \geq y$
(3) $a \geqq x>b$ and $x<b \leqq y$; (4) $a \geqq x>b$ and $x>b \geqq y$

By means of $\mathrm{P}^{*}$, the cases (2) and (3) may not occur. In the case (1), by $\mathrm{P}^{* * * 3}$ we have $a<b \leqq y . a<b \leqq y \Rightarrow a \leqq b \leqq y \Rightarrow(a b y)$ and in the case (4), by $\mathrm{P}^{* * 3}$ we have $a>b \geq y . a>b \geq y \Rightarrow a \geq b \geq y \Rightarrow(a b y)$.

Therefore (axb), ( $x b y$ ) and $x \neq b$ imply (aby).
Proof of B 6 : Since the number of betweenness in assumption of B 6 is odd, it is, impossible that the direction of the order for $x_{j}$ and $x_{j+1}$ is different from the direction of the order for $x_{j+1}$ and $x_{j+2}$ for all $j(j=1,2, \cdots 2 n+1)$.

For, let us assume that the direction of the order for $x_{j}$ and $x_{j+1}$ is

[^2]"different from the direction of the order for $x_{j+1}$ and $x_{j+2}$ for all $j(j=1,2, \ldots$ $2 n+1$ ). Then, since in the sequence of betweenness
$$
\left(a_{1} a_{2} a_{2}\right)\left(a_{2} a_{3} a_{3}\right) \ldots \ldots\left(a_{2 n+1} a_{1} a_{1}\right)\left(a_{1} a_{2} a_{2}\right)
$$
the number of betweenness from the first $\left(a_{1} a_{2} a_{2}\right)$ to ( $a_{2 n+1} a_{1} a_{1}$ ) is odd, the direction of the order for $a_{1}$ and $a_{2}$ is the same as the direction of the order for $a_{2 n+1}$ and $a_{1}$. On the other hand, since ( $a_{2 n+1} a_{1} a_{2}$ ) is adjacent to ( $a_{1} a_{2} a_{2}$ ), so we have by the assumption that the direction of the order for $a_{2 n+1}$ and $a_{1}$ is different from the direction of the order for $a_{1}$ and $a_{2}$. These two facts contradict $\mathrm{P} * 2$.

Therefore, for at least one $i$, the direction of the order for $a_{i}$ and $a_{i+1}$ is the same as that of the order for $a_{i+1}$ and $a_{i+2}$. Hence, $\left(a_{i} a_{i+1} a_{i+2}\right)$ for at least one $i$.

Proof of B7: If ( $a b c$ ) and ( $b d d$ ), then only one case among the following four may occur.
(1) $a<b<c$ and $b<d$; (2) $a<b<c$ and $b>d$
(3) $a>b>c$ and $b<d$; (4) $a>b>c$ and $b>d$

In the case (1), we have $a<b<d$, so (abd). In the case (2), we have $d<b<c$, so ( $d b c$ ). In the cases (3) and (4), by conversing the order in the proof of the cases (2) and (1), we have ( $d b c$ ) and (abd) respectively. And we easily see that one and only one of ( $a b d$ ) and ( $d b c$ ) occurs.

Therefore, ( $a b c$ ) and ( $b d d$ ) imply ( $a b d$ ) ©0 ( $(d b c$ ).

## §2. Independency of conditions.

Now, we consider a set $A$ and $R$ which is some collection of elements of triple product space $A \times A \times A$. And in this section, we shall investigate the independency of the conditions BI-B7 in the following system $\mathfrak{B}$ :

```
            B1. \(|a a a|\) for all \(a(a \in A)\).
            B2. \(|a b x| \rightarrow|a a b|\).
            B3. \(|a x b| \rightarrow|b x a|\)
            B4. \(|a x b||a b x| \rightarrow x=b\).
            B5. \(|a x b||x b y| x \neq b \rightarrow|a b y|\).
            B6. \(\left|a_{1} a_{2} a_{2}\right|\left|a_{2} a_{3} a_{3}\right| \ldots \ldots . .\left|a_{2 n+1} a_{1} a_{1}\right| \rightarrow\left|a_{i} a_{i+1} a_{i+2}\right|\).
        for at least one \(i(1 \leqq i \leqq 2 n+1), n=1,2, \ldots, a_{2 n+1+l}=a_{l}\),
        and \(a_{i} \neq a_{i+1}(i=1,2, \ldots, 2 n+1)\).
B7. \(|a b c| \cdot|b d d| \rightarrow|a b d| @|d b c|\).
```

$$
\begin{aligned}
& \text { where }|x y z| \text { means }\{x y z\} \in R \text {, and }|x y z| \rightarrow\left|x^{\prime} y^{\prime} z^{\prime}\right| \text { means } \\
& \text { that }\{x y z\} \in R \rightarrow\left\{x^{\prime} y^{\prime} z^{\prime}\right\} \in R^{1)} \text {. }
\end{aligned}
$$

We shall have the following result:
Theorem 2. The seven conditions in the system $\mathfrak{B}$ are independent of each other.

Proof. We shall prove this theorem by the seven examples of $R$, each of which satisfies six of the seven conditions B1-B7, except one.

| Example | set $A$ | system $R$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 1. | $a, b$ | $\{a a b\}\{a b b\}\{b a a\}\{b b a\}$ | only B1 is not satisfied. |  |
| 2. | $a, b$ | $\{a a b\}\{b a a\}\{a a a\}\{b b b\}$ | only B2 , |  |
| 3. | $a, b$ | $\{a a b\}\{a a a\}\{b b b\}$ | only B3 |  |
| 4. | $a, b$ | $\{a b a\}\{a a b\}\{a b b\}\{b a a\}\{b b a\}\{a a a\}\{b b b\}$ | only B4 |  |
| 5. | $a, b, c$ | $\{a b c\}\{c b a\}\{a, b\}\{a b b\}\{b a a\}\{b b a\}\{b c c\}\{b b c\}$ | only B5 |  |
|  |  | $\{c b b\}\{c c b\}\{a a a\}\{b b b\}\{c c c\}$ |  |  |
| 6. | $a, b, c$ | $\{a a b\}\{a b b\}\{b a a\}\{b b a\}\{b b c\}\{b c c\}\{c b b\}\{c c b\}$ | only B6 | " |
|  |  | $\{a a c\}\{a c c\}\{c a a\}\{c c a\}\{a, a\}\{b b b\}\{c c c\}$ |  |  |
| 7. | $a, b$ | $\{a b c\}\{c b a\}\{a a b\}\{a b b\}\{b a a\}\{b b a\}\{b b c\}\{b c c\}$ | only B7 | " |
|  | c, d | $\{c b b\}\{c c b\}\{a a c\}\{a c c\}\{c a a\}\{c c a\}\{b b d\}\{b d d\}$ |  |  |
|  |  | $\{d b b\}\{d d b\}\{a a a\}\{b b b\}\{c c c\}\{d d d\}$ |  |  |

## Remark :

Moreover, the condition B6: $\left(a_{1} a_{2} a_{2}\right)\left(a_{2} a_{3} a_{3}\right) \ldots \ldots\left(a_{2 n+1} a_{1} a_{1}\right) \rightarrow\left(a_{i} a_{i+1} a_{i+2}\right)$ is independent as for index $n$.

Proof. Now we decompose the condition B 6 in the following two parts. $\mathrm{B} 6_{n_{1}} ;\left(a_{1} a_{2} a_{2}\right) \ldots . .\left(a_{2 n_{1}+1} a_{1} a_{1}\right) \rightarrow\left(a_{i_{1}} a_{i_{1}+1} a_{i_{1}+2}\right)\left(n_{1} ;\right.$ fixed) $\left(1 \leqq i_{1} \leqq 2 n_{1}+1\right)$ $B 6_{n_{2}} ;\left(a_{1}^{\prime} a_{2}{ }^{\prime} a_{2}{ }^{\prime}\right) \ldots\left(a_{2 n_{2}+1}^{\prime} a_{1}^{\prime} a_{1}^{\prime}\right) \rightarrow\left(a_{i_{2}}^{\prime} a_{i_{2}+1}^{\prime} a_{i_{2}+2}^{\prime}\right)\left(n_{2} ;\right.$ variated $)\left(1 \leqq i_{2} \leqq 2 n_{2}+1\right)$

$$
\binom{n_{2} \neq n_{1}}{n_{2}=1,2, \ldots n_{1}-1, n_{1}+1, \ldots}
$$

And we consider the following system as $R$ :
Example 8.
$\left\{a_{1} a_{1} a_{2}\right\}\left\{a_{1} a_{2} a_{2}\right\}\left\{a_{2} a_{1} a_{1}\right\}\left\{a_{2} a_{2} a_{1}\right\},\left\{a_{2} a_{2} a_{3}\right\}\left\{a_{2} a_{3} a_{3}\right\}\left\{a_{3} a_{2} a_{2}\right\}\left\{a_{3} a_{3} a_{2}\right\}, \ldots$
$\ldots \ldots\left\{a_{2 n_{1}+1} a_{2 n_{1}+1} a_{1}\right\}\left\{a_{2 n_{1}+1} a_{1} a_{1}\right\}\left\{a_{1} a_{2 n_{1}+1} a_{2 n_{1}+1}\right\}\left\{a_{1} a_{1} a_{2 n_{1}+1}\right\},\left\{a_{1} a_{1} a_{1}\right\}\left\{a_{2} a_{2} a_{2}\right\} \ldots$
$\ldots \ldots .\left\{a_{2 n_{1}+1} a_{2 n_{1}+1} a_{2 n_{1}+1}\right\}$.
Then this system $R$ satisfies the conditions $\mathrm{B} 1, \mathrm{~B} 2, \mathrm{~B} 3, \mathrm{~B} 4, \mathrm{~B} 5, \mathrm{~B} 6 n_{2}$ and

[^3]B7, but does not satisfy condition $\mathrm{B} 6 n_{1}$. Therefore, the condition $\mathrm{B} 6 n_{1}$ is independent of the other conditions B1, B2, B3, B4, B5, B6n $n_{2}$ and B7. So we have the assertion.

Furthermore, we see that this set of conditions B1, B2, B3, B4, B5, B6 and B7 does not decompose in two subsets.

For ; there exists the following example which satisfies all conditions simultaneously and in which all assumptions in B1, B2, B3, B4, B5, B6 and B7 occur really ${ }^{1)}$.

## Example 9.

$$
\begin{aligned}
& \left|a_{1} a_{2}^{1} a_{2}^{1}\right|\left|a_{2}^{1} a_{3}^{1} a_{3}^{1}\right|\left|a_{3}^{1} a_{1} a_{1}\right|,\left|a_{1} a_{2}^{1} a_{3}^{1}\right|, \\
& \left|a_{1} a_{1} a_{2}^{1}\right|\left|a_{2}^{1} a_{2}^{1} a_{1}\right|\left|a_{2}^{1} a_{1} a_{1}\right|,\left|a_{2}^{1} a_{2}^{1} a_{3}^{1}\right|\left|a_{3}^{1} a_{3}^{1} a_{2}^{1}\right|\left|a_{3}^{1} a_{2}^{1} a_{2}^{1}\right|,\left|a_{3}^{1} a_{3}^{1} a_{1}\right|\left|a_{1} a_{1} a_{3}^{1}\right| \\
& \left|a_{1} a_{3}^{1} a_{3}^{1}\right|,\left|a_{3}^{1} a_{2}^{1} a_{1}\right| \\
& \left|a_{1} a_{1} a_{1}\right|\left|a_{2}^{1} a_{2}^{1} a_{2}^{1}\right|\left|a_{3}^{1} a_{3}^{1} a_{3}^{1}\right|, \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& \left|a_{1} a_{2}^{n} a_{2}^{n}\right|\left|a_{2}^{n} a_{3}^{n} a_{3}^{n}\right| \ldots \ldots\left|a_{2^{n+1}}^{n} a_{1} a_{1}\right|,\left|a_{1} a_{2}^{n} a_{3}^{n}\right| \\
& \left|a_{1} a_{1} a_{2}^{n}\right|\left|a_{2}^{n} a_{2}^{n} a_{1}\right|\left|a_{2}^{n} a_{1} a_{1}\right|,\left|a_{2}^{n} a_{2}^{n} a_{3}^{n}\right|\left|a_{3}^{n} a_{3}^{n} a_{2}^{n}\right|\left|a_{3}^{n} a_{2}^{n} a_{2}^{n}\right|, \ldots \ldots \\
& \left|a_{2 n+1}^{n} a_{2 n+1}^{n} a_{1}\right|\left|a_{1} a_{1} a_{2 n+1}^{n}\right|\left|a_{1} a_{2 n+1}^{n} a_{2 n+1}^{n}\right|,\left|a_{3}^{n} a_{2}^{n} a_{1}^{n}\right|, \\
& \left|a_{2}^{n} a_{2}^{n} a_{2}^{n}\right|\left|a_{3}^{n} a_{3}^{n} a_{3}^{n}\right| \ldots \ldots\left|a_{2^{n+1}}^{n} a_{2 n+1}^{n} a_{2 n+1}^{n}\right|, \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& \left|a_{2}^{1} a_{4}^{1} a_{1}^{1}\right|\left|a_{2}^{1} a_{2}^{1} a_{1}^{1}\right|\left|a_{4}^{1} a_{4}^{1} a_{2}^{1}\right|\left|a_{4}^{1} a_{2}^{1} a_{2}^{1}\right|,\left|a_{1} a_{2}^{1} a_{4}^{1}\right|\left|a_{4}^{1} a_{2}^{1} a_{1}\right|, \\
& \left|a_{1} a_{4}^{1} a_{4}^{1}\right|\left|a_{1} a_{1} a_{4}^{1}\right|\left|a_{4}^{1} a_{4}^{1} a_{1}\right|\left|a_{4}^{1} a_{1} a_{1}\right|,\left|a_{4}^{1} a_{4}^{1} a_{4}^{1}\right| .
\end{aligned}
$$

## § 3. Properties of $\boldsymbol{R}(\mathfrak{B})$.

In the following sections, we shall make it clear that the seven conditions, which are given in the previous section, are sufficient for betweenness of set $A$.

When $R$, which is some collection of elements of triple product space $A \times A \times A$, satisfies the system $\mathfrak{B}, R$ is said to be "closed" as for the system $\mathfrak{B}$ and represented by $R=R(\mathfrak{B})$. In this section, we shall investigate the properties of $R(\mathfrak{B})$.

Lemma 3.1. $|a y a| \rightarrow y=a$.
Proof. $\quad|a y a| \xrightarrow{\mathrm{B} 2}|a a y| ;|a y a||a a y| \xrightarrow{\mathrm{B} 4} y=a$.
Therefore, $|a y a| \rightarrow y=a$.

[^4]Lemma 3. 2. $\|x, y, z\| \rightarrow|x y y|$.
Proof. In the case where $x=y$, this Lemma is clear from B1 and Lemma 3.1, so we prove the case where $x \neq y .\|x, y, z\| \rightarrow|x y z|$ or $|y z x|$ or $|z x y|$. $|x y z| \xrightarrow{\mathrm{B} 2}|x x y| \xrightarrow{\mathrm{B} 3}|y x x| \xrightarrow{\mathrm{B} 2}|y y x| \xrightarrow{\mathrm{B} 3}|x y y|$.
For $x=z,|y z x| \longrightarrow|y y x| \xrightarrow{\mathrm{B} 2}|y y x| \xrightarrow{\mathrm{B} 3}|x y y|$, and for $x \neq z$ $|y z x| \xrightarrow{\mathrm{B} 3}|x z y| \xrightarrow{\mathrm{B} 2}|x x z| \xrightarrow{\mathrm{B}^{3}}|z x x| ;|y z x||z x x| \xrightarrow{\mathrm{B} 5}|y x x| \xrightarrow{\mathrm{B}^{2}}|y y x| \xrightarrow{\mathrm{B} 3}|x y y|$. $|z x y| \xrightarrow{\mathrm{B}^{3}}|y x z| \xrightarrow{\mathrm{B} 2}|y y x| \xrightarrow{\mathrm{B} 3}|x y y|$.
Therefore, $\|x, y, z\| \rightarrow|x y y|$.
From Lemma 3.1 and 3.2, we have:
Lemma 3. 3. $\|x, y, y\| \equiv|x y y| . ~\|x, y, z\| \rightarrow\|x, y, y\|$.
Lemma 3.4. $|a b c| \cdot|b c d| \rightarrow|a b d|$.
Proof. $\quad|a b c| \xrightarrow{\text { R3 }}|c b a| ;|b c d| \xrightarrow{\text { ® }_{3}}|d c b|$.

$$
|d c b| \cdot|c b a| \xrightarrow{\mathrm{B} 5}|d b a| \xrightarrow{\mathrm{R}_{3}}|a b d| .
$$

Therefore, $|a b c|$ and $|b c d| \rightarrow|a b d|$.
Lemma 3. 5. $|a b c| \cdot|b c d| \rightarrow|a b c d|$.
Proof. $\quad|a b c| \cdot|b c d| \xrightarrow{\text { B5 }}|a c d| ;|a b c| \cdot|b c d| \xrightarrow{\text { lemma } 3.4}|a b d|$.
Furthermore, $|a b c|$ and $|b c d| \in R[\mathfrak{B}]$ by the assumption of this lemma.
Therefore, by the definition of $|x y z u|$, we haye $|a b c d|$.
Lemma 3. 6. $|a b c| \cdot|a c d| \rightarrow|b c d|$.
Proof. $\quad|a b c| \xrightarrow{\text { lemma } 3.2}|c b b|$.

$$
|a c d| \cdot|c b b| \xlongequal{\mathrm{B} 7}|b c d| \text { ®r }|a c b| .
$$

If $|a c b|$, then $|a b c| \cdot|a c b| \xrightarrow{\text { R4 }} b=c$. This contradicts the assumption:
$b \neq c$. Hence, $|a c b|$ may not occur, and so $|b c d|$.
Therefore, $|a b c| \cdot|a c d| \rightarrow|b c d|$.
Note: This lemma follows from the conditions B2, B3, B4 and B7.
Lemma 3. 7. $|a b c| \cdot|a c d| \rightarrow|a b c d|$.
Proof. $|a b c| \cdot|a c d| \xrightarrow{\text { lemma } 3.6}|b c d| ;|a b c| \cdot|b c d| \xrightarrow{\text { lemma 3.4 }}|a b d|$.
Furthermore, $|a b c|$ and $|a c d| \in R[\mathfrak{B}]$ by the assumption of this lemma.
Therefore, by the definition of $|x y z u|$, we have $|a b c d|$.
Lemma 3. 8. $|a b d| \cdot|b c d| \rightarrow|a b c|$.
Proof. $\quad|a b d| \xrightarrow{\mathrm{R} 3}|d b a| ;|b c d| \xrightarrow{\mathrm{B} 3}|d c b|$.

$$
|d c b| \cdot|d b a| \xrightarrow{\text { lemma 3.6 }}|c b a| \xrightarrow{\mathrm{Rs} 3}|a b c| .
$$

Therefore, $|a b d| \cdot|b c d| \rightarrow|a b c|$.
Lemma 3.9. $|a b d| \cdot|b c d| \rightarrow|a b c d|$.
Proof. $\quad|a b d| \cdot|b c d| \xrightarrow{\text { lemman } 3.8}|a b c| ;|a b c| \cdot|b c d| \xrightarrow{\text { B5 }}|a c d|$.
Furthermore, $|a b d|$ and $|b c d| \in R[\mathfrak{B}]$ the assumption of this lemma.
Therefore, by the definition of $|x y z u|$, we have $|a b c d|$.

Lemma 3. 10. $\left|x_{1} a x_{2}\right| \cdot\left|x_{2} a x_{3}\right| \cdot \cdots \cdots \cdot\left|x_{2 n+1} a x_{1}\right| \rightarrow x_{i}=a$. (for all $n=1,2, \ldots$, and at least one $i(1 \leq i \leqq 2 n+1)$ ).
Proof. If $\left|x_{1} a x_{2}\right| \cdot\left|x_{2} a x_{3}\right| \cdot \cdots \cdots \cdot\left|x_{2 n+1} a x_{1}\right|$, then by lemma 3.2 we have $\left|x_{1} x_{2} x_{2}\right|,\left|x_{2} x_{3} x_{3}\right|, \cdots \cdots,\left|x_{2 n+1} x_{1} x_{1}\right|$.
$\left|x_{1} x_{2} x_{2}\right| \cdot\left|x_{2} x_{3} x_{3}\right| \cdot \cdots \cdots \cdot\left|x_{2 n+1} x_{1} x_{1}\right| \xrightarrow{\mathrm{BR}}\left|x_{i-1} x_{i} x_{i+1}\right|$ for at least one $i$ :
$\left|x_{i-1} x_{i} x_{i+1}\right| \cdot\left|x_{i} a x_{i+1}\right| \xlongequal{\text { lemma }{ }^{3.8}}\left|x_{i-1} x_{i} a\right|$.
$\left|x_{i-1} x_{i} a\right| \cdot\left|x_{i-1} a x_{i}\right| \xrightarrow{\mathrm{B} 4} x_{i}=a$.
Therefore, $\left|x_{1} a x_{2}\right| \cdot\left|x_{2} a x_{3}\right| \cdot \cdots \cdots \cdot\left|x_{2 n+1} a x_{1}\right| \rightarrow x_{i}=a$ for at least one $i$.
Lemma 3. 11. If $R=R[\mathfrak{B}], A^{\prime} \subset A$ and $R^{\prime}=\left\{\left|a^{\prime} b^{\prime} \boldsymbol{c}^{\prime}\right|\left|a^{\prime} b^{\prime} \boldsymbol{c}^{\prime}\right| \in R[\mathfrak{B}]\right.$ and

$$
\left.a^{\prime}, b^{\prime}, c^{\prime} \in A^{\prime}\right\} \text {, then } R^{\prime}=R^{\prime}[\mathfrak{B}] .
$$

Proof. The elements of $A$, which appear in each conclusion of these conditions B1, B2, B3, B4, B5, B6 and B7, are all contained in the assumption of these conditions.

Hence, if $R^{\prime}$ does not satisfy the conditions B1, B2, B3, B4, B5, B6 and B 7 , then it contradicts $R=R[\mathfrak{B}]$. Therefore, $R^{\prime}$ satisfies the conditions, so $R^{\prime}=R^{\prime}[\mathfrak{B}]$.
$\S$ 4. Decomposition of a set $\boldsymbol{A}$ by a family of subsets and introduction of distance.

In a set $A$, we shall consider a collection $S(\alpha, \beta, \ldots \ldots)(\neq 0)$ of subsets $\alpha, \beta, \ldots$. of $A$. In this section we shall decompose $A$ by means of $S(\alpha, \beta, \ldots \ldots)$ and introduce a distance in $A$.

First, we shall decompose $S^{1)}$.
$\alpha$ and $\beta(\alpha, \beta \in S)$ are said to be connected when for $\alpha$ and $\beta$ there exists a sequence $\alpha_{i}\left(\alpha_{i} \in S, i=1,2, \ldots, l\right.$ and $l$ being finite $)$, such that $\alpha \bigcap \alpha_{1} \neq 0, \alpha_{1} \cap \alpha_{2} \neq 0, \ldots \ldots, \alpha_{\imath} \cap \beta \neq 0$.
And the ordered collection $\alpha, \alpha_{1}, \ldots \ldots, \alpha_{l}, \beta$ is said to be a chain of $\alpha$ and $\beta$. A subset $T$ of $S$ is said to be connected when any two elements of $T$ are connected.

If we write $\alpha \sim \beta$ when $\alpha$ and $\beta$ are connected, then the relation $\alpha \sim \beta$ is clearly an equivalent relation. By means of this relation we decompose $S$ into the sum of connected $S_{\mu}$ :

$$
\begin{equation*}
S=\sum S_{\mu} \tag{4.1}
\end{equation*}
$$

It is clear that each $S_{\mu}$ is a maximal connected subset of $S$.

[^5]We use the following notation:

$$
S^{*} \equiv\{x \mid x \in \alpha, \alpha \in S\}
$$

Lemma 4.1. $S_{\mu}{ }^{*} \cap S_{v}{ }^{*}=0(\mu \neq \nu)$.
Proof. If $S_{\mu}^{*} \cap S_{\nu}{ }^{*} \ni x(\equiv 0)$, then there exists $\alpha$ and $\beta$ such that $x \in \alpha, \alpha \in S_{\mu}, x \in \beta$ and $\beta \in S_{\nu}$. Hence $\alpha \sim \beta$ and so $S_{\mu}=S_{\nu}$, this contradicts $\mu \neq \nu$.

From Lemma 4.1 we have:
Lemma 4.2. The element $\alpha$ of $S$ such that $x \in S_{\mu}{ }^{*}$ and $x \in \alpha$, belongs to $S_{\mu}$. And for $x \in S_{\mu}{ }^{*}$ and $y \in S_{\nu}{ }^{*}(\mu \neq \nu)$, there exists no element $\alpha$ of $S$ such that $x, y \in \alpha(\alpha \in S)$.

Next, we shall decompose $A$ by $S$. Since $S^{*}=\Sigma S^{*}{ }_{\mu}$, if we write $A-S^{*}=A_{0}$, then we have

$$
A=A_{0}+\sum S_{\mu}^{*} .
$$

From Lemma 4.1 the above is a direct sum: $A_{0} \cap S_{\mu}{ }^{*}=0$ and $S_{\mu}{ }^{*} \cap S_{\nu}{ }^{*}=0$.
Definition 1. When for $x$ and $y(x, y \in A)$ there exists $\alpha$ and $\beta$ such that $x \in \alpha ; y \in \beta(\alpha, \beta \in S)$ and $\alpha \sim \beta$ (i.e. $\left.\alpha, \beta \in S_{\mu}\right), x$ and $y$ are said to be connected in $A$ by $S$, and it is denoted by $x \sim y$.

It is clear that the relation $x \sim y$ is an equivalent relation.
Theorem 3. The decomposition of $S^{*}$ by this equivalent relation is just $S^{*}=\sum S_{\mu}{ }^{*}$.

Proof. $1^{\circ}$ : From Lemma 4.1 we have $S_{\mu}{ }^{*} \cap S_{\nu}{ }^{*}=0.2^{\circ}$ : If $x, y \in S_{\mu}{ }^{*}$, then there exists $\alpha$ and $\beta$ such that $x \in \alpha ; y \in \beta\left(\alpha, \beta \in S_{\mu}\right)$, and therefore $\alpha \sim \beta$. Hence from the definition 1, we have $x \sim y .3^{\circ}: x \in S_{\mu}{ }^{*}$ and $y \in S_{\nu}{ }^{*}$ $\mu \neq \nu \Rightarrow x \not x y$. For; if $x \in S_{\mu}{ }^{*}, y \in S_{\nu}{ }^{*}$ and $x \sim y$, then there exist $\alpha$ and $\beta$ such that $x \in \alpha, y \in \beta$ and $\alpha \sim \beta$. But, from $1^{\circ} \alpha$ such that $x \in S_{\mu}^{*}$ and $x \in \alpha$, belong to $S_{\mu}$. So $\alpha \in S_{\mu}, \beta \in S_{\nu}$, and since $\alpha \sim \beta$, we have $S_{\mu}=S_{\nu}$. This contradicts $\mu \neq \nu$. So we have assertion.

If we write $A_{\mu} \equiv S_{\nu}{ }^{*}$, then from the above theorem we have the following relations:

$$
\begin{aligned}
A & =A_{0}+\sum A_{\mu} & & \text { (decomposition by } \dot{x} \sim y), \\
S & =\sum S_{\mu} & & \text { (decomposition by } \alpha \sim \beta), \\
A_{\mu} & =S_{\mu}^{*} & &
\end{aligned}
$$

and
And any element of $A_{0}$ can not be connected to any element in $A$ by $S$.
When, for two elements $x$ and $y$ of $A$, there exists an element $\alpha$ of $S$ which contains $x$ and $y$ simultaneously, we say that the distance of $x$
and $y$ is one, and it is denoted by $\overline{x y}=1(x \neq y)^{11}$.
When $x \sim y$, there exists a sequence of elements $x_{1}, \ldots, x_{m}$ of $A$ such that

$$
\begin{equation*}
\overline{x x_{1}}=1, \overline{x_{1} x_{2}}=1, \ldots \ldots, \overline{x_{m-1} x_{m}}=1, \overline{x_{m} y}=1 . \tag{4.2}
\end{equation*}
$$

For; Since $x \sim y$, then for some $\alpha$ and $\beta(x \in \alpha, y \in \beta)$ there is a chain $\alpha, \alpha_{1}, \ldots \ldots, \alpha_{m-1}, \beta$ such that

$$
\alpha \bigcap \alpha_{1} \neq 0, \quad \alpha_{1} \cap \alpha_{2} \neq 0, \ldots \ldots, \alpha_{m-1} \cap \beta \neq 0 .
$$

So, let $\alpha \bigcap \alpha_{1} \ni x_{1}, \alpha_{1} \cap \alpha_{2} \ni x_{2}, \ldots \ldots, \alpha_{m-1} \cap \beta \ni x_{m}$, then $x, x_{1} \in \alpha$ : $x_{1}, x_{2} \in \alpha_{1} ; \ldots \ldots ; x_{m}, y \in \beta$, hence by the definition we have

$$
\overline{x x_{1}}=1,{\overline{x_{1} x_{2}}}_{2}=1, \ldots \ldots, \overline{x_{m} y}=1 .
$$

For two elements $x$ and $y$ of $A$, a sequence of elements $x, x_{1}, \ldots x_{m}, y$ which satisfies (4.2) is said to be a chain of $x$ and $y$. Generally, for a pair of elements $x$ and $y$ of $A$, there may exist many chains of $x$ and $y$. We select from them a chain $x, x_{1}, \ldots \ldots, x_{l}, y$ whose index $l$ is minimum among them, and any one of these is said to be a path for $x$ and $y$, and $l+1$ is said to be a distance of $x$ and $y, x \neq y$. We can easily see that this denomination "distance" is justified since it satisfies the usual distance axioms.

And, from the minimumity of length of path for $x$ and $y$, we have
Lemma 4. 3. In a path $x y\left(\equiv x, x_{1}, \ldots \ldots x_{i}, y\right)$ a connected part $x_{i}, x_{i+1}$, ......, $x_{i+h}\left(0 \leqq i, i+h \leqq l+1\right.$ being $\left.x_{0}=x, x_{i+1}=y\right)$ is a path for $x_{i}$ and $x_{i+h}$, and $\left\|x_{j} ; x_{j+k} ; z\right\| \notin S\left(0 \leq j \leq l+1 ; 2 \leqq k\right.$ and being $\left.x_{l+2}=x, x_{l+3}=x_{1}\right)$.

Similarly, when $\alpha \sim \beta$, among the chains of $\alpha$ and $\beta$ the one whose index is minimum is said to be a path of $\alpha$ and $\beta$.

From the above discussion, we have the following:
Lemma 4.4. $A$ and $S$ are decomposed in a direct sum:

$$
A=A_{0}+\sum_{\mu} A_{\mu}, \quad S=\sum_{\mu} S_{\mu},
$$

where $A_{\mu}$ and $S_{\mu}$ have the following properties,

1. $A_{\mu}=S_{\mu}{ }^{*}$.
2. For $x$ and $y$ of $A_{\mu}$, there exists a path $x, x_{1}, \ldots, x_{l}, y$.
3. For $\alpha$ and $\beta$ of $S_{\mu}$, there exists a path $\alpha, \alpha_{1}, \ldots, \alpha_{l}, \beta$.
4. For $x \in A_{\mu}$ and $y \in A_{\nu}(\mu \neq \nu)$, there exists no path.
$4^{\prime}$. For $x \in A_{\mu}$ and $y \in A_{\nu}(\mu \neq \nu)$, there exists no element $\alpha$ of $S$ such that $x, y \in \alpha(\alpha \in S)$.
In the above lemma we can replace "path" by "distance".
[^6]
## §5. Decomposion of $\boldsymbol{A}$ by distance.

We take $R[\mathfrak{B}]$ in $\S 3$ as $S(\alpha, \beta, \ldots .$.$) in \S 4$ and we take the subset consisting of elements $x, y, z$ in $A$ which is contained in $\{x y z\}(\in R)$ as subset $\alpha$ in $A$ (in §4). In this section, we shall decompose the connected set $A_{\mu}$ by the distance which we defined in the previous section.

First, we take one element $a_{\omega}(\mu)$ from each $A_{\mu}$ respectively and fix it. And we represent by $A_{\mu}^{s}\left(a_{\omega}(\mu)\right)$ the set of all elements which have the distance $s$ from $a_{\omega}(\mu)$, then the set $A$ is decomposed in the form :

$$
\begin{equation*}
A=\sum_{\mu} A_{\mu}=\sum_{\mu}\left(\sum_{s} A_{\mu}^{s}\left(a_{\omega}(\mu)\right)+a_{\omega}(\mu)\right), \tag{5.1}
\end{equation*}
$$

where $s$ represents the distance of $a_{\omega}(\mu)$ and element of $A_{\mu}^{s} . \quad(s=1,2,3 \ldots$ from the definition of distance.) $A_{0} \equiv 0$ follows from B 1 .

Since $A$ is the direct sum of connected sets such that $A_{\mu}$ and $A_{\nu}$ have no connection to each other as for $R[\mathfrak{B}]$ : that is,

There is no element in $R[\mathfrak{B}]$ which contains both of the two elements $x$ and $y$ such that $x \in A_{\mu}, y \in A_{\nu}(\mu \neq \nu)$.
So, first we deal with the connected set $A_{\mu}$ and next with $A: A=\sum_{\mu} A_{\mu}$ (direct sum).

When $A$ is connected, decomposition (5.1) becomes the form:

$$
A=a_{\omega}+\sum_{s=1} A^{s}\left(a_{\omega}\right)
$$

Furthermore, we shall consider the decomposition of $A^{1}$ and $A^{s}(s \geq 2)$. [1] Decomposition of $A^{1}\left(a_{\omega}\right)$.

We take any element $a_{0}\left(\neq a_{\omega}\right)$ of $A^{1}$ and fix it ${ }^{11}$. We define ${ }^{+} A^{1}$ and ${ }^{-} A^{1}$ as follows:
${ }^{+} A^{1} \equiv\left\{y \mid\left\{a_{0} a_{\omega} y\right\} \in R\right.$ and $\left.y \neq a_{\omega}\right\}$ and $-A^{1} \equiv A^{1}-{ }^{+} A^{1}$,
(if there is no $y$, then ${ }^{+} A^{1} \equiv 0$, that is $A^{1} \equiv{ }^{-} A^{1}$ ). Then

$$
\begin{equation*}
A^{1}={ }^{-} A^{1}+{ }^{+} A^{1} \quad \text { (direct sum) } \tag{5.3}
\end{equation*}
$$

We have the following lemmas concerning $-A^{1}$ and ${ }^{+} A^{1}$.
Lemma 5.1. The decomposition (5.3) is independent of $a_{0}$ disregarding for $\pm$ dual.

Proof. When ${ }^{+} A^{1}\left(a_{0}\right) \equiv 0$, this lemma is clear, so we have only to consider the case where ${ }^{+} A^{1}\left(a_{0}\right) \neq 0$.

Let $a \in{ }^{+} A^{1}\left(a_{0}\right)$ and $b \in{ }^{-} A^{1}\left(a_{0}\right)$, then

$$
\left|a_{0} a_{\omega} a\right| \cdot\left|a_{\omega} b b\right| \xrightarrow{\mathrm{B}^{7} 7}\left|b a_{\omega} a\right| \cong\left|a_{0} a_{\omega} b\right| .
$$

[^7]And by the definition of ${ }^{-} A^{1},\left|a_{0} a_{\omega} b\right|$ may not occur.
Therefore $\left|b a_{\omega} a\right|$ for $a \in^{+} A^{1}\left(a_{0}\right)$ and $b \in{ }^{-} A^{1}\left(a_{0}\right)$.
Then $a \in{ }^{+} A^{1}\left(a_{0}\right)$ and $b \in{ }^{-} A^{1}\left(a_{0}\right) \Rightarrow a \in{ }^{+} A^{1}(b)$.
Hence

$$
{ }^{+} \boldsymbol{A}^{1}\left(a_{0}\right) \subset{ }^{+} \boldsymbol{A}^{1}(b) .
$$

Since we may consider $b$ instead of $a_{0}$ in the above discussion, we have

$$
{ }^{+} A^{1}\left(a_{0}\right)>{ }^{+} A^{1}(b) .
$$

So, we have ${ }^{+} A^{1}\left(a_{0}\right) \equiv{ }^{+} A^{1}(b)$.
And by the similar way, ${ }^{+} A^{1}\left(a_{0}\right) \equiv{ }^{-} \dot{A}^{1}(a)\left(a \in{ }^{+} A^{1}\left(a_{0}\right)\right)$.
Therefore, the decomposition $A^{1}={ }^{-} A^{1}+{ }^{+} A^{1}$ is independent of $a_{0}$ disregarding for dual.

From the above lemma, it follows that:
If $a \in{ }^{+} A^{1}$ and $b \in{ }^{-} A^{1}$, then $\left\{a a_{\omega} b\right\}$ is always contained in $R[\mathfrak{B}]$.
Lemma 5. 2. $b_{1}, b_{2} \in{ }^{-} A^{1}$ or $b_{1}, b_{2} \in^{+} A^{1} \rightarrow\left\{b_{1} \mathfrak{c}_{\omega} b_{2}\right\}$ is not contained in $R[\mathfrak{B}]$.
Proof. Now, let $\left\{b_{1} a_{\omega} b_{2}\right\}$ be contained in $R[\mathfrak{B}]$.
Case 1. $b_{1}, b_{2} \in{ }^{-} A^{1}$ :

$$
\left|b_{1} a_{\omega} b_{2}\right| \cdot b_{1} \in^{-} A^{1} \xrightarrow{\text { lemma } 5.1} b_{2} \in^{+} A^{1} .
$$

This contradicts the assumption $b_{2} \in{ }^{-} A^{1}$.
Therefore $\left\{b_{1} a_{\omega} b_{2}\right\}$ is not contained in $R[\mathfrak{B}]$.
Case 2. $b_{1}, b_{2} \in{ }^{+} A^{1}$ :

$$
\left|b_{1} a_{\omega} b_{2}\right| \cdot\left|a_{\omega} a_{0} a_{0}\right| \xrightarrow{\mathrm{B}^{7} 7}\left|a_{0} a_{\omega} b_{2}\right| @\left|b_{1} a_{\omega} a_{0}\right| \quad\left(a_{0} \neq b_{1}, b_{2}\right)
$$

This is a contradiction, because both $\left|a_{0} a_{\omega} b_{2}\right|$ and $\left|b_{1} a_{\omega} a_{0}\right|$ are contained in $R[\mathfrak{B}]$ by the definition of ${ }^{+} A^{1}$. Therefore $\left\{b_{1} a_{\omega} b_{2}\right\}$ is not contained in $R[\mathfrak{O}]$. And when $a_{0}=b_{1}$ or $b_{2}$, the assertion is evident.

So, we have the lemma 5.2.
Lemma 5. 3. $\left|-a_{1}^{1}-a_{2}^{1}-a_{2}^{1}\right|$ and $-a_{1}^{1},-a_{2}^{1} \in{ }^{-} A^{1} \rightarrow\left|-a_{1}^{1}-a_{2}^{1} a_{\omega}\right|$ (or $\left|-a_{2}^{1}-a_{1}^{1} a_{\omega}\right|$.
Proof. $\quad-a_{1}^{1} \in{ }^{-} A^{1} \rightarrow\left|a_{\omega}{ }^{-} a_{1}^{1}-a_{1}^{1}\right| . ;-a_{2}^{1} \in{ }^{-} A^{1} \rightarrow\left|-a_{2}^{1}-a_{2}^{1} a_{\omega}\right|$. $\left|a_{\omega}{ }^{-} a_{1}^{1}-a_{1}^{1}\right| \cdot\left|-a_{1}^{1}-a_{2}^{1}-a_{2}^{1}\right| \cdot\left|-a_{2}^{1} a_{\omega} a_{\omega}\right| \xrightarrow{\mathrm{B}^{6}}\left|a_{\omega}{ }^{-} a_{1}^{1}-a_{2}^{1}\right|$ or $\left|-a_{1}^{1}-a_{2}^{1} a_{\omega}\right|$ or $\left|-a_{2}^{1} a_{\omega}{ }^{-} a_{1}^{1}\right|$.

And $\left|a_{\omega}-a_{1}^{1}-a_{2}^{1}\right| \xrightarrow{\mathrm{B}^{3}}\left|-a_{2}^{1}-a_{1}^{1} a_{\omega}\right|$, and also by lemma $5.2\left|-a_{2}^{1} a_{\omega}{ }^{-} a_{1}^{1}\right|$ is not contained in $R[\mathfrak{B}]$.

Therefore $\left|-a_{1}^{1}-a_{2}^{1}-a_{2}^{1}\right|$ and $-a_{1}^{1},-a_{2}^{1} \in{ }^{-} A^{1} \rightarrow\left|-a_{1}^{1}-a_{2}^{1} a_{\omega}\right| \cong\left|-a_{2}^{1}-a_{1}^{1} a_{\omega}\right|$.
[2] Decomposition of $A^{s}(s \geq 2)$
We shall consider the path $\overparen{a_{\omega}} a^{s} \equiv a_{\omega}, a_{1}^{1}, a_{1}^{2}, \ldots, a_{1}^{s-1} a^{s}$ for $a_{\omega}$ and an element $a^{s}$ of $A^{s}$. According to that $a_{1}^{1}$ in this path belongs to either ${ }^{+} A^{1}$ or $-A^{1}$, this path is said to be $(+)$ path or ( - ) path respectively, and a ( + ) path and $a(-)$ path are said to be of different sort.

In $A^{s}$, let ${ }^{+} A^{s}$ be the set of all elements $a^{s}$ which have $(+)$ path and $-A^{s}$ be the set of all elements which have ( - ) path.

Inner points $a^{i}$ of ( - ) path clearly have ( - ) path so that from Lemma $4.3 a^{i}$ belongs to ${ }^{-} A^{i}$.

Then $A^{s}={ }^{-} A^{s}+{ }^{+} A^{s}$. (this is not necessarily direct sum)
Let us define as follows:
${ }^{-} A^{s} \wedge^{+} A^{s}={ }^{\wedge} A^{s} ;{ }^{-} A^{s}-{ }^{\wedge} A^{s}={ }^{\ominus} A^{s} ;{ }^{+} A^{s}-{ }^{\wedge} A^{s}={ }^{\oplus} A^{s}$,
then $A^{s}={ }^{\ominus} A^{s}+{ }^{\wedge} A^{s}+{ }^{\oplus} A^{s} \quad$ (direct sum).
So, we have the decomposition of $A$ :

$$
\begin{equation*}
A=a_{\omega}+\sum_{s=1}\left(-A^{s}+{ }^{+} A^{s}\right)=a_{\omega}+\sum_{s=1}\left(\ominus A^{s}+{ }^{-} A^{s}+{ }^{\oplus} A^{s}\right) \tag{5.5}
\end{equation*}
$$

§6. Lemma concerning $R \equiv R[\mathfrak{B}]$.
In this section we shall investigate the properties of $R \equiv R$ [ß]. We consider the decomposition (5.5) of $A$.

Definition 2. When an element $a^{s} \in A^{s}$ has two paths $a_{\omega}, a^{1}, \ldots, a^{s-1}, a_{\text {. }}^{s}$ and $a_{\omega}, ' a^{1}, \ldots, ' a^{s-1}, a^{s}$, then a set of elements
$a_{\omega}, a^{1}, \ldots, a^{s-1}, a^{s},{ }^{\prime} a^{s-1}, \ldots, ' a^{1}, a_{\omega}$ : for two paths of the same sort,
$a^{1}, \ldots, a^{s-1}, a^{s}, a^{s-1}, \ldots,{ }^{\prime} a^{1}, a^{1}$ : for two paths of the different sorts, is said to be a cyclic path constructed by $\widetilde{a_{\omega}} a^{s}: \widehat{a^{8}}$ and $\widehat{a}^{8} a_{\omega}: ~ ' \hat{a^{i}}$.

Since by (5.4), for ${ }^{-} a^{1} \in^{-} A^{1},{ }^{+} a^{1} \in{ }^{+} A^{1},\left\{{ }^{-1+} a^{1+} a^{1}\right\}$ is always contained in $R$, so we can omit $a_{\omega}$ in the latter case.

Lemma 6. 1. For a cyclic path of different sort constructed by $\widehat{a_{\omega}} a^{s}: \widehat{a^{i}}$ and $\overparen{a^{8}} a_{\omega}$ : ${ }^{\prime} a^{8}$ we have $\left\{a^{s-1} a^{s} a^{s-1}\right\} \in R[\mathfrak{B}]$.

Proof. From the definition of path we can easily see that a cyclic path of different sort $a^{1}, a^{2}, \ldots, a^{s-1}, a^{s}, a^{s-1}, \ldots, a^{1}, a^{1}$ is a sequence constituting odd elements and satisfying the condition $\{x y y\} \in R[\mathfrak{B}]$ for all pairs of the adjacent elements $x$ and $y$. So, by B6 and Lemma 4.3 we have that at least one of the following three

$$
\begin{equation*}
\left\{a^{s-1} a^{s} a^{s-1}\right\}, \quad\left\{a^{\prime} a^{1} a^{2}\right\}, \quad\left\{^{\prime} a^{2} a^{1} a^{1}\right\} \tag{6.1}
\end{equation*}
$$

must be contained in $R[\mathfrak{B}]$.
Suppose $\left\{^{\prime} a^{1} a^{1} a^{2}\right\} \in R[\mathfrak{B}]$. From (5.4) we have $\left|a^{1} a_{\omega}{ }^{\prime} a^{1}\right|$.

$$
\left|a^{2} a^{1} a^{1}\right| \cdot\left|a^{1} a_{\omega}{ }^{\prime} a^{1}\right| \xrightarrow{\text { lemma } 3.9}\left|a^{2} a^{1} a_{\omega}{ }^{\prime} a^{1}\right| .
$$

This contradicts Lemma 4.3. Hence $\left|a^{1} a^{1} a^{2}\right|$ may not occur, and in similar way $\left|a^{2} a^{1} a^{1} a^{1}\right|$ may not occur. So, we have from (6.1) $\left\{a^{s-1} a_{0}^{s} a^{s-1}\right\}$ $\in R[\mathfrak{B}]$.

Definition 3. The points $a^{i}(i=1, \ldots, l)$ of path $\overparen{a b}: a, a^{1}, a^{2}, \ldots, a^{2}, b$ are said to be inner points of this path.

Lemma 6. 2. $\left|-a_{1}^{s}-a_{2}^{s}-a_{2}^{s}\right| \rightarrow\left|-a_{1}^{s-1}-a_{1}^{s}-a_{2}^{s}\right|$ of) $\left|-a_{2}^{s-1}-a_{2}^{s}-a_{1}^{s}\right|$ for some element $-a_{1}^{s-1}$ or $-a_{2}^{s-1} \in^{-} A^{s-1}$, ( $\pm$ dual,$\left.s \geq 2\right)^{11}$.

Proof. We consider the paths $\overparen{a_{\omega}^{-}-a_{1}^{s}}$ bnd $\overparen{a_{\omega}^{-}-a_{2}^{s}}$, then we have an odd cyclic path $a_{\omega},-a_{1}^{1}, \ldots,-a_{1}^{s-1},-a_{1}^{s},-a_{2}^{s},-a_{2}^{s-1}, \ldots,-a_{2}^{1}, a_{\omega}$. For this seqence constituting odd elements, we have, by the similar way as the proof of Lemma 6.1, that at least one of $\left\{-a_{1}^{s-1}-a_{1}^{s}-a_{2}^{s}\right\}$ and $\left\{-a_{1}^{s}-a_{2}^{s}-a_{2}^{s-1}\right\}$ is contained in $R[\mathfrak{B}]$

And if $\left|-a_{1}^{s-1}-a_{1}^{s}-a_{2}^{s}\right|$ and $\left|-a_{1}^{s}-a_{2}^{s}-a_{2}^{s-1}\right|$, then

$$
\begin{equation*}
\left|-a_{1}^{s-1}-a_{1}^{s}-a_{2}^{s}\right| \cdot\left|-a_{1}^{s}-a_{2}^{s}-a_{2}^{s-1}\right| \xrightarrow{\text { lemma } 3.5}\left|-a_{1}^{s-1}-a_{1}^{s}-a_{2}^{s}-a_{2}^{s-1}\right| . \tag{6.2}
\end{equation*}
$$

Then a sequence of elements $a_{\omega},-a_{1}^{1}, \ldots,-a_{1}^{s-1},-a_{2}^{s-1}, \ldots,-a_{2}^{1}, a_{\omega}$ is an odd cyclic path. By the same way as the above, at least one of $\left\{-a_{1}^{8-2}-a_{1}^{8-1}-a_{2}^{8-1}\right\}$ and $\left\{-a_{1}^{s-1}-a_{2}^{s-1}-a_{2}^{s-2}\right\}$ is contbined in $R[\mathfrak{B}]$.
If $\left\{-a_{1}^{8-2}-a_{1}^{s-1}-a_{2}^{s-1}\right\}$ is contained in $R[\mathfrak{B}]$, then by $\left|-a_{1}^{s-2}-a_{1}^{s-1}-a_{2}^{s-1}\right|$ and (6.2), we have $\left|-a_{1}^{s-2}-a_{1}^{s-1}-a_{1}^{s}-a_{2}^{s}-a_{2}^{s-1}\right|$. This contracicts Lemma 4.3.

Therefore $\left\{-a_{1}^{s-2}-a_{1}^{s-1}-a_{2}^{s-1}\right\}$ is not contained. Similarly, $\left\{-a_{1}^{s-1}-a_{2}^{s-1}-a_{2}^{s-2}\right\}$ is not contained. These contradict (6.3).

Therefore the case when $\left\{-a_{1}^{s-1}-a_{1}^{s}-a_{2}^{s}\right\}$ and $\left\{-a_{1}^{s}-a_{2}^{8}-a_{2}^{s-1}\right\} \in R[\mathfrak{B}]$ may not occur, $\left\{-a_{1}^{s-1}-a_{1}^{s}-a_{2}^{s}\right\}$ @r $\left\{-a_{2}^{s-1}-a_{2}^{s}-a_{1}^{s}\right\}$ is contained in $R[\mathfrak{B}]$ for some element $-a_{1}^{s-1}$ or ${ }^{-} a_{2}^{s-1} \in^{-} A^{s-1}$.

Lemma 6. 3. $\left\{-a_{1}^{s-1}-a^{s}-a_{2}^{s-1}\right\}$ is not contained in $R[\mathfrak{B}]$. ( $\pm$ dual, $s \geq 2$ )
Proof. $\left|-a_{1}^{s-1}-a^{s}-a_{2}^{s-1}\right| \xrightarrow{\text { lemma }{ }^{3.2}}\left|-a_{1}^{s-1}-a_{2}^{s-1}-a_{2}^{s-1}\right|$
Let us consider the path $\widetilde{a_{\omega}-a_{1}^{s-1}}$ and $\widetilde{a_{\omega}-a_{2}^{s-1}}$, then by the same process as that used in Lemma 6.2, we see that at least one of $\left\{-a_{1}^{s-2}-a_{1}^{s-1}-a_{2}^{s-1}\right\}$ and $\left\{-a_{1}^{s-1}-a_{2}^{s-1}-a_{2}^{s-2}\right\}$ is contained in $R[\mathfrak{B}]$.
If $\left\{-a_{1}^{s-2}-a_{1}^{s-1}-a_{2}^{s-1}\right\} \in R$, then

$$
\left|-a_{1}^{s-2}-a_{1}^{8-1}-a_{2}^{s-1}\right| \cdot\left|-a_{1}^{s-1}-a^{8}-a_{2}^{s-1}\right| \xrightarrow{1 \mathrm{emma} 3.8}\left|-a_{1}^{s-2}-a_{1}^{s-1}-a^{s}\right| .
$$

This contradicts Lemma 4.3, so $\left\{-_{1}^{s-2}-a_{1}^{s-1}-a_{2}^{s-1}\right\}$ is not contained in $R[\mathfrak{B}]$. Similarly, $\left\{-a_{1}^{8-1}-a_{2}^{8-1}-a_{2}^{8-2}\right\}$ is not contained in $R[\mathfrak{B}]$.

Therefore $\left\{-a_{1}^{s-1}-a^{s}-a_{2}^{s-1}\right\}$ is not contained in $R[\mathfrak{B}]$.
Lemma 6.4. $\left|-a_{1}^{s-1}-a_{1}^{s}-a_{2}^{s}\right| \cdot\left|-a_{2}^{s-1}-a_{1}^{s}-a_{1}^{s}\right| \rightarrow\left|-a_{2}^{s-1}-a_{1}^{s}-a_{2}^{s}\right|( \pm d u a l s \geq 2)$
Proof. $\quad\left|-a_{2}^{s-1}-a_{1}^{s}-a_{1}^{s}\right| \xrightarrow{\text { lemma }{ }^{3.2}}\left|-a_{1}^{s}-a_{2}^{s-1}-a_{2}^{s-1}\right|$

[^8]So, $\left|-a_{1}^{s-1}-a_{1}^{s}-a_{2}^{s}\right| \cdot\left|-a_{1}^{s}-a_{2}^{s-1}-a_{2}^{s-1}\right| \xrightarrow{\mathrm{B} 7}\left|-a_{2}^{s-1}-a_{1}^{s}-a_{2}^{s}\right|$ (0) $\left|-a_{1}^{s-1}-a_{1}^{s}-a_{2}^{s-1}\right|$
And, by the Lemma 6.3 $\left.\right|^{-a_{1}^{s-1}-a_{1}^{s}-a_{2}^{s-1} \mid}$ is not contained in $R[\mathfrak{B}]$.
Therefore $\left\{-a_{2}^{s-1}-a_{1}^{s}-a_{2}^{s}\right\}$ is contained in $R[\mathfrak{B}]$.
From Lemma 6.2 and Lemma 6.4 we have
Lemma 6. 5. $\left|-a_{1}^{s}-a_{2}^{s}-a_{2}^{s}\right| \rightarrow\left|-a^{s-1}-a_{1}^{s}-a_{2}^{s}\right|$ © $\left|-a^{s-1}-a_{2}^{s}-a_{1}^{s}\right|$.
Lemma 6. 6. $\left|-a^{s-1}-a_{1}^{s}-a_{2}^{s}\right| \cdot\left|-a_{1}^{s}-a^{s+1}-a^{s+1}\right| \rightarrow\left|-a^{s+1}-a_{1}^{s}-a_{2}^{s}\right|( \pm d u a l)(s \geq 2)$
Proof. $\left|-a^{s-1}-a_{1}^{s}-a_{2}^{s}\right| \cdot\left|-a_{1}^{s}-a^{s+1}-a_{s}^{s+1}\right| \xrightarrow{\mathrm{B} 7}\left|-a^{s+1}-a_{1}^{s}-a_{2}^{s}\right|$ © $\left|-a^{s-1}-a_{1}^{s}-a^{s+1}\right|$. And from Lemma $4.3\left|-a^{s-1}-a_{1}^{s}-a^{s+1}\right|$ may not occur, so $\left|-a^{s+1}-a_{1}^{s}-a_{2}^{s}\right|$ is contained in $R[\mathfrak{B}]$.

Lemma 6. 7. $\left|-a_{1}^{s}-a_{2}^{s}-a_{2}^{s}\right| \cdot\left|-a_{2}^{s+} a^{s-1}+a^{s-1}\right| \rightarrow\left|-a_{1}^{s-1} a_{1}^{s}-a_{2}^{s}+a^{s-1}\right|$ (®)

$$
\begin{equation*}
\left|-a_{1}^{s}-a_{2}^{s}-a_{2}^{s-1}\right| \text { and }-a_{2}^{s} \in^{\wedge} A^{s} . \tag{6.4}
\end{equation*}
$$

Proof. $\quad\left|-a_{1}^{s}-a_{2}^{s}-a_{2}^{s}\right| \xrightarrow{\text { iemma } 6.2}\left|-a_{1}^{s-1}-a_{1}^{s}-a_{2}^{s}\right|$ (11) $\left|-a_{1}^{s}-a_{2}^{s}-a_{2}^{s-1}\right|$
If $\left|-a_{1}^{s-1}-a_{1}^{s}-a_{2}^{s}\right|$, then a cyclic path ${ }^{+} a^{1}, \ldots,{ }^{+} a^{s-1}-a_{2}^{s}, \ldots,-a^{1}$ is obtained

Hence, by $\mathrm{B} 6\left\{-a_{1}^{s-1}-a_{2}^{s}+a^{s-1}\right\}$ is contained in $R[\mathfrak{B}]$.
So, $\left|-a_{1}^{s-1}-a_{1}^{s}-a_{2}^{s}\right| \cdot\left|-a_{1}^{s-1}-a_{2}^{s+}+a^{s-1}\right| \xrightarrow{\text { lemma } 37}\left|-a_{1}^{s-1}-a_{1}^{s}-a_{2}^{s+}+a^{s-1}\right|$
From (6.4) and (6.5), we have $\left|-a_{1}^{s-1}-a_{1}^{s}-a_{2}^{s}+a^{s-1}\right|$ (1) $\left|-a_{1}^{s}-a_{2}^{s}-a_{2}^{s-1}\right|$.
And $\left|-a_{2}^{s}+a^{s-1}+a^{s-1}\right| \rightarrow-a_{2}^{s} \epsilon^{\wedge} A^{s}$.
Lemma 6. 8. $\left|-a_{1}^{s-1}-a_{1}^{s}-a_{2}^{s}\right| \cdot\left|-a_{2}^{s+}+a^{s-1}+a^{s-1}\right| \rightarrow\left|-a_{1}^{s-1}-a_{1}^{s}-a_{2}^{s+} a^{s-1}\right|$. ( $s \geq 2$ )
Proof. By the same process as that deriving (6.5) in Lemma 6.7, we may prove that $\left\{a_{1}^{s-1-}-a_{1}^{s}-a_{2}^{s+}+a^{s-1}\right\}$ is contained in $R[\mathfrak{B}]$.

Lemma 6.9. $\left\{a^{s-1} a^{s} a^{s}\right\}$ is not contained in $R[\mathfrak{B}]$. ( $s \geq 3$ )
Proof. For ${ }^{\wedge} a^{s-1} \in^{\wedge} A^{s-1}$, there exist two paths which are of different sort. So, since for ${ }^{+} a^{1} \in{ }^{+} A^{1}$ and $-a^{1} \in A^{1},\left\{^{+} a^{1}-a^{1}-a^{1}\right\}$ is contained in $R[\mathfrak{B}]$, a cyclic path is obtained from the two paths ${ }^{\wedge} a^{\circ-1}, a_{1}^{s-2}, \ldots,{ }^{+} a^{1} a_{\omega}$ and $\wedge^{s-1} a_{2}^{s-2}, \ldots,,^{-} a^{1} a_{\omega}$. So, by means of B6, $\left\{a_{1}^{s-2}{ }^{\wedge} a^{s-1} a_{2}^{s-2}\right\}$ is contained in $R[\mathfrak{B}]$. Then

$$
\left|a_{1}^{s-2} a^{s-1} a_{2}^{s-2}\right| \cdot\left|a^{s-1} a^{s} a^{s}\right| \xrightarrow{\mathrm{B} 7}\left|a_{1}^{s-2} \sim a^{s-1} a^{s}\right| \text { @r) }\left|a^{s} \cap a^{s-1} a_{2}^{s-2}\right|
$$

And $\left.\mid a_{1}^{s-2}\right\urcorner a^{s-1} a^{s} \mid$ and $\left|a^{s} a^{s-1} a_{2}^{s-2}\right|$ both contradicts Lemma 4.3. Therefore $\left\{\sim a^{s-1} a^{s} a^{s}\right\}$ is not contained in $R[\mathfrak{B}]$.

Lemma 6.10. All inner points of the path of $a_{\omega}$ and $x\left(x \in{ }^{+} A^{t}\right): a^{1}, \ldots$, $a^{t-1}$ consist of the elements which are contained in ${ }^{\oplus} A^{s}(s=1, \ldots, t-1 ; t \geq 1)$.

Proof. For $x \in{ }^{+} A^{s}$, there exists always $y$ such that $\{x y y\}$ is contained in $R[\mathfrak{B}]$ and $y \in{ }^{+} A^{s-1}$ by the definition of ${ }^{+} A^{s}$. Then, for $x \in{ }^{+} A^{t}$, there is a path $\widehat{a_{\omega} x}$ which consists of the elements of ${ }^{+} A^{s}(s=1, \ldots, t-1)$. And by

Lemma $6.9\left\{a^{s-1} a^{s} a^{s}\right\}$ is not contained in $R[\mathfrak{B}]$. Then all the inner points of this path $\widetilde{a_{\omega} x}$ belong to ${ }^{\oplus} A^{s}(s=1, \ldots, t-1)$.

By this Lemma, we can define as follows:
The path $\left(\widetilde{a_{\omega}{ }^{-}} a^{t}\right)^{+}$means the path whose inner points belong to ${ }^{\oplus} A^{s}$, and the path $\left(\widetilde{a_{\omega}{ }^{\sim}} a^{t}\right)$ means the path whose inner points belong to ${ }^{\ominus} A^{s}$ ( $s=1, \ldots, t-1$ ).

Lemma 6.11. If there are two paths $\left(\widetilde{a_{\omega} x}\right)^{+}$and $\left(\overparen{a_{\omega} x}\right)^{-}$for $x \in \mathcal{A}^{s}$, then $\left\{-a^{s-1} x^{+} a^{s-1}\right\}$ is contained in $R[\mathfrak{B}]$.

Proof. From the two paths $\left(\widetilde{a_{\omega} x}\right)^{+}$and $\left(\widetilde{a_{\omega} x}\right)^{-}$, an odd cyclic path $-a^{1}, \ldots,{ }^{-} a^{8-1}, x,{ }^{+} a^{8-1}, \ldots,{ }^{+} a^{1}$ is obtained. Hence, by means of Lemma 6.1 and 6.10, $\left\{-a^{s-1} x^{+} a^{s-1}\right\}$ is always contained in $R[\mathfrak{B}]$.

Lemma 6.12. When $a^{s+1} \in \mathcal{A}^{s+1} ; a_{1}^{s} \in{ }^{\oplus} A^{s}$ and $a_{2}^{s} \in{ }^{\ominus} A^{s}$ (or $a_{1}^{s} \in{ }^{\ominus} A^{s}$ and $\left.a_{2}^{s} \in \oplus A^{s}\right)$, the necessary and sufficient condition for $\left\|a^{s+1}, a_{1}^{s}, a_{2}^{s}\right\| \in R[\mathfrak{B}]$ is that


Proof. Since it is clear that the above condition is necessary, we shall only prove its sufficiency.

As $\left\{a_{1}^{s} \simeq a^{s+1} a^{s+1}\right\} \in R[\mathfrak{B}]$, path $\left(\widetilde{a_{\omega}} a_{1}^{s}\right)^{+}$and ${ }^{\wedge} a^{s+1}$ is a path of $a_{\omega}$ and ${ }^{\wedge} a^{s+1}$, and as $\left\{a_{2}^{s} a^{s+1} \uparrow a^{s+1}\right\} \in R[\mathfrak{B}]$, path $\left(\overparen{a_{2}^{s}} a_{\omega}\right)^{-}$and ${ }^{\wedge} a^{s+1}$ is a path of $a^{s+1}$ and $a_{\omega}$. From these paths and Lemma 6.11, we have that $\left\{a_{1}^{s} a^{s+1}\right.$ $\left.a_{2}^{s}\right\}$ is contained in $R[\mathfrak{B}]$.

Therefore $\left|a_{1}^{s} \wedge^{s+1}{ }^{\wedge} a^{8+1}\right|$ and $\left|a_{2}^{s}{ }^{\wedge} a^{8+1} \wedge a^{s+1}\right|$ are necessary and sufficient for $\left\|a^{s+1}, a_{1}^{s}, a_{2}^{s}\right\|$.

Lemma 6.13. When ${ }^{+} a_{1}^{s} \in{ }^{\oplus} A^{s}$, then

$$
\left|-a^{s-1}-a_{1}^{s}-a_{2}^{s}\right| \cdot\left|-a_{1}^{s} \oplus a_{1}^{s} \oplus a_{1}^{s}\right| \rightarrow\left|{ }^{\oplus} a_{1}^{s}-a_{1}^{s}-a_{2}^{s}\right| . \quad(s \geqq 2)
$$

Proof. $\quad\left|-a^{s-1}-a_{1}^{s}-a_{2}^{s}\right| \cdot\left|-a_{1}^{s} \oplus a_{1}^{s} \oplus a_{1}^{s}\right| \xrightarrow{\mathrm{B} 7}\left|{ }^{\oplus} a_{1}^{s}-a_{1}^{s}-a_{2}^{s}\right| \oplus\left|-a^{s-1}-a_{1}^{s} \oplus a_{1}^{s}\right|$.
But, $\left|-a^{s-1}-a_{1}^{s} \oplus a_{1}^{s}\right| \xrightarrow{\text { lemma 3.2 }}\left|-a^{-1} \oplus a_{1}^{s} \oplus a_{1}^{s}\right|$. So ${ }^{\oplus} a_{1}^{s} \in^{-} A^{s}$, this is contradiction, hence $\left\{-a^{s-1}-a_{1}^{s} \oplus a_{1}^{s}\right\}$ is not contained in $R[\mathfrak{B}]$.

Therefore $\left\{{ }^{\oplus} a_{1}^{s}-a_{1}^{s}-a_{2}^{s}\right\}$ is contained in $R[\mathfrak{B}]$.

## § 7. Sufficient condition for betweenness.

In this section, we shall prove that the system of seven conditions: $\mathfrak{B} \equiv(\mathrm{Bi}, \ldots, \mathrm{B} 7)$ is sufficient for betweenness of set A by the following process:

First, we introduce by means of $R[\mathfrak{B}]$ the binary relation $\rho$ in $A$ which satisfies P1, P2, and P3 and prove that if $x \rho y \rho z$ or $z \rho y \rho x$ in $A[\rho]$ concerning the above binary relation, then $\{x y z\}$ is contained in $R[\mathfrak{B}]$ and conversely if $\{x y z\}$ is contained in $R[\mathfrak{B}]$, then $x \rho y \rho z$ or $z \rho y \rho x$ in $A[\rho]$.

We consider at first the case when $A[\tau]$ is connected, and then the general case $A[\tau]$ as the direct sum of connected systems.
[1] Definition of binary relation $\rho$ in $A$ when $R[Q]$ is connected.
We docompose the set $A$ as follows:

$$
A=a_{\omega}+\sum_{s=1}\left(-A^{s}+{ }^{+} A^{s}\right)=a_{\omega}+\sum_{s=1}\left({ }^{\ominus} A^{s}+{ }^{\wedge} A^{s}+{ }^{\oplus} A^{s}\right),
$$

and define an binary relation for the elements of $A$ as follows:
${ }^{-} A^{1}<a_{\omega}<{ }^{+} A^{1}$.
where ${ }^{-} A<a_{\omega}<{ }^{+} A^{1}$ means that ${ }^{-} a^{1}<a_{\omega}, a_{\omega}<{ }^{+} a^{1}$ and ${ }^{-} a^{1}<{ }^{+} a^{1}$ for ${ }^{-} a^{1} \epsilon^{-} A^{1}$ and $+a^{1} \epsilon^{+} A^{1}$.
${ }^{-1} A^{1} \theta-A^{2} \otimes \cdots \cdots \theta^{-A^{2 m-2}} \theta^{-} A^{2 m-1} \theta^{-} A^{2 m} \theta \cdots \cdots$,
where $A^{t} \otimes A^{t+1}$ means that for $a^{i} \in A^{t}$ and $a^{t+1} \in A^{i+1}$, if $\left\{a^{i} a^{i+1} a^{i+1}\right\}$ is contained in $R[\mathfrak{B}]$, then $\left.a^{i}<a^{i+1} .1\right)$ And the notation $\oslash$ represents the binary relation of elements of each adjacent $A^{j}$ s alone.
(III) $\left.{ }^{+} A^{1} \otimes^{+} A^{2} \oslash \cdots \cdots \theta^{+} A^{2 l-2} \oslash\right)^{+} A^{2 l-1} \otimes A^{2 i} \otimes \cdots \cdots$.
(IV) When $a^{s} \in A^{s}$ and $a^{s+k} \in A^{s+k}(k \geq 2)$, we do not define the binary relation of $a^{z}$ and $a^{s+k}$. (where $A^{\circ} \equiv a_{\omega}$ ).
(V) ${ }^{\oplus} A^{s} \oslash-A^{s} ;{ }^{+} A^{s} \bigotimes^{\ominus} A^{s}$ ( $s=$ even, $s \geq 2$ ),
(V) ${ }^{\oplus}{ }^{\oplus} A^{s} \otimes^{-} A^{s} ;{ }^{+} A^{s} \otimes^{\ominus} A^{s}(s=\mathrm{odd}, s \geq 3)$.
(VI) $)_{1}$ In $-A^{s}\left(s=\right.$ even), for $-a_{1}^{s},-a_{2}^{s} \in-A^{s}$,
$\left|-x^{s-1}-a_{1}^{s}-a_{2}^{s}\right| \rightarrow-a_{1}^{s}<-a_{2}^{s}$.
(VI) $)_{2}$ In $-A^{s}(s=$ odd $)$ for $-a_{1}^{s},-a_{2}^{s} \in-A^{s}$,
$\left|-x^{s-1}-a_{1}^{s}-a_{2}^{s}\right| \rightarrow-a_{1}^{s}>-a_{2}^{s}\left(-x^{s-1} \equiv a_{\omega}\right.$ for $\left.s=1\right)$.
(VII) The binary relation $>$ in ${ }^{+} A^{s}$ is defined by the converse of direction in $(\mathrm{VI})_{1}$ and $(\mathrm{VI})_{2}$.

The process, by which the expression $u, v, w, \ldots$ and $u>v, w<z \ldots$ in (a) are replaced by $u^{1}, v^{1}, w^{1} \ldots$ and $u^{1}<v^{1}, w^{1}>z^{1} \ldots$ respectively, is called the conversion of direction in (a).
(VIII) The relation $x=y$ means that $x$ and $y$ are the same elements of $A$.

From the above definition of order $\rho$, we may prove the following lemmas:

Lemma 7. 1. $-A^{s} \ominus^{\oplus} A^{s-1}\left(\equiv A^{s} \bigotimes^{\oplus} A^{s-1}\right)(s=$ even, $s \geq 2)$.
Proof. The binary relation $\rho$ of $A^{s}$ and $A^{s-1}(s \geq 2)$ is defined by (II) and (III) only. Among (II) and (III), the relation containing ${ }^{\oplus} A^{s-1}$ is (III) only. And $-a^{s} \in A^{s},{ }^{\oplus} a^{s-1} \in \oplus A^{s-1}$ and $\left\|-a^{s},{ }^{\oplus} a^{s-1}, x\right\| \rightarrow-a^{8} \in^{\wedge} A^{s}$. Hence the

[^9]element of $-A^{s}$ which has binary-relation with an element of ${ }^{\oplus} A^{s-1}$ belongs to ${ }^{\wedge} A^{s}$. So, from (III) we have
$$
-A^{s} \otimes^{\oplus} A^{s-1}\left(\equiv \bar{A}^{\varepsilon} \otimes^{\oplus} A^{s-1}\right)(s=\text { even }, s \geq 2)
$$

When we define the binary reiation in $A$ be (I), (II), (III), (IV), (V), (VI), (VII) and (VIII), $A^{i}$ which has binary-relation with $A^{s}\left(s=\right.$ even) is $A^{s-1}, A^{s}$ and $A^{s+1}$ by (IV). From the meaning of $B$ and lemma 6.9, $A^{i}$ 's which has binary-relation with $-A^{s}$ ( $s=$ even) by the above definition of binary-relation are ${ }^{\ominus} A^{s-1},{ }^{\oplus} A^{s-1}, A^{s}$ and $-A^{s+1}$, and their relations are as follows:
${ }^{-} A^{s} \otimes^{\ominus} A^{s-1}$ (by (II)); ${ }^{-} A^{s} \otimes{ }^{\oplus} A^{s-1} \equiv{ }^{\wedge} A^{s} \otimes{ }^{\oplus} A^{s-1}$ (by Lemma 7.1)
$-A^{s} \otimes^{\oplus} A^{s} \quad$ (by (V)); - $A^{s} \otimes^{-A^{s+1}} \quad$ (by (II))
The binary relation in $-A^{s}$ is decided by (VI).
So, we have the following lemma.
Lemma 7. 2. When $y \in^{-} A^{s}$ ( $s=$ even),
$x>y \rightarrow x \in{ }^{\oplus} A^{s-1} @-A^{s}\left(x \in{ }^{\oplus} A^{s-1}\right.$ may occur only in the case
where $y$ belongs to ${ }^{\wedge} A^{s}$ ),
$y>x \rightarrow x \in{ }^{\ominus} A^{s-1}$ © $-A^{s}$ © ${ }^{\oplus} A^{s}$ © $-A^{s+1}$.
when $y \in \in^{-} A^{s}(s=o d d, \neq 1)$, we have the proposition(conversing the direction in (7.1)).

When $y \in{ }^{+} A^{s}$, we have the proposition (conversing the direction and exchanging the sign in (7.1) and (7.2)).

For $s= \pm 1$, we have:
Lemma 7. 3. When $y \in \in^{-} A^{1}$,

When $y \in{ }^{+} A^{1}$, we have the proposition (conversing the direction (see $p .195$ ) and exchanging the sign in (7.3). [2]. Proof of P1, P2 and P3.

We shall prove that the binary relation which is defined in [1] satisfies P1, P2 and P3. As we have proved in Introduction that system P1, P2, P3 is equivalent to system $\mathrm{P}^{*} 1, \mathrm{P}^{*} 2, \mathrm{P} * 3$, we have only to prove here that the binary relation defined in $A$ satisfies $\mathrm{P}^{*} 1, \mathrm{P}^{*} 2, \mathrm{P} * 3$.
$\mathrm{P} * 1$ is clear by (VIII) in the definition.
Proof of $\mathrm{P}^{*} 2$ :
According to $A^{i}$ to which $y$ belongs, we consider about six cases:
Case $1 y=a_{\omega} \quad ;$ Case $2 y \in-A^{s}$ ( $s \geq 2$, even)
Case $3 y \in{ }^{-} A^{1} \quad ;$ Case $4 y \in{ }^{-} A^{s}$ ( $s \geqq 3$, odd)
Case $5 y \in{ }^{+} A^{s}\left(s \geqq 2\right.$, even) ; Case $6 y \in{ }^{+} A^{s}$ ( $s=$ odd)

Case 1. $y=a_{\omega}$ :

$$
x>y \xrightarrow{(1)(\mathrm{IV})} x \in^{+} A^{1} ; y>x \xrightarrow{(1)(\mathrm{IV})} x \in-A^{1} .
$$

This contradicts ${ }^{-} A^{1} \cap^{+} A^{1} \equiv 0$.
Therefore, $x>y$ and $y>x$ are not compatible.
Case 2. $y \in \in^{-} A^{s}$ ( $s \geqq 2$, even):

$$
\begin{align*}
& x>y \xrightarrow{\text { lemmas } 7.2} x \in A^{s-1} \text { © }-A^{s} ;  \tag{7.4}\\
& y>x \xrightarrow{\text { lemma } 7.2} x \in A^{s-1} \text { © }-A^{s} \text { © } \oplus A^{s} \text { © }-A^{s+1} \tag{7.5}
\end{align*}
$$

If $x>y$ and $y>x$ are compatible, then $x$ must be contained in $-A^{s}$ which is the intersection of (7.4) and (7.5), and then it follows from $x, y \in-A^{s}$ that

$$
\begin{aligned}
& x>y \xrightarrow{\left(\mathrm{~V}_{\mathrm{I}}\right)}\left|-a_{1}^{s-1} y x\right| ; y>\left.x \xrightarrow{\left(\mathrm{v}_{\mathrm{I}}\right)}\right|^{-a_{2}^{s-1} x y \mid .} \\
& \left|-a_{1}^{s-1} y x\right| \stackrel{\text { lemma }}{\Longrightarrow}\left|x-a_{1}^{s-1}-a_{1}^{s-1}\right|,
\end{aligned}
$$

So,

$$
\left|-a_{2}^{s-1} x y\right| \cdot\left|x-a_{1}^{s-1}-a_{1}^{s-1}\right| \stackrel{\text { lemma } 6.4}{\Longrightarrow}\left|-a_{1}^{s-1} x y\right|,
$$

Hence,

$$
\left|-a_{1}^{s-1} y x\right|\left|-a_{1}^{s-1} x y\right| \xrightarrow{\mathrm{B} 4} x=y .
$$

This contradicts $x \neq y$, so $x>y$ and $y>x$ are not compatible.
Case 3. $y \in \in^{-} A^{1}$ :

$$
\begin{align*}
& x>y \xrightarrow{\text { lemma } 7.3} x \in-A^{1} \text { @r } a_{\omega} \text { © }{ }^{+} A^{1} \text { © }-A^{2} .  \tag{7.6}\\
& y>x \xrightarrow{\text { lemma 7.3 }} x \in-A^{1} . \tag{7.7}
\end{align*}
$$

If $x>y$ and $y>x$ are compatible, then $x$ must be contained in $A^{-1}$ which is the intersection of (7.6) and (7.7), and then it follows from $x, y \in-A^{1}$ that

So,

$$
\begin{aligned}
& x>y \stackrel{(\mathrm{VI})}{\Longrightarrow}\left|a_{\omega} x y\right| ; y>x \stackrel{(\mathrm{VI})}{\Longrightarrow}\left|a_{\omega} y x\right| . \\
& \left|a_{\omega} x y\right| \cdot\left|a_{\omega} y x\right| \xrightarrow{\mathrm{B4}} x=y .
\end{aligned}
$$

This contradicts $x \neq y$, so $x>y$ and $y>x$ are not compatible.
Case 4. $y \in \in^{-} A^{s}(s \geq 3$, odd $)$;
By coversing the direction in the proof of Case 2, we can prove this case in the similar way.

Case 5. $y \in{ }^{+} A^{s}(s \geq 2$, even)
By conversing the direction and exchanging the sign in the proof of Case 2, we can prove this case in the similar way.

Case 6. $y \in{ }^{+} A^{s}$ ( $s$ is odd):
By exchanging the sign in the proof of Case 2, we can prove this case in the similar way. And when $y \in{ }^{+} A^{1}$, by conversing the direction and by exchanging the sign in the proof of Case 3 , we can prove in the similar way.

Therefore, in all cases $x>y$ and $y>x$ are not compatible.
Before proceeding the proof of $\mathrm{P}^{*} 3$, we prove the lemma:
Lemma 7.4. When and only when $\{x y y\}$ is contained in $R[\mathfrak{B}]$, one and only one binary relation of $x$ and $y$ is defined.

Proof. If there exists the binary relation of $x$ and $y$, then from (5.4) and the definition of binary relation, it follows that $\{x y y\}$ is contained in $R[\mathfrak{B}]$. And conversely, we shall prove that if $\{x y y\}$ is contained in $R[\mathfrak{B}]$, then there is defined the binary relation for $x$ and $y$.

Suppose $y \in{ }^{-} A^{s}$.

We consider separately about two cases:
Case 1. $x \in{ }^{\ominus} A^{s-1}$ (0r) ${ }^{\oplus} A^{s-1}$ (๓r) ${ }^{\oplus} A^{8}$ (r) $-A^{8+1}$
There exists an binary relation of $x$ and $y$ from (II), (III) and (V) in the definition of the binary relation. And by $\mathrm{P} * 2$ there is only one binary relation of $x$ and $y$.

Case 2. $x \in^{-} A^{s}$.
By Lemma 6.5,

$$
\begin{equation*}
|x y y| \rightarrow\left|-a^{8-1} x y\right| \text { @r }\left|-a^{8-1} y x\right| \tag{7.8}
\end{equation*}
$$

So, by $\mathrm{P} * 2$ and (7.8), there is defined one and only one binary relation for $x$ and $y$.
Therefore, if $\{x y y\}$ is contained in $R[\mathfrak{B}]$, then there exists one and only one binary relation for $x$ and $y$.

Proof of $\mathrm{P}^{*} 3:{ }^{1)}$
We consider about the six cases, similarly in the proof of $\mathrm{P}^{*} 2$.
Case 1. $y=a_{\omega}$ :

$$
x>y \xrightarrow{(1)(\mathrm{IV})} x \in^{+} A^{1} ; y>z \xrightarrow{(1)(\mathrm{IV})} z \in^{-} A^{1}
$$

Then, from (I) in the definition of binary relation, we have $x>z$. And, by means of (5.4), $\left\{x a_{\omega} z\right\} \equiv\{x y z\}$ is contained in $R[\mathfrak{B}]$.

Case 2. $y \in \in^{-} A^{s}(s \geq 2$, even):
$x>y \cdot y \in-A^{s} \xrightarrow{\text { lemma } 7.2} x \in{ }^{-} A^{s}$ (10) ${ }^{\oplus} A^{s-1}\left({ }^{\oplus} A^{s-1}\right.$ may occur only in the case where $y \in^{\wedge} A^{s}$ ).
According to $A^{i}$ to which $x$ belongs, we consider about the two cases.

[^10](a) $x \in{ }^{-} A^{s}, y \in-A^{s}$; (b) $x \in{ }^{\oplus} A^{s-1}, y \in \in^{\wedge} A^{s}$.
(a) $x \in \in^{-} A^{s}, y \in \in^{-} A^{s}:$
\[

$$
\begin{align*}
& x>y \text { and } x, y \in-A^{s} \xrightarrow{\text { def. (VI) }}\left|-a_{1}^{s-1} y x\right|  \tag{7.10}\\
& y>z \tag{7.11}
\end{align*}
$$ \xrightarrow{lemma 7.4}|y z z|
\]

On the other hand,

$$
y>z \xrightarrow{\text { lemma } 7.2} z \in \in^{\ominus} A^{s-1} \text { (〇) }-A^{s} \text { @r } \oplus A^{s} \text { (0) }-A^{s \cdot 1}
$$

According to $A^{i}$ to which $z$ belongs, we consider three cases:

$$
\begin{aligned}
& \text { (a1) } x, y \in-A^{s}, z \in \in^{\ominus} A^{s-1} \circledast-A^{s+1}, \\
& \left(a_{2}\right) x, y \in-A^{s}, z \in-A^{s}, \\
& \left(a_{3}\right) x, y \in-A^{s}, z \in \oplus A^{s} . \\
& \left(a_{1}\right) x, y \in-A^{s}, z \in \in^{s-1} \circledast-A^{s+1}
\end{aligned}
$$

From (7.10) and (7.11) we have $\left|-a^{s-1} y x\right|$ and $|y z z|$.

$$
\begin{equation*}
\left|-a_{1}^{s-1} y x\right| \cdot|y z z| \xrightarrow{\text { Iemma } 6.4} \xrightarrow{(6.6)}|z y x| \xrightarrow{\text { lemma } 3.2}|z z x| . \tag{7.12}
\end{equation*}
$$

Hence, from (7.12), (II) in the definition of binary relation and $x \in-A^{s}$, $z \in{ }^{\ominus} A^{s-1}$ ©r $-A^{s \prime 1}$, we have $x>z$.

$$
\left(a_{2}\right) \quad x, y \in-A^{s}, z \in^{-} A^{s}:
$$

$$
y>z \xrightarrow{(\mathrm{VI})}\left|-a_{2}^{s-1} z y\right| \xlongequal{\text { lemma } 5.2}\left|-a_{2}^{s-1} y y\right| .
$$

From (7.6), we have $\left|-a_{1}^{s-1} y x\right|$ and $\left|-a_{2}^{s-1} y y\right|$.
So,

$$
\begin{align*}
& \left|-a_{1}^{s-1} y x\right| \cdot\left|-a_{2}^{s-1} y y\right| \stackrel{\text { lemma } 6.4}{\Longrightarrow}\left|-a_{2}^{s-1} y x\right| . \\
& \left|-a_{2}^{s-1} z y\right| \cdot\left|-a_{2}^{s-1} y x\right| \xlongequal{\Longrightarrow} \xlongequal{\Longrightarrow}\left|-a_{2}^{s-1} z y x\right| . \tag{7.13}
\end{align*}
$$

Hence from (VI) in the definition of binary relation and $x, z \in{ }^{-} A^{s}$, we have $x>z$.

$$
\text { (a } \left.a_{3}\right) \quad x, y \in-A^{s}, z \in \in^{s}:
$$

From (7.10) and (7.11) we have $\left|-a_{1}^{s-1} y x\right|$ and $|y z z|$.

$$
\begin{equation*}
\left|-a_{1}^{s-1} y x\right| \cdot|y z z| \stackrel{\text { lemma }}{ }=6.13 \text {. } z y x|\Rightarrow| z x x \mid . \tag{7.14}
\end{equation*}
$$

Hence, from (V) in the definition of binary relation and $x \in-A^{s}, z \in A^{s}$, we have $x>z$.
(b) $x \in \oplus A^{s-1}, y \in^{\sim} A^{s}:$

$$
y>z \xrightarrow{\text { lemma } 7 .} z \in \in^{\ominus} A^{s-1} \cong+A^{s} .
$$

According to $A^{i}$ to which $z$ belongs, we consider two cases:

$$
\left(b_{1}\right) \quad z \in{ }^{\ominus} A^{s-1}:
$$

$$
\begin{gathered}
x>y \rightarrow|x y y| ; y>z \rightarrow|y z z| . \\
x \in{ }^{\oplus} A^{s-1}, y \in A^{s}, z \in{ }^{\ominus} A^{s-1}, \\
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$$

Hence, by Lemma 6.12, $\{x y z\}$ is contained in $R[\mathfrak{F}]$.
So,
$|x y z| \stackrel{\text { lemma 3.2 }}{=}|x z z|$
Hence from (V) in the definition of binary relation and $x \in{ }^{\oplus} A^{s-1}, z \in{ }^{\ominus} A^{s-1}$, we have $x>z$,

$$
\begin{align*}
&\left(b_{2}\right) \quad z \in{ }^{+} A^{s}: \\
& y>z(s=\mathrm{even}) \xrightarrow{\text { def. (VI) }}\left|+a^{s-1} y z\right| ; x>y \rightarrow|x y y| . \\
&\left|+a^{s-1} y z\right| \cdot|x y y| \xrightarrow{\text { lemman } 6.4 \text { dual }}  \tag{7.16}\\
&|x y z| \xrightarrow{\text { lemmana.2 }}|x z z| .
\end{align*}
$$

Hence from (III) in the definition of binary relation and $x \in{ }^{\oplus} A^{s-1}, z \in{ }^{+} A^{\varepsilon}$, we have $x>z$.

Case 3. $y \in^{-} A^{1}$ :

$$
\begin{equation*}
y>z \xrightarrow{\text { lemma } 7.3} z \in \in^{-} A^{1} ; \text { Hence } y, z \in^{-} A^{1} \text {. } \tag{7.17}
\end{equation*}
$$

So, from $y>z$ we have $\left|a_{\omega} y z\right|$.
On the other hand,

$$
x>y \xrightarrow{\text { lemman } 7.3} x \in \in^{-} A^{1} \text { @r) } a_{\omega} \text { © }{ }^{+} A^{1} \text { © }-A^{2}
$$

According to ${ }^{-} A^{1}, a_{\omega},{ }^{+} A^{1},{ }^{-} A^{2}$ to which $x$ belongs, we consider about the four cases:
(a) $x \in{ }^{-} A^{1}, y, z \in{ }^{-} A^{1}:$

$$
x>y \xrightarrow{\text { def. (vI) }}\left|a_{\omega} x y\right| .
$$

And from (7.17) we have $\left|a_{\omega} x y\right|$ and $\left|a_{\omega} y z\right|$.
So,

$$
\begin{equation*}
\left|a_{\omega} x y\right| \cdot\left|a_{\omega} y z\right| \stackrel{\text { lemma } 3.7}{\Longrightarrow}\left|a_{\omega} x y z\right| . \tag{7.18}
\end{equation*}
$$

Hence, fro.n (VI) in the definition of binary relation and $x, z \in-A^{1}$, we have $x>z$.
(b) $x=a_{\omega}, y, z \in{ }^{-} A^{1}:$

From (I) in the definition of binary relation, we have $x>z$.
Furthermore, from (7.17) $\left|a_{\omega} y z\right| \equiv|x y z| \in R$.
(c) $x \in^{+} A^{1}, y, z \in{ }^{-} A^{1}:$

From (I) in the definition of binary relation, we have $x>z$.
Furthermore, $x \in^{+} A^{1}, y \in{ }^{-} A^{1} \xrightarrow{(5.4)}\left|x a_{\omega} y\right|$.
And from (7.17), we have $\left|a_{\omega} y z\right|$ and $\left|x a_{\omega} y\right|$.

$$
\begin{equation*}
\left|x a_{\omega} y\right| \cdot\left|a_{\omega} y z\right| \xrightarrow{\text { B5 }}|x y z| . \tag{7.20}
\end{equation*}
$$

(d) $x \in-A^{2}, y, z \in-A^{1}:$

From (7.10) and (7.11) we have $\left|a_{\omega} y z\right|$ and $|x y y|$.

So,

$$
\begin{equation*}
\left|a_{\omega} y z\right| \cdot|x y y| \xlongequal{\text { lemma } 6.5}|x y z| \xrightarrow{\text { lenmm } 3.2}|x z z| . \tag{7.21}
\end{equation*}
$$

Hence, from (II) in the definition of binary relation and $x \in A^{-} A^{2}, z \in A^{-1}$, we have $x>z$.

Case 4. $y \in \epsilon^{s}$ ( $s$ is odd and $\geq 3$ );
By exchanging $x$ and $z$ and by conversing the direction in the proof of case 2 , we can prove this in the similar way.

Case 5. $y \in{ }^{+} A^{s}$ ( $s$ is even and $\geqq 2$ ):
By exchanging $x$ and $z$ and the sign respectively, and by conversing the direction in the proof of Case 2, we can prove this case in the similar way.

Case 6. $y \in{ }^{+} A^{s}$ ( $s$ is odd):
By exchanging the sign in the proof of Case $2(s \geq 3)$, we can prove this case in the similar way. And when $s=1$, by exchanging $x$ and $z$ and sign respectively, and by conversing the direction in the proof of Case 3, we can prove this case in the similar way.

Therefore, in all cases it is proved that the binary relation satisfies P*3. From the above discussion, we can conclude that the binary relation which is defined in [1] satisfies $\mathrm{P} * 1, \mathrm{P} * 2$ and $\mathrm{P} * 3$, and so is a patial order.

Moreover, we stated in the proof of each case of $\mathrm{P} * 3$ that if $x>y$ and $y>z$, then $\{x y z\}$ is contained in $R[\mathfrak{B}]$.
[3] Proof of the fact that $x \geq y \geq z$ or $x \leqq y \leqq z \rightarrow|x y z|$.
We consider about the case when $x \geq y \geq z$. In this case we consider about the following four cases:

Case 1. $x>y>z \quad$; Case 2. $x=y, y>z$
Case 3. $x>y, y=z$; Case 4. $x=y=z$
Case 1. $x>y>z$ :
If $x>y>z$, then from (7.22), $\{x y z\}$ is contained in $R[\mathfrak{B}]$.
Case 2. $x=y, y>z$ :

$$
y>z \xrightarrow{\text { lemmanat. }}|y y z|, \text { hence }|y y z| \equiv\{x y z\} \in R[\mathfrak{B}] .
$$

Case 3. $x>y, y=z$ :

$$
x>y \xrightarrow{\text { lemma } 7 A}|x y y|, \text { hence }|x y y| \equiv\{x y z\} \in R[\mathfrak{B}] .
$$

Case 4. $x=y=z$ :
From $\mathrm{B} 1,\{x x x\}$ is contained in $R[\mathfrak{B}]$, so $\{x y z\}$ is contained in $R[\mathfrak{B}]$.
Therefore, in all cases, $x \geqq y \geq z \rightarrow|x y z|$.
And we can prove the case when $x \leqq y \leqq z$ in the similar way. Thus, we have $x \geqq y \geqq z$ or $x \leqq y \leqq z \rightarrow|x y z|$.
[4] Proof of the fact that $|x y z| \rightarrow x \geq y \geq z$ or $x \leqq y \leqq z$.

$$
\begin{aligned}
& |x y z| \xrightarrow{\text { lemman } 3.2}(|x y y|,|y z z| \text { and }|x z z|) . \\
& |x y y| \xrightarrow{\text { lemman7.4 }} x>y \text { ©r } x=y \text { @r } x<y . \\
& |y z z| \xlongequal{\text { lemma } .4} y>z \text { © } y=z \text { @r } y<z .
\end{aligned}
$$

By combining the above cases, we see, from Lemma 7.4, that only one case among the following nine may occur :
(1) $x>y \cdot y>z$;
(4) $x=y \cdot y>z$; (7) $x<y \cdot y>z$,
(2) $x>y \cdot y=z$;
(5) $x=y \cdot y=z$;
$\left.\begin{array}{l}\text { (8) } x<y \cdot y=z \\ \text { (9) } x<y \cdot y<z\end{array}\right\}$
(3) $x>y \cdot y<z$;
(6) $x=y \cdot y<z$;

In (7.23), (3) $x>y$ and $y<z$ and (7) $x<y$ and $y>z$ may not occur.
For ; (3) $x>y \cdot y<z$ :

We consider about the three cases according to the relation of $x$ and $z$.
(a) $x>z$ :

$$
x>z \text { and } z>y \xrightarrow{(7.22)}|x z y|
$$

So, $|x y z| \cdot|x z y| \stackrel{\text { P4 }}{\Longrightarrow} y=z$. This contradicts $y<z$. Hence, $x>z$ may not occur.
(b) $\quad x=z$ :
$|x y z| \equiv|x y x| \stackrel{\text { femma 3.I }}{\Longrightarrow} x=y$. This contradicts $x>y$. Hence $x=z$ may not occur.
(c) $x<z$ :

$$
z>x \text { and } x>y \xrightarrow{(7.22)}|z x y| ;|x y z| \xrightarrow{\text { B3 }}|z y x| .
$$

Hence, $|z y x|$ and $|z x y| \stackrel{\text { R4 }}{\Longrightarrow} x=y$. This contradicts to $x>y$. So, $x<z$ may not occur.
Therefore, in this case no order between $x$ and $z$ exists. But this fact contradicts (7.24).

Thus, Case (3): $x>y$ and $y<z$ may not occur.
(7) $x<y$ and $y>z$ :

By conversing the order in the proof of the case (3), we can prove similarly that the case (7) may not occur.

Therefore, if $\{x y z\}$ is contained in $R[\mathfrak{B}]$, then $x \geqq y$ and $y \geq z$ or $x \leqq y$ and $y \leqq z$. And, as this order satisfies P3, then we have

$$
|x y z| \rightarrow x \geq y \geq z \quad \text { or } \quad x \leq y \leqq z
$$

$$
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From the above discussion, we can conclude that when $A$ is connected, conditions B1, B2, B3, B4, B5, B6 and B7 are sufficient for betweenness of set $A$.

By conversing the order in a partially ordered set we have a partially ordered set (which is dual to proceed). So, in $A_{\mu}$ we may introduce at least two kinds of order from $R_{\mu}[\mathfrak{B}]$ when $R_{\mu} *[\mathfrak{B}]$ is not the only one element.
(IX) In general case when $A=\sum_{\mu} A_{\mu}$, we do not define the order of the element of $A_{\mu}$ and that of $A_{\nu}(\mu \neq \nu)$. And, we define the binary relation in each $A_{\mu}$ as in [1], then $A[\rho] \equiv$ $\sum_{\mu} A_{\mu}\left[\rho_{\mu}\right]$ becomes a partially ordered set. For, $A[\rho]$ is a direct sum of partially ordered sets $A_{\mu}\left[\rho_{\mu}\right]$ (from $\S 4$ and (5.1)). Moreover from the Lemma 4.4, (5.1) and (5.2) if $x \geqq y \geqq z$ or $x \leqq y \leqq z$ in $A[\rho]$, then $\{x y z\}$ is contained in $R[\mathfrak{B}]$, conversely if $\{x y z\}$ is contained in $R[\mathfrak{B}]$, then $x \geq y \geq z$ or $x \leqq y \leqq z$ in $A[\rho]$.

Therefore, in general case, conditions B1, B2, B3, B4, B5, B6 and B7 are also sufficient for betweenness of set $A$.

From the above result and Theorem 1 and 2, we have:
Theorem 4. The system of conditions $\mathfrak{B}(\equiv B 1, B 2, B 3, B 4, B 5, B 6$ and $B 7$ ) is necessary and sufficient for betweenness of set $A$. And these conditions are mutually independent.

## § 8. Uniqueness of order.

In this section, we shall prove that if the binary relation which satisfies P1, P2 and P3, i.e. partial order, may be introduced in $A$ from $R[\mathfrak{B}]$, then this order is unique. ${ }^{1)}$

We perform the decomposition of $A$ into connected systems : $A=\sum_{\mu} A_{\mu}$.
First, we shall prove that:
If the partial order can be introduced in $A_{\mu}$ from $R_{\mu}[\mathfrak{B}]$, then there are only two kinds of order, and the one is dual to the other.

Proof. We assume that a partial order $\rho$ is introduced in $A_{\mu}$ from $R_{\mu}[\mathfrak{B}]$. We take any element $a_{\omega}(\mu)$ of $A_{\mu}$, and fix it. And similarly as in $\S 5$, by means of distance for $R_{\mu}[\mathfrak{B}]$ we decompose the $A_{\mu}$ in the form

$$
A_{\mu}=a_{\omega}(\mu)+\sum_{s=1}\left({ }^{+} A^{s}+-A^{s}\right)^{2)}
$$

[^11]From (5.4), when ${ }^{+} A^{1} \neq 0$,

$$
-a_{0}^{1} \in-A^{1} \text { and }{ }^{+} a_{0}^{1} \in{ }^{+} A^{1} \rightarrow\left|-a_{0}^{1} a_{\omega}{ }^{+} a_{0}^{1}\right| .
$$

When ${ }^{+} A^{1} \equiv 0$, we have only to consider the proof concerning to $a_{\omega}$ and $-A^{i}$ in the following proof.
Since a partial order $\rho$ is introduced in $A_{\mu}$,

$$
\left|-a_{0}^{1} a_{\omega} a^{+} a_{0}^{1}\right| \Rightarrow-a_{0}^{1} \leq a_{\omega} \leq^{+} a_{0}^{1} \text { or }-a_{0}^{1} \geqq a_{\omega} \geqq^{+} a_{0}^{1} .
$$

And $-a_{0}^{1}, a_{\omega}$ and ${ }^{+} a_{0}^{1}$ are distinct, so we have

$$
-a_{0}^{1}<a_{\omega}<{ }^{+} a_{0}^{1} \text { or }-a_{0}^{1}>a_{\omega}>^{+} a_{0}^{1} .
$$

Then we consider about two cases:
Case 1. $-a_{0}^{1}<a_{\omega}<{ }^{+} \dot{a}_{0}^{1}$. Case 2. $\quad-a_{0}^{1}>a_{\omega}>^{+} a_{0}^{1}$.
Case $1-a_{0}{ }_{0}<a_{\omega}<{ }^{+} a_{0}{ }_{0}$.
For any element $-a^{1} \in-A^{1}$ and ${ }^{+} a^{1} \in{ }^{+} A^{1}$, from (5.4), we have that $\left\{-a_{0}^{1} a_{\omega}{ }^{+} a^{1}\right\}$ and $\left\{-a^{1} a_{\omega}{ }^{*} a^{1}{ }_{0}\right\}$ are contained in $R[\mathfrak{B}]$.
So,

$$
\left|-a_{0}^{1} a_{\omega}{ }^{+} a^{1}\right| \text { and }-a_{0}^{1}<a_{\omega} \Rightarrow a_{\omega}<^{+} a^{1},
$$

$$
\text { and } \quad\left|-a^{1} a_{\omega}{ }^{+} a_{0}^{1}\right| \text { and } a_{\omega}<^{+} a_{0}^{1} \Rightarrow-a^{1}<a_{\omega} .
$$

Hence,

$$
-a^{1}<a_{\omega}<^{+} a^{1} \quad \text { i.e. }
$$

$$
\begin{equation*}
-A^{1}<a_{\omega \omega}<^{+} A^{1} . \tag{8.1}
\end{equation*}
$$

Next, by the mathematical induction we show how the order for ${ }^{-1} A^{s-1}$ and $-A^{s}$ may be. First, we consider about the order for $-A^{1}$ and $-A^{2}$. When $-a^{2} \epsilon^{-} A^{2}$, there exists at least one $-a^{1}\left(\in-A^{1}\right)$ such that $\left\{-a^{1}-a^{2}-a^{2}\right\}$ is contained in $R[\mathfrak{B}]$ from the definition of $-A^{2}$. Let $-a^{1}$ and $-a^{2}$ be element of $-A^{1}$ and of $-A^{2}$ respectively such that $\left\{-a^{1}-a^{2}-a^{2}\right\}$ is contained in $R_{\mu}[\mathfrak{B}]$. So, $\left|-a^{1}-a^{2}-a^{2}\right| \Rightarrow-a^{1}<-a^{2}$ (0) $-a^{1}>-a^{2}$. (with respect to the order introducd from $R_{\mu}[\mathfrak{B}]$ )
Only the case $-a^{1}<-a^{2}$ may occur among them.
For: Let us suppose $-a^{1}>a^{2}$.
From (8.1) and $-a^{1}>-a^{2}$, we have $a_{\omega}>-a^{1}>-a^{2}$.

$$
a_{\omega}>-a^{1}>-a^{2} \Rightarrow\left|a_{\omega}-a^{1}-a^{2}\right| .
$$

This contradicts Lemma 4.3, hence $-a^{1}>-a^{2}$ may not occur.
Therefore $\left|-a^{1}-a^{2}-a^{2}\right| \Rightarrow-a^{1}<-a^{2}$; i.e. it must be

$$
\begin{equation*}
-A^{1} \otimes-A^{2} \tag{8.2}
\end{equation*}
$$

Assuming $-A^{s-1} \otimes-A^{s}\left(s\right.$ is even), we shall prove $-A^{s} \theta^{-} A^{s+1}$.
For the element $-a^{s+1} \epsilon^{-} A^{s+1}$, there exists at least one element $-a^{s}$ for
which $\left\{-a^{s}-a^{8+1}-a^{8+1}\right\}$ is contained in $R[\mathfrak{B}]$ from the definition of $-A^{8+1} .{ }^{1)}$

Let $-a^{s} \in^{-} A^{s},-a^{s+1} \in-A^{s+1}$ be two elements such that $\left\{-a^{s}-a^{s+1}-a^{s+1}\right\}$ is contained in $R[\mathfrak{B}]$.

$$
\left|-a^{8}-a^{8+1-a^{8+1}}\right| \Rightarrow-a^{8}<-a^{8+1} \cong-a^{8}>-a^{8+1}
$$

We shall prove that only the case $-a^{8}>-a^{s+1}$ may occur among them.
For; Suppose $-a^{8}<-a^{s+1}$.
From the assumption: $-A^{s-1} \otimes-A^{s}$ (s is even) and (8.3), there exists at least one element $-a^{s-1}\left(\epsilon^{-} A^{s-1}\right)$ such that $-a^{s-1}<-a^{s}$. Therefore we have $-a^{8-1}<-a^{8}<-a^{8+1}$, so $\left|-a^{s-1} a^{8}-a^{s+1}\right|$. This contradicts Lemma 4.3. Hence $-a^{s}<-a^{8+1}$ may not occur. Therefore $-a^{s}>-a^{s+1}$, i.e. it must be

$$
\begin{equation*}
-A^{s} \otimes-A^{s+1}(s=\text { even }) \tag{8.4}
\end{equation*}
$$

By the same manner as the above, we have:

$$
\begin{equation*}
-A^{t-1} \otimes-A^{t}(t=\mathrm{odd}) \rightarrow-A^{t} \otimes-A^{t+1} \tag{8.4}
\end{equation*}
$$

From the above results, the order for $-A^{i}(i=1,2, \ldots \ldots)$ must be as follows:

$$
\begin{equation*}
-A^{1} \otimes-A^{2} \otimes \ldots \ldots \cdot \theta^{-A^{2 m-1}} \otimes-A^{2 m} \otimes-A^{2^{m+1}} \otimes \ldots \ldots \tag{8.5}
\end{equation*}
$$

By the same process as the above, we may conclude that the order for ${ }^{+} A^{i}(i=1,2, \ldots)$ must be as follows:

$$
\begin{equation*}
{ }^{+} A^{1} \theta^{+} A^{2} \otimes \ldots \ldots . \quad \theta^{+} A^{2 l-1} \theta^{+} A^{2 l} \theta^{+} A^{2 l+1} \otimes \ldots \ldots \tag{8.6}
\end{equation*}
$$

Next, we consider about the order for elements of $-A^{s}$ ( $s$ is fixed).
Let $-a_{1}^{s}$ and $-a_{2}^{s}$ be two elements of $-A^{s}$ such that $\left\{-a_{1}^{s}-a_{2}^{s}-a_{2}^{s}\right\}$ is contained in $R[\mathfrak{B}]$.

$$
\left|-a_{1}^{s}-a_{2}^{s}-a_{2}^{s}\right| \stackrel{\text { lemman } 6.5}{=}\left|-a^{s-1}-a_{1}^{s}-a_{2}^{s}\right| \oplus\left|-a_{1}^{s}-a_{2}^{s}-a^{s-1}\right| .
$$

So, by (8.5) and (8.6) the order for $-a_{1}^{s}$ and $-a_{2}^{s}$ must be as follows:
When $s$ is even $\quad\left|-a^{s-1}-a_{1}^{s}-a_{2}^{s}\right| \rightarrow-a_{1}^{s}<-a_{2}^{s}$
When $s$ is odd and $s \geq 3 \quad\left|-a_{0}^{s-1}-a_{1}^{s}-a_{2}^{s}\right| \rightarrow-a_{1}^{s}>-a_{2}^{s}$
(for $s=1$, see (8.1) considering $-a^{s-1}$ as $a_{\omega}$ ).
Similarly we have that the order for elements of ${ }^{+} A^{8}$ must be dual to to the order in (8.7) and (8.8).

Furthermore, we consider about the order for ${ }^{\ominus} A^{s}$ and ${ }^{\oplus} A^{s}$.
Let ${ }^{\ominus} a^{8}$ and ${ }^{\oplus} a^{8}$ be two elements such that $\left\{{ }^{\ominus} a^{8}{ }^{\oplus} a^{8}{ }^{\oplus} a^{8}\right\}$ is contained in $R[\mathfrak{B}]$.

[^12]$$
\left|\ominus a^{8} \oplus a^{8} \oplus a^{8}\right| \rightarrow \ominus a^{8}>\oplus a^{8} \text { Ю1 } \ominus a^{8}<\oplus a^{8}
$$

We shall prove that only the case ${ }^{\ominus} a^{s}>{ }^{\oplus} a^{s}$ (for $s$ is even) may occur among them.

Suppose

$$
\begin{equation*}
{ }^{\ominus} \boldsymbol{a}^{s}<{ }^{\oplus} \boldsymbol{a}^{s} \tag{i}
\end{equation*}
$$

From (8.3), we have that there exists one element $-a^{s-1}$ such that $\left\{-a^{8-1} \theta^{s} \theta^{s}\right\}$ is contained in $R[\mathfrak{B}]$. From (8.5), we have that

$$
\begin{equation*}
\left\{-a^{s-1} \ominus a^{s} \ominus a^{s}\right\} \in R[\mathfrak{B}], \text { so }\left|-a^{s-1} \ominus a^{8}{ }^{\circ} a^{8}\right| \rightarrow-a^{s-1}<\ominus a^{s} . \tag{ii}
\end{equation*}
$$

From (i) and (ii), $\left\{-a^{s-1} \oplus a^{8} \oplus a^{8}\right\} \in R[\mathfrak{B}]$.
So, $\left.\left|-a^{s-1} \ominus a^{s} \oplus a^{8}\right| \rightarrow\right|^{-} a^{s-1} \oplus a^{8} \oplus a^{s} \mid$, hence from the definition of $-A^{8}$ we have ${ }^{\oplus} a^{s} \in-A^{s}$.
This contradicts ${ }^{\oplus} a^{s} \in{ }^{+} A^{s}$, so $-a^{s}<{ }^{\oplus} a^{s}$ (s is even) may not occur.
Hence, it must be that $\left.-a^{s}\right\rangle^{\oplus} a^{s}$, i.e.

$$
\begin{equation*}
{ }^{\ominus} \boldsymbol{A}^{s} \otimes^{\oplus} \boldsymbol{A}^{s} \quad \text { (for } s=\text { even). } \tag{8.10}
\end{equation*}
$$

Similarly, it must be that

$$
\begin{equation*}
{ }^{\ominus} A^{s} \otimes{ }^{\oplus} \boldsymbol{A}^{s} \quad \text { (for } s=\text { odd.) } \tag{8.11}
\end{equation*}
$$

Moreover, by the Lemmas 4.3 and 6.9 , the $A^{i}$ which may have the relation with $-A^{s}$ is ${ }^{\ominus} A^{s-1},{ }^{\oplus} A^{s-1},{ }^{\oplus} A^{s},-A^{s}$ and $-A^{s+1}$. So, the above discussions exhaust all cases which must be considered.

From the above discussions, we conclude that for the case 1 if a partial order may be introduced by any manner in $A$ from $R[\mathfrak{B}]$, then the order must satisfy the conditions (8.1), (8.5), (8.6), (8.7), (8.8), (8.9), (8.10) and (8.11). (This system of conditions (8.1)-(8.11) is the same as the system of (I) (II) (III) (V) (VI) (VII) in the definition of order in the previous section.)

Case 2. $-a_{0}^{1}>a_{\omega}>{ }^{+} a_{0}^{1}$
For this case, similarly, the conditions (8.1)'.....(8.11)' which are obtained by conversing the order in (8.1)-(8.11). So, in this case: if a partial order may be introduced in $A_{\mu}$, then the order must be dual to that in Case 1.

Thus, we have:
Theorem 5. The partial order which may be introduced by any manier in $A_{\mu}$ from $R_{\mu}[\mathfrak{B}]$, must be that obtained in $\S 7$ or its dual.

The case when $R[\mathfrak{B}]$ is not connected: $A[R]=\sum_{\mu} A_{\mu}[R]$.
There are no elements $x$ and $y$ such that $x \in A_{\mu}, y \in A_{\nu}$ and $\|x, y, z\|$ $\in R[\mathfrak{B}]$ as we have seen in $\S 4$ and (5.2). So, in partial order which may be introduced in $A$ from $R[\mathfrak{B}]$, there must be no order for elements $x \in A_{\mu}$
and $y \in A_{\nu}(\mu \neq \nu)$. (This condition is (IX) in § 7.)
And the orders in $A_{\mu}$ and $A_{\nu}$ are independent of each other.

- So, from the above and Theorem 5, we have:

Theorem 6. We can introduce one and only one order in A from $R[\mathfrak{B}]$ except for equivalent.

Equivalent orders in connected essential set ${ }^{1)} A_{\mu}[R]$ are, clearly, some one and its dual, so we have:

Corollary: We may introduce just $2^{c}=$ kinds of orders in A from $R[\mathfrak{B}]$ when $c$ is power of the index set $\{\kappa\}$ of essential connected sets $A_{\kappa}[R]$ in the decomposition: $A[R]=\sum_{\mu} A_{\mu}[R]$.

## § 9. Other complete systems and remark.

We shall investigate the systems $\mathfrak{B}^{\prime}$ and $\mathfrak{B}^{\prime \prime}$ which are equivalent to the system $\mathfrak{B}$ ( $\equiv \mathrm{B} 1, \mathrm{~B} 2, \mathrm{~B} 3, \mathrm{~B} 4, \mathrm{~B} 5, \mathrm{~B} 6, \mathrm{~B} 7$ ).
I) The system $\mathfrak{B}$ is equivalent to the system $\mathfrak{B}^{\prime}:^{2)}$

$$
\mathfrak{B}^{\prime}\left(\begin{array}{ll}
\text { B1. } & |a a a| \text { for all } a .  \tag{9.1}\\
\text { B2. } & |a b x| \rightarrow|a a b| . \\
\text { B3. } & |a x b| \rightarrow|b x a| . \\
\text { B4. } & |a x b| \cdot|a b x| \rightarrow x=b . \\
\text { B5. } & |a x b| \cdot|x b y| x \neq b \rightarrow|a b y| . \\
\text { B6'. }^{\prime} & \left|a_{1} a_{2} x_{1}\right| \cdot\left|a_{2} a_{3} x_{2}\right| \ldots \ldots\left|a_{2 n+1} a_{1} x_{2 n+1}\right| \rightarrow\left|a_{i} a_{i+1} a_{i+2}\right| . \\
\text { B7'. } & |a b c| \cdot|b d x| \rightarrow|a b d| \text { ©r }|d b c| .
\end{array}\right.
$$

For, from the Lemmas 3.2 and 3.3 we can easily obtain $\mathrm{B}^{\prime}$ and B7' from $\mathfrak{B}$ so that $\mathfrak{B}>\mathfrak{B}^{\prime}$; and conversely the system $\mathfrak{B}$ follows from $\mathfrak{B}^{\prime}$ by means of $\mathfrak{B} \subset \mathfrak{B}^{\prime}$.

The condition B4 $4^{\prime \prime}:|x a b|$ and $|x b a|$ are not compatible, is equivalent to B4 since the former is the opposition of the latter. ${ }^{3)}$ So by the similar way we have that:
II) In the system $\mathfrak{B}$ the conditions B4, B6 and B7 may be replaced by $B 4^{\prime \prime}, B 6^{\prime \prime}$ and $B 7^{\prime \prime}$ respectively.

[^13]III) And the system $\mathfrak{B}$ is equivalent to the system $\mathfrak{B \prime \prime}$ :
\[

\mathfrak{B}^{\prime \prime}\left\{$$
\begin{array}{ll}
\text { B1. } & |a a a| \text { for all } a . \\
\text { B2". } & \|x, y, z\| \rightarrow|x y y| . \\
\text { B3. } & |a x b| \rightarrow|b x a| . \\
\text { B4". } & |x a b| \text { and }|x b a| \text { are not compatible. } \\
\text { B6" } . & \left\|a_{1}, a_{2}, x_{1}\right\| \cdot\left\|a_{2} a_{3} x_{2}\right\| \ldots \ldots\left\|a_{2 n+1}, a_{1}, x_{2 n+1}\right\| \rightarrow\left|a_{i} a_{i+1} a_{i+2}\right| . \\
\text { B7". }|a b c| \cdot\|b, d, x\| \rightarrow|a b d| \circledast \mid \text { © }|d b c| .
\end{array}
$$ .\right.
\]

Proof. Since the condition $\mathrm{B} 2^{\prime \prime}$ is the same as Lemma 3.2 it follows that $\mathfrak{B}>\mathfrak{B}^{\prime \prime}$ from (9.2). And conversely, B2" contains B2 and B5 follows from $\mathfrak{B}^{\prime \prime}$. For;
(i) In the case where $x, b$ and $y$ are all distinct we have $|a x b| \cdot|x b y| \rightarrow|x b y| \cdot\|a, x, b\| \xrightarrow{\mathrm{Bi}^{\prime \prime}}|a b y|$ (r) $|x b a|$, on the other hand $|x b a|$ (i.e. $|a b x|$ from B3) and $|a x b| \cdot x \neq b$ are not compatible from B4". So we have $|a x b| \cdot|x b y| x \neq b \rightarrow|a b y|$.
(ii) In the case $x=y$ we have $|x b y| \rightarrow|x b x| \stackrel{\text { lemman } 3.1}{\longrightarrow} x=b$, hence the assumption of B5 may not occur.
(iii) In the case $y=b$, we have $|a x b| \rightarrow\|a, x, b\| \xrightarrow{\mathrm{RR}^{\prime \prime}}|a b b|$, so $|a x b| \cdot|x b y| x \neq b \rightarrow|a b y|$.
Hence we have $\mathfrak{B ^ { \prime \prime }}>$ B5. Therefore $\mathfrak{B \prime \prime}>\mathfrak{B}$. So we have $\mathfrak{B}=\mathfrak{B}{ }^{\prime \prime}$.
Furthermore from the examples $2,4,6,7$ and the following examples 10 and 11 , the conditions in $\mathfrak{B}^{\prime \prime}$ are mutually independent.
Example 10. Set $A$ consists of $a$ and $b$, set $R: \varnothing$.
Example 11. Set $A$ consists of $a$ and $b$, set $R:\{a b b\}\{b a a\}\{a a a\}\{b b b\}$.
From (9.1), (9.3) and Theorem 4 we have the systems $\mathfrak{B}^{\prime}$ is complete conditions ${ }^{1)}$ for betweenness of set $A$ and also $\mathfrak{B}^{\prime \prime}$.

## Remark :

In §1--§8 we have investigated the system of conditions for betweenness on the set $A$ in the case where $A$ is given at first. The betweenness in this case is called betweenness of set $A$.

As the system of conditions of betweenness from the standpoint of discussing only the character of interval without considering the set $A$ at the start, i.e. the standpoint of characterizing the betweenness for some set (where only the conditions for $R$ and the order of elements in $R^{*}$ are discussed), we have the following:

[^14](S. $\mathfrak{B}\left\{\begin{aligned} \mathrm{G} \cdot \mathrm{B}(12)^{\prime} \cdot & |x y z| \rightarrow|x x y| . \\ \mathrm{B} 3 . & |a x b| \rightarrow|b x a| . \\ \mathrm{B} 4 . & |a x b| \cdot|a b x| \rightarrow x=b . \\ \mathrm{B} 5 . & |a x b| \cdot|x b y| x \neq b \rightarrow|a b y| . \\ \mathrm{B} 6 . & \left|a_{1} a_{2} a_{2}\right| \cdot\left|a_{2} a_{3} a_{3}\right| \ldots \ldots\left|a_{2 n+1} a_{1} a_{1}\right| \rightarrow\left|a_{i} a_{i+1} a_{i+2}\right| . \\ \mathrm{B} 7 . & |a b c| \cdot|b d d| \rightarrow|a b d| \text { @r) }|d b c| .\end{aligned}\right.$

This system is called the system of conditions for betweenness.
Theorem 7. This system of conditions characterizes the betweenness of some set.

Proof. First we prove. that in $R^{*}$ the system $\mathfrak{F S b}$ is equivalent to the system $\mathfrak{B}$. The system $\mathfrak{B}$ follows from the system $\mathfrak{B} \cdot \mathfrak{B}$. For, $|x y z|$
 and $|z y x|$ we have $|y y y|$ and $|z z z|$ by the similar way as the above. Hence for any element $x$ of $R^{*}$ there exists $|x x x|$. The condition B 2 is clear from $\mathrm{G} \cdot \mathrm{B}(12)^{\prime}$. Therefore we have $(\mathfrak{B} \cdot \mathfrak{B} \rightarrow \mathfrak{B}$.

Conversely, the system $\mathbb{B} \cdot \mathfrak{B}$ follows from the system $\mathfrak{B}$. The condition $\mathrm{G} \cdot \mathrm{B}(12)^{\prime}$ follows from the system $\mathfrak{B}$. For, (i) $|x y z| x=y \xrightarrow{\mathrm{Bl}}|x x x| \equiv|x x y|$. (ii) $|x y z| x \neq y \xrightarrow{\text { B2 }}|x x y|$. So we have $\mathfrak{B} \rightarrow$ (B. $\mathfrak{B}$. Therefore the system (S. $\mathfrak{B}$ is equivalent to the system $\mathfrak{B}$.

Thus, from Theorem 4, the system of conditions $\mathfrak{C b} \cdot \mathfrak{B}$ is a complete system for betweenness (of $R^{*}$ ). So we have theorem.

From (9.4), the system of conditions ${ }^{(5)} \cdot \mathfrak{B}^{\prime \prime}\left(\equiv \mathrm{B} 2^{\prime \prime}, \mathrm{B} 3, \mathrm{~B} 4{ }^{\prime \prime}, \mathrm{B} 6^{\prime \prime}, \mathrm{B} 7^{\prime \prime}\right)$ is also a complete system of conditions for betweenness.
§ 10. On the axioms which have been discussed by G. Birkhoff, E. Pitcher and M. F. Smiley.

In this section, we shall consider the conditions which have been discussed by G. Birkhoff, E. Pitcher and M. F. Smiley.

The necessary conditions for betweenness stated by G. Birkhoff ${ }^{1)}$ are as follows:
(1) ( $a x b$ ) implies ( $b x a$ ).
(2) ( $a x b$ ) and ( $a b x$ ) imply $x=b$.
(3) ( $a x b$ ) and ( $a y x$ ) imply (ayb).
(4) (axb), ( $x b y$ ) and $x \neq b$ imply ( $a b y$ ).
(5) (abc) and (acd) imply (bcd).

[^15]And, E. Pitcher and M.F. Smiley obtained the three conditions which are independent of (1), (2), (3), (4) and (5), ${ }^{1)}$
(6) (abc), (adc) and (bxd) imply (axc).
(7) (abc), (abd) and (cxd) imply (abx).
(8) ( $a b c$ ), ( $a b d$ ) and ( $x b c$ ) imply ( $x b d$ ).

Adding to (1)-(8), the following condition is necessary.
(9) ( $a b c$ ), ( $b c d$ ), ( $a b x$ ) and ( $x c d$ ) imply ( $b x c$ ).

The above conditions (1), (2) and (4) are the conditions B3, B4 and B5 respectively: (1) $\equiv \mathrm{B} 3,(2) \equiv \mathrm{B} 4$ and (4) $\equiv \mathrm{B} 5$.

We shall prove that the condition (9) is necessary and that the nine conditions (1)-(9) are independent of each other.

Proof. If (abc), (bcd), (abx) and ( $x c d$ ), then only one case among the following two may occur, because $a, b, c$ and $d$ are distinct.
(1) $a>b>c, b>c>d, a>b \geq x$ and $x \geq c>d$.
(2) $a<b<c, b<c<d, a<b \leqq x$ and $x \leqq c<d$

Then in the case (1) $b \geqq x \geqq c$ and in the case (2) $b \leqq x \leqq c$, so in all cases, (bxc) must be contained in $R[\mathfrak{B}]$.

Next, we shall prove that nine conditions (1)-(9) are mutually independent.

By the examples 3,4 and the following examples $12,13,14,15,16,17$ and 18, each of which satisfies the eight of the nine conditions respectively, except one, we prove the above proposition.

| Example | set $A$ | system $R$ |  |
| :---: | :---: | :---: | :---: |
| 12 | $a, b, c$ | $\{a a b\}\{b a a\}\{a c a\}$ | only (3) is not satisfied. |
| 13 | $a, b, c, d$ | $\{a b c\}\{c b a\}\{b c d\}\{d c b\}$ | (4) " |
| 14 | $a, b, c, d$ | $\{a b c\}\{c b a\}\{a b d\}\{d b a\}\{a c d\}\{d c a\}$ | (5) " |
| 15 | $\begin{aligned} & a, b, c \\ & d, e \end{aligned}$ | $\{a b c\}\{c b a\}\{a d c\}\{c d a\}\{b e d\}\{d e b\}$ | (6) " |
| 16 | $\begin{aligned} & a, b, c \\ & d, e \end{aligned}$ | $\{a b c\}\{c b a\}\{a b d\}\{d b a\}\{c e d\}\{d e c\}$ | (7) " |
| 17 | $\begin{aligned} & a, b, c \\ & d, e \end{aligned}$ | $\{a b c\}\{c b a\}\{a b d\}\{d b a\}\{e b c\}\{c b e\}$ | (8) |
| 18 | $\begin{aligned} & a, b, c \\ & d, e \end{aligned}$ | $\{a b c\}\{c b a\}\{b c d\}\{d c b\}\{a c d\}\{d c a\}\{a b d\}\{d b a\}$ $\{a b e\}\{e b a\}\{e c d\}\{d c e\}$ | (9) |

[^16]Now, we have the following result:
[1] The system of conditions (1), (2), ... , (9) follows from the system of conditions B1, B2, ... , B7.

For: since the system of conditions B1, B2, ... , B7 is necessary and sufficient for betweenness of set $A$, so the system (1), (2), .., (9) must be obtained from the system of conditions B1, B2, ... , B7.
[2] Each condition of $\mathrm{B} 1, \mathrm{~B} 2, \mathrm{~B} 6$ and B 7 is independent of the conditions (1), (2), .., (9) and the remaining three conditions of B1, B2, B6 and B7.

By the examples 1, 2, 6 and 7 (page 183) we may show the above.
From the above discussion, we have the conclusion:
The nine conditions (1), (2), .., (9) are necessary and independent of each other, but are not sufficient for betweenness of set $A$.

## Chapter II

## On betweenness of special cases

In this chapter, we shall investigate the betweenness of set $A$ when the system $A[\rho]$ is the following special system: [1] bounded, [2] being connected and having center, ${ }^{1)}$ [3] having one extreme element, [4] having two extreme elements [5] simply ordered.

We shall obtain the following result:
The systems of axioms for these special cases are obtained by replacing merely $\mathrm{B} 6[1], \mathrm{B} 6[2], \mathrm{B} 6[3], \mathrm{B} 6[4]$ and $\mathrm{B} 6[5]$ respectively for B 6 in the system of axioms in general case. (Cf. $\mathfrak{B}[\mathrm{S} . \mathrm{I}], \mathfrak{B}[\mathrm{S} . \mathrm{II}], \mathfrak{B}[\mathrm{S}$. III] $\mathfrak{B}$ [S. IV] and $\mathfrak{B}[\mathrm{S} . \mathrm{V}]$ ).

In this chapter, $|x y z|$ means that $\{x y z\}$ belongs to $R[Z]$ in which $Z$ is a system of conditions considered in that place.

## § 1. Case I. Bounded.

In the decomposition of $A: A=\sum A_{\mu}=\sum_{\mu}\left(\sum_{s} A_{\mu}^{s}+a_{\omega}(\mu)\right)$, we can easily see from the definition of $A_{\mu}^{s}$

$$
A_{\mu}^{t_{1}}=0 \rightarrow A_{\mu^{2}}^{t_{2}}=0\left(t_{2}>t_{1}\right)
$$

When, in particular, $A_{\mu}=\sum_{s=1}^{m \mu} A_{\mu}^{s}+a_{\omega}(\mu)$ ( $m_{\mu}$ is finite), $A_{\mu}$ is said to be bounded. This is eqivalent to that the distance of any two elements in $\boldsymbol{A}_{\mu}$

[^17]is bounded, so that it is independent of choosing of $a_{\omega}(\mu)$. But, the value of $m_{\mu}$ depends on choosing of $a_{\omega}(\mu)$. The minimum value $m_{\mu}^{0}$ of $m_{\mu}$ for all $a_{\omega}(\mu)\left(\in A_{\mu}\right)$ is said to be the radius of connected set $A_{\mu}[R]$, and an $a_{\omega}^{0}(\mu)$ for the $m_{\mu}^{0}$ is said to be pseudo center, and specially the pseudo center for the radius one is said to be center. When the set of radii of connected sets $A_{\mu}$ in $A=\sum A_{\mu}$ is bounded, $A$ is said to be inner bounded, and the maximal radius $A_{\mu}(\mu)$, is said to be inner radius of $A$.

When the inner radius of $A$ is equal to $r$, in the proof of the sufficiency in $\S 7$, Chapter I, the condition $B 6^{\prime}$ has been used for only $n \leqq r^{1)}$ : i.e. $\left|a_{1} a_{2} x_{1}\right| \cdot\left|a_{2} a_{3} x_{2}\right| \ldots \ldots\left|a_{2 n+1} a_{1} x_{2 n+1}\right| \rightarrow\left|a_{i} a_{i+1} a_{i+2}\right|$ (for $n=1,2, \ldots, r$ and at least one $i$, $(1 \leqq i \leqq 2 n+1)$ ). We shall write this condition by $\stackrel{r}{\mathrm{~B}} 6 \equiv \mathrm{~B} 6[\mathrm{I}]$. And by [I, examples $1,2,3,4,5,6,7,8]^{2)}$ (page 183) we can easily see that the conditions $\mathrm{B} 1, \mathrm{~B} 2, \mathrm{~B} 3, \mathrm{~B} 4, \mathrm{~B} 5, \mathrm{~B} 6$ and B 7 are mutually independent.

Therefore, from [I, Theorem 4] we have:
Theorem 1. When the inner radius of $A$ is equal to $r$, then the system of conditions : $\mathfrak{B}[\mathrm{S} . \mathrm{I}] \equiv(B 1, B 2, B 3, B 4, B 5, \stackrel{r}{B} 6, B 7)$ is the complete condition for betweenness of set $A$, where

$$
\begin{aligned}
& \stackrel{r}{B} 6: \quad\left|a_{1} a_{2} x_{1}\right| \cdot\left|a_{2} a_{3} x_{2}\right| \ldots \ldots\left|a_{2 n+1} a_{1} x_{2 n+1}\right| \rightarrow\left|a_{i} a_{i+1} a_{i+2}\right| \\
& \text { for } n=1,2, \ldots, r \text { and at least one } i(1 \leqq i \leqq 2 n+1) .
\end{aligned}
$$

## § 2. Case II. Being connected and having center.

In particular, from the Theorem 1, the condition for betweenness of set $A$ such that $A$ is connected and has center, is the system: B0, B1, B2, $B 3, B 4, B 5, B 6, B 7$, where

B0: $\left|a_{0} x x\right|$ for all $x$ and some one $a_{0}$, B6: $\left|a_{1} a_{2} x_{1}\right| \cdot\left|a_{2} a_{3} x_{2}\right| \cdot\left|a_{3} a_{1} x_{3}\right| \rightarrow\left\|a_{1}, a_{2}, \dot{a}_{3}\right\|$.
By taking $b$ as center $a_{0}$ in the following example and [I, examples $1,2,3,4,5,6,7$ ] (page 183), each of which does not satisfy only one of the the conditions $\mathrm{B} 0, \ldots \ldots$, B 7 respectively, we see that the conditions B1, B2, B3, B4, B5, B6 and B7 are mutually independent.

Example 1. Set $A$ consists of $a$ and $b$, system $R:\{a a a\}\{b b b\}$ (only B0 is not satisfied)

[^18]Next, we shall investigate the other complete conditions for betweenness of set $A$ such that $A$ is connected and has center.

Theorem 2. The system of conditions: $\mathfrak{B}[\mathrm{S} . \mathrm{II}] \equiv(B 1, B 2, B 3, B 4, B 5$, $B 6[2], B 7)$ is the complete condition for betweenness of set $A$ such that $A$ is connected and has center, where
$\mathrm{B} 6[2]:\|x, y, z\| \rightarrow\left\|a_{0}, x, y\right\|$ for some one element $a_{0}$.
Proof. First, from B0, there exists $\left|a_{0} x x\right|,\left|a_{0} y y\right|$, so by the lemma 3.2

$$
\left|a_{0} x x\right| \cdot\|x, y, z\| \cdot\left|y y a_{0}\right| \stackrel{\frac{1}{\mathrm{Be}}}{\Longrightarrow}\left\|a_{0}, x, y\right\| .
$$

Hence condition $\mathrm{B} 6[2]$ is necessary.
Conversely, we shall prove that conditions B 0 and B 6 follow from conditions B1, B2, B3, B4, B5, B6[2] and B7.

Putting $x=y$ in the condition $\mathrm{B} 6[2]$, we have B 0 , and we shall prove that condition ${ }^{1} 6$ follows.

$$
\begin{align*}
& \left|a_{1} a_{2} x_{1}\right| \xrightarrow{\left.\mathrm{B} \varepsilon^{-2}\right]}\left\|a_{0}, a_{1}, a_{2}\right\|,  \tag{2.1}\\
& \left|a_{2} a_{3} x_{2}\right| \xrightarrow{\mathrm{B} 6[2]}\left\|a_{0}, a_{2}, a_{3}\right\| .  \tag{2.2}\\
& \left|a_{3} a_{1} x_{3}\right| \xrightarrow{\left.\beta 6^{2} 2\right]}\left\|a_{0}, a_{3}, a_{1}\right\| . \tag{2.3}
\end{align*}
$$

Combining (2.1) and (2.2), we have the cases:

1) $\left|a_{0} a_{1} a_{2}\right| \cdot\left|a_{0} a_{2} a_{3}\right|:\left|a_{0} a_{1} a_{2}\right| \cdot\left|a_{0} a_{2} a_{3}\right| \stackrel{\text { (I, lemmas } 3.6]}{ }\left|a_{1} a_{2} a_{3}\right|$
2) $\left|a_{0} a_{1} a_{2}\right| \cdot\left|a_{0} a_{3} a_{2}\right|$ : According to (2.3), we have the cases:
(i) $\left|a_{0} a_{3} a_{1}\right|:\left|a_{0} a_{3} a_{1}\right| \cdot\left|a_{0} a_{1} a_{2}\right| \xlongequal{(1, \text { lemma 3.8) }}\left|a_{3} a_{1} a_{2}\right|$.
(ii) $\left|a_{0} a_{1} a_{3}\right|:\left|a_{0} a_{1} a_{3}\right| \cdot\left|a_{0} a_{3} a_{2}\right| \stackrel{[\tau, \text { lemma } 3.6]}{ }\left|a_{1} a_{3} a_{2}\right|$.
(iii) $\left|a_{1} a_{0} a_{3}\right|:\left|a_{1} a_{0} a_{3}\right| \cdot\left|a_{0} a_{3} a_{2}\right| \xrightarrow{\mathrm{B} 5}\left|a_{1} a_{3} a_{2}\right|$.
3) $\left|a_{0} a_{1} a_{2}\right| \cdot\left|a_{2} a_{0} a_{3}\right|:\left|a_{2} a_{1} a_{0}\right| \cdot\left|a_{2} a_{0} a_{3}\right| \stackrel{(1, \text { lemma } 3.6]}{\Longrightarrow}\left|a_{1} a_{0} a_{3}\right|$, $\left|a_{2} a_{1} a_{0}\right| \cdot\left|a_{1} a_{0} a_{3}\right| \xrightarrow{\text { вз } \text {, }}\left|a_{2} a_{1} a_{3}\right|$.
4) $\left|a_{0} a_{2} a_{1}\right|$ : In this case, in the similar way as 1), 2) and 3), we can prove that it follows that $\left\|a_{1}, a_{2}, a_{3}\right\| \in R[\mathfrak{B}[\mathrm{~S}$. II $]]$.
5) $\left|a_{1} a_{0} a_{2}\right| \cdot\left|a_{0} a_{2} a_{3}\right|: \quad\left|a_{1} a_{0} a_{2}\right| \cdot\left|a_{0} a_{2} a_{3}\right| \xrightarrow{\text { ㅍㄷ }}\left|a_{1} a_{2} a_{3}\right|$.
6) $\left|a_{1} a_{0} a_{2}\right| \cdot\left|a_{0} a_{3} a_{2}\right|$ : By the similar way as 3 ), we have $\left|a_{1} a_{3} a_{2}\right|$.
7) $\left|a_{1} a_{0} a_{2}\right| \cdot\left|a_{2} a_{0} a_{3}\right|$ : According to (2.3), we have the following cases:
(i) $\left|a_{0} a_{3} a_{1}\right|:\left|a_{2} a_{0} a_{3}\right| \cdot\left|a_{0} a_{3} a_{1}\right| \xrightarrow{\text { B5 }}\left|a_{2} a_{3} a_{1}\right|$,
(ii) $\left|a_{0} a_{1} a_{3}\right|:\left|a_{2} a_{0} a_{1}\right| \cdot\left|a_{0} a_{1} a_{3}\right| \stackrel{\text { B5 }}{\Longrightarrow}\left|a_{2} a_{1} a_{3}\right|$,
(iii) $\left|a_{1} a_{0} a_{3}\right|:\left|a_{1} a_{0} a_{2}\right| \cdot\left|a_{2} a_{0} a_{3}\right| \stackrel{\mathrm{B7}}{\Longrightarrow}\left|a_{1} a_{0} a_{3}\right|$ © $\left|a_{3} a_{0} a_{2}\right|$.

But both $\left|a_{1} a_{0} a_{3}\right|$ and $\left|a_{3} a_{0} a_{2}\right|$ must be contained in $R[\mathfrak{B}[S$. II]], so this is contradiction. Hence, this case (iii) may not occur. Thus we have

B6. And [I, Lemma 3.6] follows from conditions B2, B3, B4 and B7 (page 185). So that, the conditions B1, B2, B3, B4, B5, B6[2] and B7 are sufficient. By taking $b$ as center $a_{0}$ in [I, Examples 1, 2, 3, 4, 5, 6, 7] (page 183), each of which does not satisfy only one of the conditions B1, B2, B3, B4, $\mathrm{B} 5, \mathrm{~B} 6[2]$ and B 7 respectively, we see that these conditions are mutually independent. Thus we have Theorem 2.

## § 3. Case III. Having one extreme element.

In this case, $A$ is connected and has center, and so we have:
The condition for betweenness of set $A$ such that $A$ has one extreme element, is the system $\mathrm{B} 0, \mathrm{~B} 0^{\prime}, \mathrm{B} 1, \mathrm{~B} 2, \mathrm{~B} 3, \mathrm{~B} 4, \mathrm{~B} 5, \mathrm{~B} 6$ and B 7 , where
$\mathrm{B}^{\prime}: \quad\left|x a_{0} y\right| \rightarrow x=a_{0}$ or $y=a_{0}$ for some one element $a_{0} ;$
and $a_{0}$ is the extreme element.
We see that the conditions $\mathrm{B} 0, \mathrm{~B} 0^{\prime}, \mathrm{B} 1, \mathrm{~B} 2, \mathrm{~B} 3, \mathrm{~B} 4, \mathrm{~B} 5, \mathrm{~B}^{1} 6$ and B 7 are mutually independent, by taking $b$ as $a_{0}$ in the Example 1 and [I, Examples 1, 2, 3, 6] (page 183), each of which does not satisfy only one of the conditions $\mathrm{B} 0, \mathrm{~B} 1, \mathrm{~B} 2, \mathrm{~B} 3$ and B 6 respectively, and from the following examples.

| Example | set $A$ | system $R$ |  |
| :---: | :---: | :---: | :---: |
| 2 | $\begin{aligned} & a_{0}, a, b \\ & c, d \end{aligned}$ | $\begin{aligned} & \left\{a a_{0} b\right\}\left\{b a_{0} a\right\},\left\{a a_{0} d\right\}\left\{d a_{0} a\right\},\left\{b a_{0} c\right\}\left\{c a_{0} b\right\},\left\{c a_{0} d\right\}\left\{d a_{0} c\right\} \\ & \left\{a_{\theta} a_{0} a\right\}\left\{a a_{0} a_{0}\right\}\left\{a_{0} a a\right\}\left\{a a a_{0}\right\},\left\{a_{0} a_{0} b\right\}\left\{b a_{0} a_{0}\right\}\left\{a_{0} b b\right\}\left\{b b a_{0}\right\} \\ & \left\{a_{0} a_{0} c\right\}\left\{c a_{0} a_{0}\right\}\left\{a_{0} c c\right\}\left\{c c a_{0}\right\},\left\{a_{0} a_{0} d\right\}\left\{d a_{0} a_{0}\right\}\left\{a_{0} d d\right\}\left\{d d a_{0}\right\} \\ & \{a a b\}\{b a a\}\{a b b\}\{b b a\},\{a a d\}\{d a a\}\{a d d\}\{d d a\} \\ & \{b b c\}\{c b b\}\{b c c\}\{c c b\},\{c c d\}\{d c c\}\{c d d\}\{d d c\} \\ & \left\{a_{0} a_{0} a_{0}\right\}\{a a a\}\{b b b\}\{c c c\}\{d d d\} \end{aligned}$ | only $\mathrm{BO}^{\prime}$ <br> is not satisfied. |
| 3 | $\begin{aligned} & a_{0}, a, b \\ & c \end{aligned}$ | $\left\{a_{0} a b\right\}\left\{a_{0} b a\right\}\left\{b c a a_{0}\right\}\left\{a b a_{0}\right\}$, <br> $\left\{a_{0} a_{0} a\right\}\left\{a a_{0} a_{0}\right\}\left\{a_{0} a a\right\}\left\{a a a_{0}\right\},\left\{a_{0} a_{0} b\right\}\left\{b a_{0} a_{0}\right\}\left\{a_{0} b b\right\}\left\{b b a_{0}\right\}$ <br> $\left\{a_{0} a_{0} c\right\}\left\{c a_{0} a_{0}\right\},\left\{a_{0} c c\right\}\left\{c c a_{0}\right\}\{a a c\}\{c a a\}\{a c c\}\{c c a\}$, <br> $\{b b c\}\{c b b\}\{b c c\}\{c c b\},\{a a b\}\{b a a\}\{a b b\}\{b b a\}$, <br> $\{a b c\}\{c b a\},\left\{a_{0} a c\right\}\left\{c a a_{0}\right\},\left\{a_{0} b c\right\}\left\{c b a_{0}\right\}\left\{a_{0} a a_{0}\right\}\left\{a_{0} b a_{0}\right\}$ <br> $\left\{a_{0} a_{0} a_{0}\right\}\{a a a\}\{b b b\}\{c c c\}$ | only B4 is not satisfied. |

\begin{tabular}{|c|c|c|c|}
\hline 4

5 \&  \& | $\left\{a_{0} a b\right\}\left\{b a a_{0}\right\},\{a b c\}\{c b a\}\{a b d\}\{d b a\}\left\{a_{0} a c\right\}\left\{c a a_{0}\right\}$ $\left\{a_{0} b c\right\}\left\{c b a_{0}\right\}\left\{a_{0} d c\right\}\left\{c d a_{0}\right\}\left\{a_{0} b d\right\}\left\{d b a_{0}\right\}\{b d c\}\{c d b\}$ $\{a a b\}\{b a a\}\{a b b\}\{b b a\},\{b b d\}\{d b b\}\{b d d\}\{d d b\}$ $\{a a c\}\{c a a\}\{a c c\}\{c c a\},\{d d c\}\{c d d\}\{d c c\}\{c c d\}$ $\left\{a_{0} a_{0} a\right\}\left\{a a_{0} a_{0}\right\}\left\{a_{0} a a\right\}\left\{a a a_{0}\right\},\left\{a_{0} a_{0} b\right\}\left\{b a_{0} a_{0}\right\}\left\{a_{0} b b\right\}\left\{b b a_{0}\right\}$ $\left\{a_{0} a_{0} d\right\}\left\{d a_{0} a_{0}\right\}\left\{a_{0} d d\right\}\left\{d d a_{0}\right\},\left\{a_{0} a_{0} c\right\}\left\{c a_{0} a_{0}\right\}\left\{a_{0} c c\right\}\left\{c c a_{0}\right\}$ $\{b b c\}\{c b b\}\{b c c\}\{c c b\},\left\{a_{0} a_{0} a_{0}\right\}\{a a a\}\{b b b\}\{c c c\}\{d d d\}$ |
| :--- |
| $\left\{a_{0} a c\right\}\left\{c a a_{0}\right\}\left\{a_{0} b c\right\}\left\{c b a_{0}\right\}\left\{a_{0} b a\right\}\left\{a b a_{0}\right\}\{a b c\}\{c b a\}$ $\{a a b\}\{b a a\}\{a b b\}\{b b a\},\{b b c\}\{c b b\}\{b c c\}\{c c b\}$ $\{a a c\}\{c a a\}\{a c c\}\{c c a\},\left\{a_{0} a_{0} a\right\}\left\{a a_{0} a_{0}\right\}\left\{a_{0} a a\right\}\left\{a a a_{0}\right\}$ $\left\{a_{0} a_{0} b\right\}\left\{b a_{0} a_{0}\right\}\left\{a_{0} b b\right\}\left\{b b a_{0}\right\},\left\{a_{0} a_{0} c\right\}\left\{c a_{0} a_{0}\right\}\left\{a_{0} c c\right\}\left\{c c a_{0}\right\}$ $\left\{a_{0} a_{0} a_{0}\right\}\{a a a\}\{b b b\}\{c c c\}$. | \& only B5 is not satisfied. only B7 is not satisfied. <br>

\hline
\end{tabular}

Next, we shall investigate the second system of conditions for betweenness of set $A$ such that $A$ has one extreme element.

Theorem 3. The system of conditions: $\mathfrak{B}[\mathrm{S} . \mathrm{III}] \equiv(B 1, B 2, B 3, B 4, B 5$, $B 6[3], B 7)$ is the complete condition for betweenness of set $A$ such that $A$ has one extreme element, where
$B 6[3]:|x y z| \rightarrow\left|a_{0} x y\right|$ or $\left|a_{0} y x\right|$ for some one element $a_{0}$.
Proof. From B0, $\mathrm{BO}^{\prime}$, and ${ }^{\mathrm{B}} 6$, it is clear that condition $\mathrm{B} 6[3]$ is necessary. Conversely, we shall prove that conditions $\mathrm{B} 0, \mathrm{~B} 0^{\prime}$, and ${ }^{\frac{1}{B}} 6$ follow from $\mathrm{B} 1, \mathrm{~B} 2, \mathrm{~B} 3, \mathrm{~B} 4, \mathrm{~B} 5, \mathrm{~B} 6[3]$ and B 7 . It is clear that conditions B 0 and $\mathrm{B}^{\prime}$ follow from B 1 and $\mathrm{B} 6[3]$, and

$$
\begin{align*}
& \left|a_{1} a_{2} x_{1}\right| \xrightarrow{\text { R8[3] }}\left|a_{0} a_{1} a_{2}\right| \text { or }\left|a_{0} a_{2} a_{1}\right| .  \tag{3.1}\\
& \left|a_{2} a_{3} x_{2}\right| \xrightarrow{\text { B6 } 33}\left|a_{0} a_{2} a_{3}\right| \text { or }\left|a_{0} a_{3} a_{2}\right| .  \tag{3.2}\\
& \left|a_{3} a_{1} x_{3}\right| \xrightarrow{\text { B6 } 33}\left|a_{0} a_{3} a_{1}\right| \text { or }\left|a_{0} a_{1} a_{3}\right| . \tag{3.3}
\end{align*}
$$

From (3.1) and (3.2), we have the following two different types of cases:
Case 1. $\left|a_{0} a_{1} a_{2}\right| \cdot\left|a_{0} a_{2} a_{3}\right|:\left|a_{0} a_{1} a_{2}\right| \cdot\left|a_{0} a_{2} a_{3}\right| \xlongequal{\text { II, lemma }} \xlongequal{3.6]}\left|a_{1} a_{2} a_{3}\right| \cdot{ }^{1)}$
Case 2. $\left|a_{0} a_{1} a_{2}\right| \cdot\left|a_{0} a_{3} a_{2}\right|$ : According to (3.3), we have two cases:
(i) $\left|a_{0} a_{3} a_{1}\right|:\left|a_{0} a_{3} a_{1}\right| \cdot\left|a_{0} a_{1} a_{2}\right| \stackrel{\text { II, lemma } 3.6]}{ } \xlongequal{\Longrightarrow}\left|a_{3} a_{2} a_{1}\right|$.
(ii) $\left|a_{0} a_{1} a_{3}\right|:\left|a_{0} a_{1} a_{3}\right| \cdot\left|a_{0} a_{3} a_{2}\right| \stackrel{\text { 〔1, lemman } 3.6]}{ }\left|a_{1} a_{3} a_{2}\right|$.

Hence, we have ${ }^{1} 6$.
So that the conditions B1, B2, B3, B4, B5, B6[3] and B7 are sufficient.

[^19]And by taking $b$ as $a_{0}$ in [ I , examples $\left.1,2,3,4,5,6\right]$ (page 183), and the example 5 , each of which does not satisfy only one of the conditions B 1 , $\mathrm{B} 2, \mathrm{~B} 3, \mathrm{~B} 4, \mathrm{~B} 5, \mathrm{~B} 6[3]$ and B 7 respectively, we see that the conditions $\mathrm{B} 1, \mathrm{~B} 2, \mathrm{~B} 3, \mathrm{~B} 4, \mathrm{~B} 5, \mathrm{~B} 6[3]$ and B 7 are mutually independent.

Thus we have Theorem 3.
We shall investigate the third system of conditions for betweenness of set $A$ in this case. In the proof of Theorem 3, we have used only B1, B 2 , B3, B4, B5, B6[3] and [I, Lemma 3.6] ( $\equiv(5)$ ). And taking $b$ as $a_{0}$ in [I, examples $1,2,3,4,5,6]$, each of which does not satisfy only one of the conditions $\mathrm{B} 1, \mathrm{~B} 2, \mathrm{~B} 3, \mathrm{~B} 4, \mathrm{~B} 5$ and $\mathrm{B} 6[3]$ respectively, and by the following example, we see that the conditions B1, B2, B3, B4, B5, B6[3] and (5) are mutually independent.

Example 6. Set $A$ consists of $a_{0}, a, b$ and $c$, set $R$ :
$\left.\begin{array}{llllllll}\left\{a_{0} a b\right\} & \left\{b a a_{0}\right\} & \left\{a_{0} b c\right\} & \left\{c b a_{0}\right\}, & \left\{a_{0} a c\right\} & \left\{c a a_{0}\right\}, & \{b a c\} & \{c a b\} \\ \left\{a_{0} a_{0} a\right\} & \left\{a a_{0} a_{0}\right\} & \left\{a_{0} a a\right\} & \left\{a a a_{0}\right\}, & \left\{a_{0} a_{0} b\right\} & \left\{b a_{0} a_{0}\right\} & \left\{a_{0} b b\right\} & \left\{b b a_{0}\right\} \\ \left\{a_{0} a_{0} c\right\}\left\{c a_{0} a_{0}\right\} & \left\{a_{0} c c\right\} & \left\{c c a_{0}\right\}, & \{a a c\} & \{c a a\} & \{a c c\} & \{c c a\} \\ \{a a b\} & \{b a a\} & \{a b b\} & \{b b a\}, & \{b b c\} & \{c b b\} & \{b c c\} & \{c c b\}\end{array}\right\}$

This example does not satisfy only (5).
So, we have Theorem:
Theorem 4. The system of conditions $\Omega_{1} \equiv(B 1, B 2, B 3, B 4, B 5, B 6[3]$, (5)) is the complete condition for betweenness of set $A$ such that $A$ has one extreme element, where
(5): $|a b c| \cdot|a c d| \rightarrow|b c d|$.

## §4. Case IV. Having two extreme elements.

This case is the special one of Case III such that the following condition must hold:

B6[4]: $\|x, y, z\| \rightarrow\left|a_{0} x a_{\infty}\right|$, for all $x$ and some two elements $a_{0}$ and $a_{\infty}$. So, from Theorem 3, we have:

The system of conditions B1, B2, B3, B4, B5, B6[3], B6[4], B7 is necessary and sufficient for betweenness of set $A$ such that $A$ has two extreme elements.

We shall investigate the independency of the above conditions B1, B2, B3, B4, B5, B6[3], B6[4] and B7.

Lemma 4.1. The condition B6[3] follows from the conditions B3, B4, $B 6[4]$ and $B 7$.

Proof. Suppose that $\{x y z\}$ is contained is $R$ [ $\mathfrak{B}[\mathrm{S}$. IV]]. From B6[4] there exist $\left|a_{0} x a_{\infty}\right|$ and $\left|a_{0} y a_{\infty}\right|$.

$$
\begin{aligned}
& \left|a_{0} x a_{\infty}\right| \cdot|x y z| \xrightarrow{\mathrm{B} 7}\left|a_{0} x y\right| \text { @ }\left|y x a_{\infty}\right| . \\
& \left|a_{0} y a_{\infty}\right| \cdot|x y z| \xrightarrow{\mathrm{B} 7}\left|a_{0} y x\right| \text { @T }\left|x y a_{\infty}\right| .
\end{aligned}
$$

And from B3 and B4 $\left|y x a_{\infty}\right|$ and $\left|x y a_{\infty}\right|$ are not compatible, so $\left|a_{0} x y\right|$ or $\left|a_{0} y x\right|$ is contained in $R[\mathfrak{B}[\mathrm{~S}$. IV]].

From the above Lemma, condition B6[3] follows from conditions B1, $\mathrm{B} 2, \mathrm{~B} 3, \mathrm{~B} 4, \mathrm{~B} 5, \mathrm{~B} 6[4]$ and B7. And, by taking $a$ as $a_{0}$ and $b$ as $a_{\infty}$ in [I, examples 1,6], and taking $c$ as $a_{\infty}$ in the examples $3,4,5$ and by the following examples 7 and 8 , each of which does not satisfy only one of B1, B6[4], B4, B5, B7, B2 and B3 respectively, we see that the conditions B1, $\mathrm{B} 2, \mathrm{~B} 3, \mathrm{~B} 4, \mathrm{~B} 5, \mathrm{~B} 6[4]$ and B 7 are mutually independent.
Example 7. $\left\{a_{0} a a_{\infty}\right\}\left\{a_{\infty} a a_{0}\right\}\left\{a_{0} a_{0} a_{\infty}\right\}\left\{a_{\infty} a_{0} a_{0}\right\}\left\{a_{0} a_{\infty} a_{\infty}\right\}\left\{a_{\infty} a_{\infty} a_{0}\right\}\left\{a_{0} a_{0} a_{0}\right\}\left\{a_{\infty} a_{\infty} a_{\infty}\right\}$ $\{a a a\}$.
Example 8. $\left\{a_{0} a_{\infty} a_{\infty}\right\}\left\{a_{0} a_{0} a_{\infty}\right\}\left\{a_{0} a_{0} a_{0}\right\}\left\{a_{\infty} a_{\infty} a_{\infty}\right\}$.
Thus, we have the Theorem:
Theorem 5. The system of conditions: $\mathfrak{B}[\mathrm{S}$. IV] $\equiv(B 1, B 2, B 3, B 4, B 5$, B6[4], B7) is the complete condition for betweenness of set $A$ such that $A$ has two extreme elements, where

B6[4]: $\|x, y, z\| \rightarrow\left|a_{0} x a_{\infty}\right|$, for all $x$ and some two elements $a_{0}$ and $a_{\infty}$.
We shall investigate the other system of condition for betweenness of set $A$ in this case.

First, by Theorem 3 and Lemma 4.1, condition B6 follows from B1, B2, $\mathrm{B} 3, \mathrm{~B} 4, \mathrm{~B} 5, \mathrm{~B} 6[4]$ and B 7 , and condition (5) follows from B2, B3, B4 and B7.

Coversely we shall show that condition B 7 follows from conditions B 1 , $\mathrm{B} 2, \mathrm{~B} 3, \mathrm{~B} 4, \mathrm{~B} 5, \mathrm{~B} 6[4], \mathrm{B} 6$ and (5).

Lemma 4. 2. The following condition follows from conditions B.2, B3, B4, $B 5, \stackrel{1}{B} 6, B 6[4]$ and (5)

$$
|x y z| \rightarrow\left\{\left|a_{0} x y\right| \text { and }\left|x y a_{\infty}\right|\right\} \text { or }\left\{\left|a_{0} y x\right| \text { and }\left|y x a_{\infty}\right|\right\} .
$$

Proof. Suppose that $\{x y z\}$ is contained in $R\left[\Omega_{2}\right]$. By B6[4], $\left|a_{0} x \cdot a_{\infty}\right|$ and $\left|a_{0} y a_{\infty}\right|$ are contained in $R\left[\Omega_{2}\right]$. So we have,

$$
\left|\dot{a}_{0} x a_{\infty}\right| \cdot|x y z| \cdot\left|a_{0} y a_{\infty}\right| \xrightarrow{\frac{1}{\mathrm{Bn}}}\left\|a_{0}, x, y\right\| .
$$

According to $\left\|a_{0}, x, y\right\|$, we have three cases:
Case $1\left|a_{0} x y\right|:\left|a_{0} x y\right| \cdot\left|a_{0} y a_{\infty}\right| \xlongequal{(5)}\left|x y a_{\infty}\right|$.
Case $2\left|a_{0} y x\right|:\left|a_{0} y x\right| \cdot\left|a_{0} x a_{\infty}\right| \xlongequal{(5)}\left|y x a_{\infty}\right|$.
Case $3\left|x a_{0} y\right|:\left|x a_{0} y\right| \cdot\left|a_{0} y a_{\infty}\right| \xlongequal{\mathrm{B5}}\left|x a_{0} a_{\infty}\right|$.
This contradicts B6[4]. So case 3 may not occur.

Therefore, $|x y z| \rightarrow\left\{\left|a_{0} x y\right| \cdot\left|x y a_{\infty}\right|\right\}$ or $\left\{\left|a_{0} y x\right| \cdot\left|y x a_{\infty}\right|\right\}$.
Lemma 4. 3. The condition B7 follows from conditions B2, B3, B4, B5, $\stackrel{1}{B} 6, B 6[4]$ and (5).

Proof. Suppose that $|a b c|$ and $|b d x|$ are contained in $R\left[\AA_{2}\right]$.

$$
\begin{align*}
& |a b c| \stackrel{\text { lemma } 4.2}{=}\left\{\left|a_{0} a b\right| \cdot\left|a b a_{\infty}\right|\right\} \text { ©r }\left\{\left|a_{0} b a\right| \cdot\left|b a a_{\infty}\right|\right\},  \tag{4.1}\\
& |a b c| \xlongequal{\text { lemman.2 }}\left\{\left|a_{0} b c\right| \cdot\left|b c a_{\infty}\right|\right\} \text { ©r }\left\{\left|a_{0} c b\right| \cdot\left|c b a_{\infty}\right|\right\} . \tag{4.2}
\end{align*}
$$

Case $1\left|a_{0} a b\right| \cdot\left|a b a_{\infty}\right|:$
(a) $\left|a_{0} b c\right|$ :

$$
|b d x| \xlongequal{\text { lemma } 4.2}\left\{\left|a_{0} b d\right| \cdot\left|b d a_{\infty}\right|\right\} \text { or }\left\{\left|a_{0} d b\right| \cdot\left|d b a_{\infty}\right|\right\} .
$$

$$
\left(a_{1}\right) \quad\left|a_{0} b d\right|:\left|a_{0} a b\right| \cdot\left|a_{0} b d\right| \xrightarrow{(5)}|a b d| .
$$

$$
\left(a_{2}\right) \quad\left|a_{0} d b\right|:\left|a_{0} d b\right| \cdot\left|a_{0} b c\right| \xlongequal{(5)}|d b c| .
$$

So, we have $\quad|a b c| \cdot|b c x| \rightarrow|a b d|$ ©r) $|d b c|$.
(b) $\left|a_{0} c b\right|\left|c b a_{\infty}\right|$ :

$$
|a b c| \cdot\left|c b a_{\infty}\right| \stackrel{\mathrm{B} 7}{\Longrightarrow}\left|a b a_{\infty}\right| \text { © }\left|a_{\infty} b c\right| .
$$

But $\left|a b a_{\infty}\right|$ and $\left|a_{\infty} b c\right|$ must be compatible, so this is contradiction. Hence, this case (b) may not occur.
Case 2. $\left|a_{0} b a\right| \cdot\left|b a a_{\infty}\right|$ : In this case in the similar way as Case 1, we can prove that it follows that $|a b d|$ ®r) $|d b c|$.

Therefore we have B7.
And by taking $a$ as $a_{0}$ and $b$ as $a_{\infty}$ in [I, example 1], and taking $c$ as $a_{\infty}$ in the examples $3,4,6$ and by the examples 7,8 and the following examples 9 and 10, we see that the conditions B1, B4, B5, (5), B2, B3, B6[4] and ${ }^{1} 6$ are mutually independent;

Example 9. Set $A$ consists of $a_{0}, a_{\infty}$ and $a$, system $R$ :

$$
\left\{a_{0} a_{0} a_{\infty}\right\}\left\{a_{\infty} a_{0} a_{0}\right\}\left\{a_{0} a_{\infty} a_{\infty}\right\}\left\{a_{\infty} a_{\infty} a_{0}\right\}\left\{a_{0} a_{0} a_{0}\right\}\left\{a_{\infty} a_{\infty} a_{\infty}\right\}\{a a a\} .
$$

Example 10. Set $A$ consists of $a_{0}, a, b, c$ and $a_{\infty}$ system $R$ :

$$
\begin{aligned}
& \left\{a_{0} a a_{\infty}\right\}\left\{a_{\infty} a a_{0}\right\},\left\{a_{0} b a_{\infty}\right\}\left\{a_{\infty} b a_{0}\right\},\left\{a_{0} c a_{\infty}\right\}\left\{a_{\infty} c a_{0}\right\} \\
& \{a a b\}\{b a a\}\{a b b\}\{b b a\},\{b b c\}\{c b b\}\{b c c\}\{c c b\} \\
& \{a a c\}\{c a a\}\{a c c\}\{c c a\},\left\{a_{0} a_{0} a\right\}\left\{a a_{0} a_{0}\right\}\left\{a_{0} a a\right\}\left\{a a a_{0}\right\} \\
& \left.\left.\left\{a a a_{\infty}\right\}\left\{a_{\infty} a a\right\}\left\{a a_{\infty} a_{\infty}\right\}\left\{a_{\infty} a_{\infty} a\right\},\right\} a_{0} a_{0} b\right\}\left\{b a_{0} a_{0}\right\}\left\{a_{0} b b\right\}\left\{b b a_{0}\right\} \\
& \left\{b b a_{\infty}\right\}\left\{a_{\infty} b b\right\}\left\{b a_{\infty} a_{\infty}\right\}\left\{a_{\infty} a_{\infty} b\right\},\left\{a_{0} a_{0} c\right\}\left\{c a_{0} a_{0}\right\}\left\{a_{0} c c\right\}\left\{c c a_{0}\right\} \\
& \left\{c c a_{\infty}\right\}\left\{a_{\infty} c c\right\}\left\{c a_{\infty} a_{\infty}\right\}\left\{a_{\infty} a_{\infty} c\right\},\left\{a_{0} a_{0} a_{\infty}\right\}\left\{a_{\infty} a_{0} a_{0}\right\}\left\{a_{0} a_{\infty} a_{\infty}\right\}\left\{a_{\infty} a_{\infty} a_{0}\right\} \\
& \left\{a_{0} a_{0} a_{0}\right\}\{a a a\}\{b b b\}\{c c c\}\left\{a_{\infty} a_{\infty} a_{\infty}\right\} .
\end{aligned}
$$

From the above results, we have Theorem:
Theorem 6. The system of conditions $\mathfrak{L}_{2} \equiv(B 1, B 2, B 3, B 4, B 5, \stackrel{1}{B} 6, B 6[4]$, (5)) is the complete condition for betweenness of set $A$ such that $A$ has two extreme elements.

## § 5. Case V. Simply ordered.

In this case, $A[R]$ is connected and every element of $A$ may be center, and the following condition must hold,
$\overline{\mathrm{B2}}:|a b b|$ for all $a$ and $b$.
From case II, the system of conditions B1, $\overline{\mathrm{B} 2}, \mathrm{~B} 3, \mathrm{~B} 4, \mathrm{~B} 5, \mathrm{~B} 6$ and B7 are necessary and sufficient for betweenness of set $A$ in this case. ...(5.1) Now, we shall prove the following Theorem:

Theorem 7. The system of conditions: $\mathfrak{B}[\mathrm{S} . \mathrm{V}] \equiv(B 1, B .2, B 3, B 4, B 5$, $B 6[5], B 7)$ is the complete condition for betweenness of set $A$ such that $A$ is simply ordered, where
$B 6[5]:\|x, y, z\| \cdot\|u, v, w\| \rightarrow\left\|a_{0}, x, u\right\|$, for some one element $a_{0}$.
Proof. From $\overline{\mathrm{B} 2}$ we have B2, and from B1, $\overline{\mathrm{B} 2}$ and $\overline{\mathrm{B}} 6$ we have B6[5].
Conversely, we shall prove that conditions $\overline{\mathrm{B} 2}$ and ${ }^{\mathrm{B}} 6$ follow from conditions B1, B2, B3, B4, B5, B6[5] and B7.
For any $a$ and $b$, we have $\left\|a_{0}, a, b\right\|$ from Bl and $\mathrm{B} 6[5]$. $\left\|a_{0}, a, b\right\| \Rightarrow\left|a_{0} a b\right|$ © $\left|a a_{0} b\right|$ © $\left|a_{0} b a\right|$.

$$
\begin{aligned}
& \left|a_{0} a b\right| \xrightarrow{\text { R3 }}\left|b a a_{0}\right| \xrightarrow[\text { R2 }]{\text { R }}|b b a| \xrightarrow{\text { B3 }}|a b b| . \\
& \left|a_{0} a b\right| \xrightarrow{\text { B3 }}\left|b a_{0} a\right| \xrightarrow{\text { R }}\left|b b a_{0}\right| \xrightarrow{\text { B3 }}\left|a_{0} b b\right| . \quad\left|a a_{0} b\right| \cdot\left|a_{0} b b\right| \xrightarrow{\text { R5 }}|a b b| . \\
& \left|a_{0} b a\right| \xrightarrow{\text { R3 }}\left|a b a_{0}\right| \xrightarrow{\longrightarrow}|a a b| \xrightarrow{\text { R3 }}|b a a| \xrightarrow{\text { R2 }}|b b a| \xrightarrow{\text { R3 }}|a b b| .
\end{aligned}
$$

So, we have $\overline{\mathrm{B} 2}$. And the condition B6[2] follows from B6[5]. Hence, by Theorem 2 (in Case II) the condition B6 follows from B1, B2, B3, B4, B5, $\mathrm{B} 6[5]$ and B 7.

Therefore, from (5.1), the system of conditions: $\mathfrak{B}[\mathrm{S} . \mathrm{V}]$ is necessary and sufficient for betweenness of set $A$ in this case.

And from [I, examples $1,2,3,4,5,6]$ and example 5 , each of which does not satisfy only one of $\mathrm{B} 1, \mathrm{~B} 2, \mathrm{~B} 3, \mathrm{~B} 4, \mathrm{~B} 5, \mathrm{~B} 6[5]$ and B 7 respectively, we see that the conditions $B 1, B 2, B 3, B 4, B 5, B 6[5]$ and $B 7$ are mutually independent.

Thus we have Theorem 7.
We shall investigate the other systems of conditions: $\mathbb{Z}_{3}$ and $\mathbb{R}_{4}$ for betweenness in this case.

Theorem 8. The system : $\Omega_{3}=(B 1, \overline{B 2}, B 3, B 4, \overline{B 6}, B 7)$ is the complete condition for betweenness of set $A$ such that $A$ is simply ordered, where
$\overline{B 6}:\|a, b, c\| \quad$ for all $a, b$ and $c$.
Proof. The system $\mathcal{L}_{3}$ follows from the system B1, $\overline{\mathrm{B} 2}, \mathrm{~B} 3, \mathrm{~B} 4, \mathrm{~B} 5, \stackrel{1}{\mathrm{~B}} 6$ and B 7 (page 219). For, the condition $\overline{\mathrm{B} 6}$ follows from $\overline{\mathrm{B} 2}$ and ${ }^{1} 6$.

Conversely, we shall prove that the system B1, $\overline{\mathrm{B} 2}, \mathrm{~B} 3, \mathrm{~B} 4, \mathrm{~B} 5,{ }_{\mathrm{B}}^{\mathrm{B}} 6$ and B7 follows from $\mathfrak{L}_{3}$.
First we shall prove that: The condition B5: $|a x b| \cdot|x b y| x \neq b \rightarrow|a b y|$ follows from conditions $\overline{\mathrm{B} 2}, \mathrm{~B} 3, \mathrm{~B} 4$ and B7........$(5.2)$ When $y=b$, it is clear that B 5 is obtained from $\overline{\mathrm{B} 2}$, so we shall prove the case $y \neq b$. If $x=y$, we have $x=b$ from $\overline{\mathrm{B} 2}$ and B 4 . This contradicts the assumption $x \neq b$. So, we have $x \neq y$. Suppose $|a x b|$ and $|x b y|$ are contained in $R\left[\mathcal{R}_{3}\right]$. Then,

$$
|a x b| \cdot|x b y| \xlongequal{\mathrm{B} 7}|a b y| \cong|x b a| .
$$

But $|x b a| \cdot x \neq b$ contradicts $|a x b|$ by B4, so $|x b a|$ may not occur. Hence we have: $|a x b| \cdot|x b y| x \neq b \rightarrow|a b y|$.
So, we have the assertion.
And condition ${ }^{1} 6$ follows from $\overline{\mathrm{B} 2}$ and $\overline{\mathrm{B} 6}$. Hence the system. $\mathrm{B} 1, \overline{\mathrm{~B} 2}$, $\mathrm{B} 3, \mathrm{~B} 4, \mathrm{~B} 5, \stackrel{1}{\mathrm{~B}} 6$ and B 7 follows from $\mathfrak{Z}_{3}$. Therefore, from (5.1) the system $\Omega_{3}$ is necessary and sufficient.
And from [I, examples $1,2,11,4,6]$ and example 5, each of which does not satisfy only one of the conditions $\mathrm{B} 1, \overline{\mathrm{~B} 2}, \mathrm{~B} 3, \mathrm{~B} 4, \overline{\mathrm{~B} 6}$ and B 7 respectively, we see that these conditions are mutually independent.

Thus, we have Theorem 8.
Theorem 9. The system of conditions : $\Omega_{4} \equiv(B 1, \overline{B .2}, B 3, B 4, B 5, \overline{B 6},(5))$ is also the complete condition for betweenness of set $A$ such that $A$ is simply ordered.

Proof. We shall prove that system $\mathfrak{R}_{4}$ is equivalent to $\mathbb{R}_{3}$. First, $\mathbb{R}_{4}$ follows from $\mathfrak{R}_{3}$ : For, by Note in Lemma 3.6 and (5.2) the conditions B5 and (5) follow from the conditions $\overline{\mathrm{B} 2}, \mathrm{~B} 3, \mathrm{~B} 4$ and B7.

Conversely, $\mathfrak{L}_{3}$ follows from $\mathfrak{R}_{4}$ : The condition B7 follows from the conditions B3, B5, $\overline{\mathrm{B} 6}$ and (5). For, Suppose $|a b c|$ and $|b d x|$. By $\overline{\mathrm{B} 6}$, there exists $\|b, c, d\|$ i.e. $|b c d|$ or $|c d b|$ or $|d b c|$ for $b, c$ and $d .{ }^{1{ }^{1}}$

[^20]Case 1. $|b c d|:|a b c| \cdot|b c d| \xrightarrow{\text { B5 }}|a b d|$.
Case 2. $\quad|c d b|: \quad|c d b| \cdot|c b a| \xrightarrow{(5)}|d b a| \xrightarrow{\text { в } 3}|a b d|$.
From (5.3), (5.4) and (5.5), we have B7.
Therefore, the conditions $\mathrm{B} 1, \overline{\mathrm{~B} 2}, \mathrm{~B} 3, \mathrm{~B} 4, \mathrm{~B} 5, \overline{\mathrm{~B} 6}$ and (5) are necessary and sufficient for betweenness of set $A$ in this case. And from [I, examples $1,2,11,4,6]$ and example 6 and the following example 11 , we see that the conditions $\mathrm{B} 1, \overline{\mathrm{~B} 2}, \mathrm{~B} 3, \mathrm{~B} 4, \mathrm{~B} 5, \overline{\mathrm{~B} 6}$ and (5) are mutually independent;

Example 11. Set $A$ consists of $a, b, c$ and $d$, set $R$ :

```
{abc}{cba}{bcd}{dcb}{adc}{cda}{bad}{dab}
{aab} {baa} {abb} {bba} {aac} {caa} {acc} {cca}
{aad}{daa}{add}{dda}{bbc}{cbb}{bcc}{ccb}
{bbd}{dbb}{bdd}{ddb}{cccd}{dcc}{ccld}{ddc}
{aaa}{bbb}{ccc}{ddd}.
```

Thus we have Theorem 9.

## Remark :

I) The systems of conditions: $\mathbb{R}_{3}$ and $\mathcal{R}_{4}$ correspond to the systems No. 12 and No. 1 respectively which have been obtained by E. V. Huntington and J.R. Kline for betweenness such that $A$ is simply ordered. ${ }^{1)}$

JI) In the above special cases I......V, the systems of conditions for betweenness are obtained by replacing G.B(12)' for B1 and B2. (Cf. p. 209)
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[^21]
[^0]:    1), 3) G. Birkhoff : Lattice Theory (1948).
    2) E. Pitcher and M. F. Smiley: Transitivities of betweenness: Trans. Am. Math. Soc. 52 (1942).

[^1]:    1) In chapter I and II, we use "betweenness" for closed betweenness.
    2) In the conditions B1, B2, B3 B4, B5, B6 and B7 in theorem 1, different letters $a, b \ldots \ldots$. represent different elements, but $x, y \ldots \ldots$ are not so.
[^2]:    1) In the condition $\mathrm{B} 7(a b d)$ Or) (dbc) means one and only one relation of (abd) and ( $d b c$ ).
[^3]:    1) $\{x y z\}$ means a element of triple product space $A \times A \times A$.
[^4]:    1) $|x y z|$ means a element of $R$ which satisfies the system $\mathfrak{B}$.
[^5]:    1) The decomposition of $S$ : (4.1) is the same as that in S. Lefschetz: Algebraic Topology (1941) p. 15.
[^6]:    1) We define to be $\overline{x x}=0$.
[^7]:    1) When $A \equiv\{a\}$, it is trivial.
[^8]:    1.) The notation ( $\pm$ dual) means that the proposition exchanging - $a^{8}$ and $+a^{8}$ in this proposition is also satisfied.

[^9]:    1) If $A^{i+1} \neq 0$ and $a^{i+1} \in A^{i+1}$, there exists at least one element $a^{i}$ of $A^{t}$ such that $\left\{a^{i} a^{i+1}\right.$ $\left.a^{i+1}\right\}$ is cotained in $R[\mathfrak{B}]$.
[^10]:    1) In the proof of this assertion, at the same time we shall prove that if $x>y$ and $y>z$ then $\{x y z\}$ is contained in $R[\mathfrak{B}]$ at the end of each case.
[^11]:    1) Equivalent partially ordered sets are regarded as the same.
    2) In this section, putting off the suffix $\mu$ in $+A_{\mu}^{s}$ (or $-A_{\mu}^{s}$ ) we write $+A^{s}$ (or $-A^{s}$ ) for ${ }^{+} A_{\mu}^{\beta}$ (or $-A_{\mu}^{\beta}$ ) in the case when any confusion may not occur by it,
[^12]:    1) By this fact (8.5): $-A^{s} \ominus^{-} A^{8+1}$ is not trivial.
[^13]:    1) Essential connected set means the set centaining more than one element.
    2) $|x y z|$ means that $\{x y z\}$ belongs to $R[Z]$ in which $Z$ is a system of conditions considered in that place.
    3) If we write the condition $\mathrm{B}^{\prime \prime}$ as $|x e f| \cdot|x f e|$ being not compatible, we can easily see that fact.
[^14]:    1) Complete conditions mean the conditions which are necessary, sufficient and mutually independent.
[^15]:    1) G. Birkhoff: Lattice Theory, Am. Math. Soc. Co. Pub. (1948).
[^16]:    1) E. Pitcher and M. F. Smiley, Transitivities of betweenness: Trans. Am. Math. Soc. (1942).
[^17]:    1) Definition of center is different from that being used in Lattice.
[^18]:    1) When the inner radius of $A$ is equal to $r$, the number of elements of cyclic path is at most $2 r+1$.
    2) $[\mathrm{I}$, example 1] means the example 1 in Chapter I.
[^19]:    1) Lemma 3.6 in Chapter I is the same condition as (5) which has been discussed by G. Birkhoff.
[^20]:    1) Because $b, c$ and $d$ are different clements, we have $\|b, c, d\|$ means that $|b c d|$ or $|c d b|$ or $|d b c|$.
[^21]:    1) E. V. Huntington and J. R. Kline, Sets of Independent Postulates for Betweenness, with proof of Complete Independence, Trans. Am. Math. Soc. vol. 26 (1924).
