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The purpose of this paper is, first, to determine the equations of compact Riemann surfaces of genus three, considering these surfaces as coverings of the Riemann sphere. We obtain Theorem 1 which asserts that the equations are given by

$$
y^{3}-\gamma_{2}(x) y-\gamma_{3}(x)=0 .
$$

Here $\gamma_{2}(x)$ is a polynomial of degree 3 or less than 3 , and $\gamma_{3}(x)$ is a polynomial of degree 5 or 4 . Both of them depend on Weierstrass points.

Next, we construct a basis of differentials of the first kind for these Riemann surfaces. Using these results, we investigate Weierstrass points of these Riemann surfaces. Our main interest is to determine Riemann surfaces which have exactly 12 Weierstrass points. The number 12 is the smallest one for all the non-hyperelliptic compact Riemann surfaces of genus three. We obtain Theorem 2 which asserts that Riemann surfaces having just 12 Weierstrass points are exactly two and these equations in homogeneous coordinates are given by

$$
\begin{equation*}
x^{4}+y^{4}+z^{4}=0 \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
x^{4}+y^{4}+z^{4}+3\left(x^{2} y^{2}+y^{2} z^{2}+z^{2} x^{2}\right)=0 . \tag{2}
\end{equation*}
$$

## § 1. Preliminaries

Given any point P on a compact Riemann surface of genus $g(\geq 1)$, there are exactly $g$ orders which can be specified

$$
1=n_{1}<n_{2}<\cdots<n_{3}<2 g
$$

such that there does not exist any meromorphic function on the surface whose only singularity is a pole of order $n_{i}(1 \leq i \leq g)$ at P .

These $g$ orders are called the gaps at P . A point whose gap sequence contains an integer greater than $g$ is called a Weierstrass point.

Lemma 1 (Hurwitz [3]). For surfaces of genus $g=0$ or $g=1$ there are no Weierstrass points. If $g \geq 2$ there always exist Weierstrass points. The number $N$ of Weierstrass points satisfies the inequality:

$$
2 g+2 \leq N \leq(g-1) g(g+1)
$$

If $N$ is equal to $2 g+2$, then the surfaces are hyperelliptic and vice versa.
Lemma 2 (Schmidt [8]). Let $\left\{u_{i}(1 \leq i \leq g)\right\}$ be a basis of integrals of the first kind on a compact Riemann surface R of genus $g$. Let $u$ be an integral of the first kind on R. Put

$$
\Delta_{u}=\left|\begin{array}{ccc}
\frac{d u_{1}}{d u} & \cdots & \frac{d u_{g}}{d u} \\
\vdots & & \vdots \\
\frac{d^{g} u_{1}}{d u^{g}} & \cdots & \frac{d^{g} u_{g}}{d u^{g}}
\end{array}\right| .
$$

Then $\Delta_{u}(d u)^{g(g+1) / 2}$ is a differential form of degree $g(g+1) / 2$, i.e., if $t$ is another integral, we have

$$
\Delta_{u}(d u)^{g(g+1) / 2}=\Delta_{t}(d t)^{g(g+1 /) 2}
$$

We call this form the Wronskian of R . Let the divisor of the Wronskian of R be

$$
\operatorname{div}\left\{\Delta_{u}(d u)^{g(g+1) / 2}\right\}=m_{1} \mathrm{P}_{1}+\cdots+m_{r} \mathrm{P}_{r}
$$

Then $\mathrm{P}_{1}, \ldots, \mathrm{P}_{r}$ are all Weierstrass points on R and we have

$$
m_{1}+\cdots+m_{r}=(g-1) g(g+1)
$$

Lemma 3. Let R be a non-hyperelliptic Riemann surface of genus 3. Let P be an arbitrary Weierstrass point on R . For the gap sequence of P there are following two cases:

$$
\begin{align*}
& n_{1}=1, n_{2}=2, n_{3}=4  \tag{1}\\
& n_{1}=1, n_{2}=2, n_{3}=5 \tag{2}
\end{align*}
$$

and the multiplicity $m$ of P is one for the case (1) and two for the case (2).
Proof. Since the multiplicity is given by the formula ([3], p. 408)

$$
m=n_{1}+n_{2}+n_{3}-g(g+1) / 2=n_{1}+n_{2}+n_{3}-6
$$

we have $m=1$ in (1) and $m=2$ in (2).

## §2. Equations of Riemann surfaces

Let R be a compact Riemann surface of genus three. We assume that R is non-hyperelliptic. We shall give a canonical form of equation of R. By lemmas in $\S 1$, we know that there exist Weierstrass points on $R$. Let $P$ be one of them. Then there exists a meromorphic function on R which has P as an only singularity of a pole of order three. We denote the function by $x$. The function $x$ is considered as a mapping of R onto the Riemann $x$-sphere. We see that R is conformally equivalent to a three-sheeted covering surface over the Riemann $x$-sphere, and we assume that the point P of R is over the point $\infty$ at infinity. We denote the point by $\mathrm{P}_{\infty}$.

Let $K$ be the field of meromorphic functions on R . Then $K$ is an algebraic extension of degree 3 over the rational function field $\mathbf{C}(x)$ such that $[K: \mathbf{C}(x)]$ $=\operatorname{deg}\left(3 \mathrm{P}_{\infty}\right)(=3)$. Let $y$ be another function of $K$ which has $\mathrm{P}_{\infty}$ as an only singularity of a pole of order 4 or 5 . Then we see that $K=\mathbf{C}(x, y)$ and we have an irreducible equation in $x$ and $y$ :

$$
p_{0}(x) y^{3}+p_{1}(x) y^{2}+p_{2}(x) y+p_{3}(x)=0 .
$$

Here $p_{0}(x), p_{1}(x), p_{2}(x)$ and $p_{3}(x)$ are polynomials in $x$. We can assume that $p_{0}(x)$ is a non-zero constant, since $y$ is integral over $\mathbf{C}[x]$. Hence we assume that $p_{0}(x)$ is equal to one and moreover we may assume that $p_{1}(x)$ is equal to zero. We rewrite the above equation

$$
y^{3}-\gamma_{2}(x) y-\gamma_{3}(x)=0
$$

with polynomials $\gamma_{2}$ and $\gamma_{3}$ in $x$. Now, let $t$ be a local parameter at $\mathrm{P}_{\infty}$. Then we can express the functions $x$ and $y$ in

$$
\begin{aligned}
& x=1 / t^{3}+\cdots \\
& y=1 / t^{4} \quad \text { or } \quad y=1 / t^{5} .
\end{aligned}
$$

If $y=1 / t^{4}$, then we have $y^{3}=t^{-12}$ and

$$
\gamma_{2}(x) y=t^{-3 n_{2}-4}+\cdots, \quad \gamma_{3}(x)=t^{-3 n_{3}}+\cdots
$$

Here $n_{2}=\operatorname{deg} \gamma_{2}(x)$ and $n_{3}=\operatorname{deg} \gamma_{3}(x)$. We obtain that $n_{2} \leq 2$ and $n_{3}=4$. If $y=1 / t^{5}$, then we have $y^{3}=t^{-15}$ and

$$
\gamma_{2}(x) y=t^{-3 n_{2}-5}+\cdots, \quad \gamma_{3}(x)=t^{-3 n_{3}}+\cdots
$$

We obtain that $n_{2} \leq 3$ and $n_{3}=5$. Thus we have the following theorem:

Theorem 1. If the gap sequence at $\mathrm{P}_{\infty}$ is $\{1,2,5\}$, then the equation of R is given by
(*)

$$
y^{3}-\gamma_{2}(x) y-\gamma_{3}(x)=0
$$

where

$$
\gamma_{2}(x)=a_{0} x^{2}+a_{1} x+a_{2}, \quad \gamma_{3}(x)=x^{4}+b_{1} x^{3}+b_{2} x^{2}+b_{3} x+b_{4} .
$$

If the gap sequence at $\mathrm{P}_{\infty}$ is $\{1,2,4\}$, then the equation of R is given by (*) with

$$
\gamma_{2}(x)=a_{0} x^{3}+\cdots+a_{3}, \quad \gamma_{3}(x)=x^{5}+b_{1} x^{4}+\cdots+b_{5}
$$

Of course, in both cases, the coefficients a's and b's must satisfy certain relations which come from the fact that R must be of genus 3 .

Now, by the formula of Riemann-Hurwitz:

$$
2 g-2=n\left(2 g^{\prime}-2\right)+V
$$

we have $V=10$. Here $V$ means the total sum of all ramification indices. The Newton polygon shows that the ramification index of $\mathrm{P}_{\infty}$ over $x=\infty$ is two. Hence we have the following five cases:
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It is convenient to normalize the positions of ramification points as follows:

$$
\infty, x_{0}=0, x_{1}=1, x_{2}=t_{1}, \ldots, x_{7}=t_{6} .
$$

It is worthwhile to express above coefficients of $\gamma_{2}(x)$ and $\gamma_{3}(x)$ in terms of $t_{1}, \ldots, t_{5}$ and $t_{6}$, since the number of parameters $t$ is equal to the dimension of the space of moduli of compact Riemann surfaces of genus three.

First, we shall investigate in case (i). If the gap sequence at $\mathrm{P}_{\infty}$ is $\{1,2,5\}$, then we have

$$
y^{3}-\gamma_{2}(x) y-\gamma_{3}(x)=0
$$

with (\#) and the discriminant of the equation is given by

$$
\Delta(x)=4 \gamma_{2}^{3}(x)-27 \gamma_{3}^{2}(x) .
$$

Then, $x=0,1, t_{1}$ and $t_{2}$ are zeros of $\Delta(x)$, and $y$ has triple roots at these points. Therefore, we have

$$
\begin{aligned}
b_{4} & =0, & a_{2} & =0, \\
1+b_{1}+\cdots+b_{4} & =0, & a_{0}+a_{1}+a_{2} & =0, \\
t_{1}^{4}+b_{1} t_{1}^{3}+\cdots+b_{4} & =0, & a_{0} t_{1}^{2}+a_{1} t_{1}+a_{2} & =0, \\
t_{2}^{4}+b_{1} t_{2}^{3}+\cdots+b_{4} & =0, & a_{0} t_{2}^{2}+a_{1} t_{2}+a_{2} & =0 .
\end{aligned}
$$

Hence we have $a_{0}=a_{1}=a_{2}=0$ and the equation comes to be

$$
\begin{equation*}
y^{3}=x(x-1)\left(x-t_{1}\right)\left(x-t_{2}\right) . \tag{*}
\end{equation*}
$$

If the gap sequence at $P_{\infty}$ is $\{1,2,4\}$, then we have

$$
\begin{equation*}
y^{3}-\gamma_{2}(x) y-\gamma_{3}(x)=0 \tag{**}
\end{equation*}
$$

with (\#\#). By the same reasoning as above, we have

$$
y^{3}=x(x-1)\left(x-t_{1}\right)\left(x-t_{2}\right)(x-c)
$$

with a constant $c$. Here $c$ must be equal to one of these values $0,1, t_{1}$ and $t_{2}$, since otherwise this equation does not represent a Riemann surface of genus three.

Secondly, we shall investigate in case (v). Let the gap sequence at $\mathrm{P}_{\infty}$ is $\{1,2,5\}$. Then we have

$$
\Delta(x)=-27 x(x-1)\left(x-t_{1}\right) \cdots\left(x-t_{6}\right)
$$

for the discriminant and we obtain the following relations:

$$
\begin{equation*}
4 a_{2}^{3}-27 b_{4}^{2}=0 \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
4\left(a_{0}+a_{1}+a_{2}\right)^{3}-27\left(1+b_{1}+\cdots+b_{4}\right)^{2}=0 \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
4\left(a_{0} t_{1}^{2}+a_{1} t_{1}+a_{2}\right)^{3}-27\left(t_{1}^{4}+b_{1} t_{1}^{3}+\cdots+b_{4}\right)^{2}=0 \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
4\left(a_{0} t_{6}^{2}+a_{1} t_{6}+a_{2}\right)^{3}-27\left(t_{6}^{4}+b_{1} t_{6}^{3}+\cdots+b_{4}^{2}\right)=0 \tag{8}
\end{equation*}
$$

We consider these relations in more detail. Let $x=\tau$ be a point of $\left\{0,1, t_{1}, \ldots, t_{6}\right\}$. We must have a point of R whose ramification index is just one over the point $\tau$ over the Riemann sphere. Let the double root of $y$ at $\tau$ be $\beta$ and put $X=x-\tau$, $Y=y-\beta$. Then we have

$$
\begin{aligned}
Y^{3} & +3 \beta Y^{2}-a_{0} X^{2} Y-\left(2 a_{0} \tau+a_{1}\right) X Y \\
& -\left\{X^{4}+\left(4 \tau+b_{1}\right) X^{3}+\left(6 \tau^{2}+3 b_{1} \tau+b_{2}+a_{0} \beta\right) X^{2}\right. \\
& \left.+\left(4 \tau^{3}+3 b_{1} \tau^{2}+2 b_{2} \tau+b_{3}+\left(2 a_{0} \tau+a_{1}\right) \beta\right) X\right\}=0 .
\end{aligned}
$$

If $\beta=0$, then the Newton polygon shows that if

$$
4 \tau^{3}+3 b_{1} \tau^{2}+2 b_{2} \tau+b_{3} \neq 0,
$$

our case reduces to (iv) and if

$$
4 \tau^{3}+3 b_{1} \tau^{2}+2 b_{2} \tau+b_{3}=0
$$

our case reduces to (iv) with some restrictions. If $\beta \neq 0$, then the Newton polygon shows that if

$$
4 \tau^{3}+3 b_{1} \tau^{2}+2 b_{2} \tau+b_{3}+\left(2 a_{0} \tau+a_{1}\right) \beta=0
$$

we must have

$$
2 a_{0} \tau+a_{1}=0
$$

and

$$
6 \tau^{2}+3 b_{1} \tau+b_{2}+a_{0} \beta=0 .
$$

Hence we have again $4 \tau^{3}+3 b_{1} \tau^{2}+2 b_{2} \tau+b_{3}=0$, and so our case reduces to (iv). Therefore, in our case we must have generally

$$
\beta \neq 0 \quad \text { and } \quad 4 \tau^{3}+3 b_{1} \tau^{2}+2 b_{2} \tau+b_{3}+\left(2 a_{0} \tau+a_{1}\right) \beta \neq 0 .
$$

Let the gap sequence at $P_{\infty}$ is $\{1,2,4\}$. Then we have

$$
\Delta(x)=-27 x(x-1)\left(x-t_{1}\right)\left(x-t_{2}\right) \cdots\left(x-t_{6}\right)\left(x-\alpha_{1}\right)\left(x-\alpha_{2}\right)
$$

for the discriminant. Here $\alpha_{1}, \alpha_{2}$ are suitable complex numbers. We have, first,
the following relations:

$$
\begin{equation*}
4 a_{3}^{3}-27 b_{5}^{2}=0 \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
4\left(a_{0}+a_{1}+a_{2}+a_{3}\right)^{3}-27\left(1+b_{1}+b_{2}+b_{3}+b_{4}+b_{5}\right)^{2}=0 \tag{2}
\end{equation*}
$$

$$
\begin{array}{ll}
\text { (3) } & 4\left(a_{0} t_{1}^{3}+\cdots+a_{3}\right)^{3}-27\left(t_{1}^{5}+b_{1} t_{1}^{4}+\cdots+b_{5}\right)^{2}=0  \tag{3}\\
\vdots \\
(8) & 4\left(a_{0} t_{6}^{3}+\cdots+a_{3}\right)^{3}-27\left(t_{6}^{5}+b_{1} t_{6}^{4}+\cdots+b_{5}\right)^{2}=0
\end{array}
$$

We consider these relations in more detail. Over the point $\tau$ on the Riemann sphere we must have a point of R whose ramification index is just one. Let the double root of $y$ at $\tau$ be $\beta$ and put $X=x-\tau, Y=y-\beta$. Then we have

$$
\begin{aligned}
Y^{3} 3 \beta & Y^{2}-a_{0} X^{3} Y-\left(3 a_{0} \tau+a_{1}\right) X^{2} Y-\left(3 a_{0} \tau^{2}+2 a_{1} \tau+a_{2}\right) X Y \\
- & \left\{X^{5}+\left(5 \tau+b_{1}\right) X^{4}+\left(10 \tau^{2}+4 b_{1} \tau+b_{2}+a_{0} \beta\right) X^{3}\right. \\
& +\left(10 \tau^{3}+6 b_{1} \tau^{2}+3 b_{2} \tau+b_{3}+\left(3 a_{0} \tau+a_{1}\right) \beta\right) X^{2} \\
& \left.+\left(5 \tau^{4}+4 b_{1} \tau^{3}+3 b_{2} \tau^{2}+2 b_{3} \tau+b_{4}+\left(3 a_{0} \tau^{2}+2 a_{1} \tau+a_{2}\right) \beta\right) X\right\} \\
& =0
\end{aligned}
$$

We claim that $\alpha_{1}$ is equal to $\alpha_{2}$. In fact, if $\alpha_{1} \neq \alpha_{2}$ then by the Newton polygon we see that there are ramification points over $\alpha_{1}$ and $\alpha_{2}$. This is a contradiction. Therefore, we have

$$
\begin{align*}
& \Delta(\alpha)=0, \text { i.e., }  \tag{9}\\
& 4\left(a_{0} \alpha^{3}+a_{1} \alpha^{2}+a_{2} \alpha+a_{3}\right)^{3}-27\left(\alpha^{5}+b_{1} \alpha^{4}+\cdots+b_{5}\right)^{2}=0 \\
& \Delta^{\prime}(\alpha)=0, \text { i.e., } \\
& 12\left(a_{0} \alpha^{3}+a_{1} \alpha^{2}+a_{2} \alpha+a_{3}\right)^{2}\left(3 a_{0} \alpha^{2}+2 a_{1} \alpha+a_{2}\right) \\
& \quad-54\left(\alpha^{5}+b_{1} \alpha^{4}+\cdots+b_{5}\right)\left(5 \alpha^{4}+4 b_{1} \alpha^{3}+\cdots+b_{4}\right)=0
\end{align*}
$$

We must remark here $\gamma_{2}(\alpha) \neq 0$ (consequently $\left.\gamma_{3}(\alpha) \neq 0\right)$.
If $\beta=0$, then the Newton polygon shows that if

$$
5 \tau^{4}+4 b_{1} \tau^{3}+3 b_{2} \tau^{2}+2 b_{3} \tau+b_{4} \neq 0
$$

our case reduces to (iv) and if

$$
5 \tau^{4}+4 b_{1} \tau^{3}+3 b_{2} \tau^{2}+2 b_{3} \tau+b_{4}=0
$$

our case reduces to (iv) with some restrictions. If $\beta \neq 0$, then the Newton polygon shows that if

$$
5 \tau^{4}+4 b_{1} \tau^{3}+3 b_{2} \tau^{2}+2 b_{3} \tau+b_{4}+\left(3 a_{0} \tau^{2}+2 a_{1} \tau+a_{2}\right) \beta=0
$$

we must have

$$
3 a_{0} \tau^{2}+2 a_{1} \tau+a_{2}=0
$$

and

$$
10 \tau^{3}+4 b_{1} \tau^{2}+3 b_{2} \tau+b_{3}+\left(3 a_{0} \tau+a_{1}\right) \beta=0
$$

Hence again we have $5 \tau^{4}+4 b_{1} \tau^{3}+3 b_{2} \tau^{2}+2 b_{3} \tau+b_{4}=0$, and so our case reduces to (iv). Therefore we must have generally

$$
\beta \neq 0 \quad \text { and } \quad 5 \tau^{4}+4 b_{1} \tau^{3}+\cdots+b_{4}+\left(3 a_{0} \tau^{2}+2 a_{1} \tau+a_{2}\right) \beta \neq 0
$$

in our case.
To express $a$ 's and $b$ 's by $t_{1}, \ldots, t_{6}$ we must investigate the Jacobian of (1),..., (10). Namely, put

$$
\begin{aligned}
& F_{i}\left(a_{0}, a_{1}, a_{2}, a_{3}, b_{1}, b_{2}, b_{3}, b_{4}, b_{5}, \alpha, \tau_{i}\right) \\
& \quad=4\left(a_{0} \tau_{i}^{3}+a_{1} \tau_{i}^{2}+a_{2} \tau_{i}+a_{3}\right)^{3}-27\left(\tau_{i}^{5}+b_{1} \tau_{i}^{4}+\cdots+b_{5}\right)^{2}
\end{aligned}
$$

for $\tau_{1}=0, \tau_{2}=1, \tau_{3}=t_{1}, \ldots, \tau_{8}=t_{6}(1 \leq i \leq 8)$, and put

$$
\begin{aligned}
& F_{9}\left(a_{0}, a_{1}, a_{2}, a_{3}, b_{1}, b_{2}, b_{3}, b_{4}, b_{5}, \alpha\right)=\Delta(\alpha) \\
& F_{10}\left(a_{0}, a_{1}, a_{2}, a_{3}, b_{1}, b_{2}, b_{3}, b_{4}, b_{5}, \alpha\right)=\Delta^{\prime}(\alpha)
\end{aligned}
$$

Then we see that the Jacobian

$$
\frac{D\left(F_{1}, \ldots, F_{4}, F_{5}, \ldots, F_{9}, F_{10}\right)}{D\left(a_{0}, \ldots, a_{3}, b_{1}, \ldots, b_{5}, \alpha\right)}
$$

cannot be identically zero. Thus we can express $a$ 's and $b$ 's by $t_{1}, \ldots, t_{6}$ at those points which are not zeros of the Jacobian. To investigate $a$ 's and $b$ 's or $t_{1}, \ldots, t_{6}$ on the Teichmüller space is interesting. However we will not discuss this problem in this paper.

## §3. Weierstrass points

We take Riemann surfaces defined by

$$
y^{3}-\gamma_{2}(x) y-\gamma_{3}(x)=0
$$

with (\#) in § 2. The discriminant $\Delta(x)$ is given by

$$
\Delta(x)=4 \gamma_{2}^{3}(x)-27 \gamma_{3}^{2}(x)
$$

$$
=-27 x(x-1)\left(x-t_{1}\right) \cdots\left(x-t_{6}\right)
$$

and the zeros of $\Delta(x)$ are common zeros of

$$
\begin{aligned}
& f(x, y)=y^{3}-\gamma_{2}(x) y-\gamma_{3}(x) \\
& f_{y}(x, y)=3 y^{2}-\gamma_{2}(x)
\end{aligned}
$$

Then we have

$$
\begin{aligned}
& \operatorname{div}\left(f_{y}\right)=\mathrm{P}_{0}+\mathrm{P}_{1}+\mathrm{P}_{t_{1}}+\cdots+\mathrm{P}_{t_{6}}-8 \mathrm{P}_{\infty} \\
& \operatorname{div}(d x)=\mathrm{P}_{0}+\mathrm{P}_{1}+\mathrm{P}_{t_{1}}+\cdots+\mathrm{P}_{t_{6}}-4 \mathrm{P}_{\infty} \\
& \operatorname{div}(x)=2 \mathrm{P}_{0}+\mathrm{P}_{0}^{\prime}-3 \mathrm{P}_{\infty} \\
& \operatorname{div}(y)=\mathrm{P}_{s_{1}}+\mathrm{P}_{s_{2}}+\mathrm{P}_{s_{3}}+\mathrm{P}_{s_{4}}-4 \mathrm{P}_{\infty}
\end{aligned}
$$

Here, $\mathrm{P}_{0}^{\prime}$ is the regular point over $x=0$ and $s_{1}, s_{2}, s_{3}$ and $s_{4}$ are zeros of the polynomial $\gamma_{3}(x)$.

Put

$$
\omega_{1}=d x / f_{y}, \quad \omega_{2}=x d x / f_{y}, \quad \omega_{3}=y d x / f_{y}
$$

Then $\omega_{1}, \omega_{2}$ and $\omega_{3}$ are differentials of the first kind and are linearly independent over $\mathbf{C}$, i.e., a basis of differentials.

If we take

$$
y^{3}-\gamma_{2}(x) y-\gamma_{3}(x)=0
$$

with (\#\#) in §2. The discriminant $\Delta(x)$ is given by

$$
\begin{aligned}
\Delta(x) & =4 \gamma_{2}^{3}(x)-27 \gamma_{3}^{2}(x) \\
& =-27 x(x-1)\left(x-t_{1}\right)\left(x-t_{2}\right) \cdots\left(x-t_{6}\right)(x-\alpha)^{2} .
\end{aligned}
$$

For $x=\alpha$, there is a double root $y=\beta$. Then there are two points $\mathrm{P}_{\alpha}, \mathrm{P}_{\alpha}^{\prime}$ over $\alpha$ which correspond to these values $x=\alpha, y=\beta$. We denote the third point by $\mathrm{P}_{\alpha}^{\prime \prime}$. Then we have

$$
\begin{aligned}
& \operatorname{div}\left(f_{y}\right)=\mathrm{P}_{0}+\mathrm{P}_{1}+\mathrm{P}_{t_{1}}+\cdots+\mathrm{P}_{t_{6}}+\mathrm{P}_{\alpha}+\mathrm{P}_{\alpha}^{\prime}-10 \mathrm{P}_{\infty} \\
& \operatorname{div}(d x)=\mathrm{P}_{0}+\mathrm{P}_{1}+\mathrm{P}_{t_{1}}+\cdots+\mathrm{P}_{t_{6}}-4 \mathrm{P}_{\infty} \\
& \operatorname{div}(x-\alpha)=\mathrm{P}_{\alpha}+\mathrm{P}_{\alpha}^{\prime}+\mathrm{P}_{\alpha}^{\prime \prime}-3 \mathrm{P}_{\infty} \\
& \operatorname{div}(y-\beta)=\mathrm{P}_{\alpha}+\mathrm{P}_{\alpha}^{\prime}+\mathrm{P}_{\kappa_{1}}+\mathrm{P}_{\kappa_{2}}+\mathrm{P}_{\kappa_{3}}-5 \mathrm{P}_{\infty}
\end{aligned}
$$

Here $\kappa_{1}, \kappa_{2}$ and $\kappa_{3}$ with a double root $\alpha$ are five roots of $f(x, \beta)=0$.

Put

$$
\omega_{1}=(x-\alpha) d x / f_{y}, \quad \omega_{2}=(x-\alpha)^{2} d x / f_{y}, \quad \omega_{3}=(y-\beta) d x / f_{y} .
$$

Then $\omega_{1}, \omega_{2}$ and $\omega_{3}$ are differentials of the first kind and are linearly independent over $\mathbf{C}$, i.e., a basis of differentials.

In the former, i.e., in the case that the gap sequence at $P_{\infty}$ is $\{1,2,5\}$, the Wronskian is

$$
W=\left|\begin{array}{lll}
1 / f_{y} & x / f_{y} & y / f_{y} \\
-f_{y}^{\prime} / f_{y}^{2} & \left(f_{y}-x f_{y}^{\prime}\right) / f_{y}^{2} & \left(y^{\prime} f_{y}-y f_{y}^{\prime}\right) / f_{y}^{2} \\
G_{1} / f_{y}^{3} & G_{2} / f_{y}^{3} & G_{3} / f_{y}^{3}
\end{array}\right| \cdot(d x)^{6} .
$$

Here

$$
\begin{aligned}
& G_{1}=-f_{y}^{\prime \prime} f_{y}+2 f_{y}^{\prime 2} \\
& G_{2}=\left(-x f_{y}^{\prime \prime}\right) f_{y}-2\left(f_{y}-x f_{y}^{\prime}\right) f_{y}^{\prime} \\
& G_{3}=\left(y^{\prime \prime} f_{y}-y f_{y}^{\prime \prime}\right) f_{y}-2\left(y^{\prime} f_{y}-y f_{y}^{\prime}\right) f_{y}^{\prime}
\end{aligned}
$$

Then by a simple calculation, we have

$$
W=y^{\prime \prime} f_{y}^{3}\left(d x / f_{y}\right)^{6}
$$

and we have

$$
\begin{aligned}
y^{\prime \prime} f_{y}^{3}= & \left(9 \gamma_{3} \gamma_{2}^{\prime \prime}+3 \gamma_{2} \gamma_{3}^{\prime \prime}-6 \gamma_{2}^{\prime} \gamma_{3}^{\prime}\right) y^{2} \\
& +\left(4 \gamma_{2}^{2} \gamma_{2}^{\prime \prime}-2 \gamma_{2} \gamma_{2}^{\prime}-6 \gamma_{3}^{\prime 2}+9 \gamma_{3} \gamma_{3}^{\prime \prime}\right) y \\
& +\left(\gamma_{2}^{2} \gamma_{3}^{\prime \prime}-2 \gamma_{2} \gamma_{2}^{\prime} \gamma_{3}^{\prime}+3 \gamma_{2} \gamma_{3} \gamma_{2}^{\prime \prime}\right) .
\end{aligned}
$$

In the latter, i.e., in the case that the gap sequence at $P_{\infty}$ is $\{1,2,4\}$, the Wronskian is given by

$$
W=\left|\begin{array}{lll}
(x-\alpha) / f_{y} & (x-\alpha)^{2} / f_{y} & (y-\beta) / f_{y} \\
K_{1}(x, y) / f_{y}^{2} & K_{2}(x, y) / f_{y}^{2} & K_{3}(x, y) / f_{y}^{2} \\
H_{1}(x, y) / f_{y}^{3} & H_{2}(x, y) / f_{y}^{3} & H_{3}(x, y) / f_{y}^{3}
\end{array}\right| \cdot(d x)^{6} .
$$

Here,

$$
\begin{aligned}
& K_{1}(x, y)=f_{y}-(x-\alpha) f_{y}^{\prime} \\
& K_{2}(x, y)=2(x-\alpha) f_{y}-(x-\alpha)^{2} f_{y}^{\prime}
\end{aligned}
$$

$$
K_{3}(x, y)=y^{\prime} f_{y}-(y-\beta) f_{y}^{\prime},
$$

and

$$
\begin{aligned}
& H_{1}(x, y)=-(x-\alpha) f_{y} f_{y}^{\prime \prime}-2\left(f_{y}-(x-\alpha) f_{y}^{\prime}\right) f_{y}^{\prime} \\
& H_{2}(x, y)=\left(2 f_{y}-(x-\alpha)^{2} f_{y}^{\prime \prime}\right) f_{y}-2(x-\alpha)\left(2 f_{y}-(x-\alpha) f_{y}^{\prime}\right) f_{y}^{\prime}, \\
& H_{3}(x, y)=\left(y^{\prime \prime} f_{y}-(y-\beta) f_{y}^{\prime \prime}\right) f_{y}-2\left(y^{\prime} f_{y}-(y-\beta) f_{y}^{\prime}\right) f_{y}^{\prime} .
\end{aligned}
$$

Then by a simple calculation, we have

$$
W=\left\{(x-\alpha)^{2} y^{\prime \prime}-2 y^{\prime}(x-\alpha)+2(y-\beta)\right\} f_{y}^{3} \cdot\left(d x / f_{y}\right)^{6}
$$

and we have

$$
\begin{aligned}
& \left\{(x-\alpha)^{2} y^{\prime \prime}-2 y^{\prime}(x-\alpha)+2(y-\beta)\right\} f_{y}^{3} \\
& =(x-\alpha)^{2}\left[\left(9 \gamma_{3} \gamma_{2}^{\prime \prime}+3 \gamma_{2} \gamma_{3}^{\prime \prime}-6 \gamma_{2}^{\prime} \gamma_{3}^{\prime}\right) y^{2}\right. \\
& \quad+\left(4 \gamma_{2}^{2} \gamma_{2}^{\prime \prime}-2 \gamma_{2} \gamma_{2}^{\prime}-6 \gamma_{3}^{\prime 2}+9 \gamma_{3} \gamma_{3}^{\prime \prime}\right) y \\
& \left.\quad+\left(\gamma_{2}^{2} \gamma_{3}^{\prime \prime}-2 \gamma_{2} \gamma_{2}^{\prime} \gamma_{3}^{\prime}+3 \gamma_{2} \gamma_{3} \gamma_{2}^{\prime \prime}\right)\right] \\
& -2(x-\alpha)\left[\left(9 \gamma_{3} \gamma_{2}^{\prime}+3 \gamma_{2} \gamma_{3}^{\prime}\right) y^{2}\right. \\
& \left.\quad+\left(4 \gamma_{2}^{2} \gamma_{2}^{\prime}+9 \gamma_{3}^{\prime} \gamma_{2}\right) y+\left(3 \gamma_{2} \gamma_{3} \gamma_{2}^{\prime}+\gamma_{2} \gamma_{3}^{\prime}\right)\right] \\
& \quad+2(y-\beta) f_{y}^{3} .
\end{aligned}
$$

Example 1. $y^{3}-y-x^{4}=0$.
We have $\omega_{1}=d x / f_{y}, \omega_{2}=x d x / f_{y}, \omega_{3}=y d x / f_{y}$, and the Wronskian is

$$
\begin{aligned}
W & =y^{\prime \prime} f_{y}^{3}\left(d x / f_{y}\right)^{6} \\
& =12 x^{2}\left(y^{2}+1\right)^{2}\left(d x / f_{y}\right)^{6} .
\end{aligned}
$$

Hence we obtain

$$
\begin{aligned}
\operatorname{div} W= & 24 \mathrm{P}_{\infty}+2\left(\mathrm{P}_{0}+\mathrm{P}_{0}^{\prime}+\mathrm{P}_{0}^{\prime \prime}-3 \mathrm{P}_{\infty}\right)+2\{\operatorname{div}(y+i)+\operatorname{div}(y-i)\} \\
= & 2 \mathrm{P}_{\infty}+2\left(\mathrm{P}_{0}+\mathrm{P}_{0}^{\prime}+\mathrm{P}_{0}^{\prime \prime}\right) \\
& +2\left\{\left({ }_{i} \mathrm{P}_{1}+{ }_{i} \mathrm{P}_{2}+{ }_{i} \mathrm{P}_{3}+{ }_{i} \mathrm{P}_{4}\right)+\left({ }_{-i} \mathrm{P}_{1}+{ }_{-i} \mathrm{P}_{2}+{ }_{-i} \mathrm{P}_{3}+{ }_{-i} \mathrm{P}_{4}\right)\right\} .
\end{aligned}
$$

Here ${ }_{i} \mathrm{P}_{1}, \ldots,{ }_{i} \mathrm{P}_{4}$ are points over $x_{1}, \ldots, x_{4}$ which are roots of the equation $i^{3}-i$ $-x^{4}=0$ and ${ }_{-i} \mathrm{P}_{1}, \ldots,{ }_{-i} \mathrm{P}_{4}$ are points over $x_{1}, \ldots, x_{4}$ which are roots of the equa-
tion $-i^{3}+i-x^{4}=0$. Obviously these points are distinct from each other. Therefore the number of Weierstrass points is exactly twelve.

Example 2. $y^{3}-x y-x^{5}=0$.
We have $\omega_{1}=x d x / f_{y}, \omega_{2}=x^{2} d x / f_{y}, \omega_{3}=y d x / f_{y}$, and the Wronskian is

$$
\begin{aligned}
W & =\left(x^{2} y^{\prime \prime}-2 x y^{\prime}+2 y\right) f_{y}^{3}\left(d x / f_{y}\right)^{6} \\
& =6 x^{3}\left(6 x^{3} y^{2}-x^{7} y+y+2 x^{4}\right)\left(d x / f_{y}\right)^{6}
\end{aligned}
$$

and we have

$$
\begin{aligned}
& \operatorname{div}\left(f_{y}\right)=\mathrm{P}_{0}+\mathrm{Q}_{1}+\cdots+\mathrm{Q}_{7}+\mathrm{P}_{\alpha}+\mathrm{P}_{0}-10 \mathrm{P}_{\infty} \\
& \operatorname{div}(d x)=\mathrm{P}_{0}+\mathrm{Q}_{1}+\cdots+\mathrm{Q}_{7}-4 \mathrm{P}_{\infty} \\
& \operatorname{div}(x)=2 \mathrm{P}_{0}+\mathrm{P}_{\alpha}-3 \mathrm{P}_{\infty}
\end{aligned}
$$

Hence we see that

$$
\operatorname{div} x^{3}\left(d x / f_{y}\right)^{6}=27 \mathrm{P}_{\infty}-3 \mathrm{P}_{\alpha} .
$$

We must evaluate $\operatorname{div}\left(6 x^{3} y^{2}-x^{7} y+y+2 x^{4}\right)$. From equations

$$
y^{3}-x y-x^{5}=0
$$

and

$$
6 x^{3} y^{2}-x^{7} y+y+2 x^{4}=0
$$

we obtain

$$
x^{5}\left(x^{21}-289 x^{14}-57 x^{7}+1\right)=0
$$

Hence by considering the Newton polygon at $x=0$, we have from the part $x^{5}$

$$
\mathrm{P}_{0}+4 \mathrm{P}_{\alpha}-5 \mathrm{P}_{\infty}
$$

for the divisor. From the part $\left(x^{21}-289 x^{14}-57 x^{7}+1\right)$ we have

$$
\mathrm{P}^{1}+\cdots+\mathrm{P}^{21}-21 \mathrm{P}_{\infty}
$$

for the divisor. Here $\mathrm{P}^{i}(1 \leq i \leq 21)$ are roots of the equation concerned.
Thus we have

$$
\operatorname{div} W=\mathrm{P}_{\infty}+\mathrm{P}_{0}+\mathrm{P}_{\alpha}+\mathrm{P}^{1}+\cdots+\mathrm{P}^{21}
$$

These points $\{\mathrm{P}$ 's \} are distinct from each other and we see that the number of

Weierstrass points of this Riemann surface is exactly 24.
Remark. The Riemann surface defined by

$$
y^{3}-x y-x^{5}=0
$$

is conformally equivalent to the surface defined by

$$
Y^{7}-X(X-1)^{2}=0
$$

which has the group of automorphisms of order 168 [5].

## §4. Extremal Riemann surfaces

In order to determine Riemann surfaces which have exactly twelve Weierstrass points we have to prepare several propositions.

Proposition 1. Let R be a non-hyperelliptic Riemann surface of genus three. Assume that there exist distinct four points $\mathrm{P}_{j}(1 \leq j \leq 4)$ on R which have following three conditions:
( $\alpha$ ) Each $4 \mathrm{P}_{j}(1 \leq j \leq 4)$ is a canonical divisor, i.e., each $\mathrm{P}_{j}(1 \leq j \leq 4)$ is a Weierstrass point whose gap sequence is $\{1,2,5\}$.
( $\beta$ ) The divisor $\left(\mathrm{P}_{1}+\mathrm{P}_{2}+\mathrm{P}_{3}+\mathrm{P}_{4}\right)$ is not a canonical divisor.
$(\gamma)$ The divisor $2\left(\mathrm{P}_{1}+\mathrm{P}_{2}+\mathrm{P}_{3}+\mathrm{P}_{4}\right)$ is linearly equivalent to 2 K . Here K is a canonical divisor.

Then R has three elliptic hyperelliptic involutions $\sigma_{i}(1 \leq i \leq 3)$ which have following two properties:
(1) Each $\sigma_{i}(1 \leq i \leq 3)$ is a non-trivial substitution of the set $\mathrm{P}_{j}(1 \leq j \leq 4)$.
(2) If one of $\sigma$ 's fixes a point $\mathrm{P}_{j}$, then the other two $\sigma$ do not fix any of $\mathrm{P}_{j}$ $(1 \leq j \leq 4)$.

Proof. Let $\phi: \mathrm{R} \rightarrow J(\mathrm{R})$ be a canonical map of R into its Jacobian variety. Let $c \in J(R)$ be the vector of Riemann constants. Put

$$
f_{1}=\phi\left(\mathrm{P}_{1}+\mathrm{P}_{2}\right)+c, \quad f_{2}=\phi\left(\mathrm{P}_{3}+\mathrm{P}_{4}\right)+c .
$$

Then $f_{1}$ and $f_{2}$ satisfy the assumption of the theorem of Accola [2, Part III, 6, Th. 5, p. 88] (i) $f_{1} \equiv \pm f_{2}$, (ii) $2 f_{1} \equiv 2 f_{2} \neq 0$, (iii) $\left|\left(2 f_{1}\right),\left(f_{1}+f_{2}\right)\right|=1$, (iv) the theta function vanishes at $f_{1}$ and $f_{2}$. Now, we shall prove only (iii), since the others are almost trivial. Put

$$
t=2 f_{1} \equiv 2 f_{2}, \quad s=f_{1}+f_{2}, \quad e=\phi\left(2 \mathrm{P}_{1}\right)+c .
$$

Then $e+t=\phi\left(2 \mathrm{P}_{2}\right)+c$. Theta characteristics $[e]$ and $[e+t]$ are odd, since $l\left(2 \mathrm{P}_{1}\right)$ $=l\left(2 \mathrm{P}_{2}\right)=1$. We see that $[e+s]$ is even. Indeed, assume that it is odd. Then
there exists a positive divisor $A$ on $R$ such that

$$
e+s=\phi(\mathrm{A})+c, \quad \operatorname{deg} \mathrm{~A}=2 \quad \text { and } \quad l(\mathrm{~A})=1 .
$$

On the other hand we have

$$
e+s=\phi\left(3 \mathrm{P}_{1}+\mathrm{P}_{2}+\mathrm{P}_{3}+\mathrm{P}_{4}-\mathrm{K}\right)+c .
$$

Hence we have $\mathrm{P}_{1}+\mathrm{A} \sim \mathrm{P}_{2}+\mathrm{P}_{3}+\mathrm{P}_{4}$, and we have $l\left(\mathrm{P}_{1}+\mathrm{A}\right)=2$ since R is nonhyperelliptic. Therefore there exists a point $Q$ such that $Q+P_{1}+A$ is a canonical divisor. Hence we obtain $\mathrm{A}=\mathrm{Q}+\mathrm{P}_{1}$ and so it follows $\mathrm{Q}=\mathrm{P}_{1}$. This is a contradiction. By the same way we can show that $[e+t+s]$ is also even. Therefore we obtain

$$
|(t),(s)|=|[e]||[e+t]||[e+s]||[e+t+s]|=1
$$

which shows that half periods $(t)$ and $(s)$ are syzygetic.
Thus we can conclude that R is elliptic-hyperelliptic.
Next, we shall construct elliptic-hyperelliptic involutions of R following Accola [1]. It is well-known that for the syzygetic subgroup of degree 2, $\Gamma$ $=\{0,(t),(s),(t+s)\}$, there exists a unique odd characteristic [d] such that [d], $[d+t],[d+s]$ and $[d+t+s]$ are odd characteristics. For the proof see [7, II, 2, Th. 13, p. 40]. We consider four theta characteristics $\left[f_{1}\right],\left[f_{2}\right],[d]$ and $[d+s]$ and we construct four complete linear systems of $\mathrm{R}_{5}$ over R , which are half-canonical and fixed point free. Here, $R_{5}$ is a Riemann surface of genus five, which we construct as follows: It is easy to see that there exist $Q_{1}$ and $Q_{2}$ different from $P_{1}, P_{2}$ such that the divisor $\left(P_{1}+P_{2}+Q_{1}+Q_{2}\right)$ is canonical. There also exist $Q_{3}$ and $Q_{4}$ different from $P_{3}, P_{4}$ such that the divisor $\left(P_{3}+P_{4}+Q_{3}\right.$ $+Q_{4}$ ) is canonical. Hence we have

$$
2\left(\mathrm{P}_{1}+\mathrm{P}_{2}\right) \sim 2\left(\mathrm{Q}_{1}+\mathrm{Q}_{2}\right), \quad 2\left(\mathrm{P}_{3}+\mathrm{P}_{4}\right) \sim 2\left(\mathrm{Q}_{3}+\mathrm{Q}_{4}\right)
$$

and

$$
\phi\left(\mathrm{P}_{1}+\mathrm{P}_{2}\right)+t=\phi\left(\mathrm{Q}_{1}+\mathrm{Q}_{2}\right), \quad \phi\left(\mathrm{P}_{3}+\mathrm{P}_{4}\right)+t=\phi\left(\mathrm{Q}_{3}+\mathrm{Q}_{4}\right) .
$$

Therefore, there exists a function $h$ whose divisor is $2\left(\mathrm{P}_{1}+\mathrm{P}_{2}\right)-2\left(\mathrm{Q}_{1}+\mathrm{Q}_{2}\right)$. Adjointing $\sqrt{h}$ to the function field of R we obtain a function field of a Riemann surface whose genus is five [4]. We denote the Riemann surface by $R_{5}$ and denote by $\pi$ the canonical projection of $R_{5}$ to $R$. Then we see that $R_{5}$ is unramified and $\pi^{-1}\left(\mathrm{P}_{1}+\mathrm{P}_{2}\right) \sim \pi^{-1}\left(\mathrm{Q}_{1}+\mathrm{Q}_{2}\right)$ and $\pi^{-1}\left(\mathrm{P}_{3}+\mathrm{P}_{4}\right) \sim \pi^{-1}\left(\mathrm{Q}_{3}+\mathrm{Q}_{4}\right)$. Hence by a simple consideration we see that

$$
l\left(\pi^{-1}\left(\mathrm{P}_{1}+\mathrm{P}_{2}\right)\right)=2, \quad \operatorname{deg} \pi^{-1}\left(\mathrm{P}_{1}+\mathrm{P}_{2}\right)=4
$$

and $\pi^{-1}\left(P_{1}+P_{2}\right)$ is a half canonical divisor on $R_{5}$ and the complete linear system $\left|\pi^{-1}\left(P_{1}+P_{2}\right)\right|$ is fixed point free. Similarly, we see that the complete linear system $\left|\pi^{-1}\left(\mathrm{P}_{3}+\mathrm{P}_{4}\right)\right|$ is half canonical and fixed point free. Since $[d]$ and $[d+s]$ are odd characteristics and $2 d=2 s=0$, there exist $\mathrm{T}_{1}, \mathrm{~T}_{2}$ such that $d=\phi\left(\mathrm{T}_{1}+\mathrm{T}_{2}\right)$ $+c$ and $\mathrm{T}_{3}, \mathrm{~T}_{4}$ such that $d+s=\phi\left(\mathrm{T}_{3}+\mathrm{T}_{4}\right)+c$. Furthermore, by the same reason, there exist $\mathrm{S}_{1}$ and $\mathrm{S}_{2}$ different from $\mathrm{T}_{1}$ and $\mathrm{T}_{2}$ such that $d+t=\phi\left(\mathrm{S}_{1}+\mathrm{S}_{2}\right)+c$ and there also exist $\mathrm{S}_{3}$ and $\mathrm{S}_{4}$ different from $\mathrm{T}_{3}$ and $\mathrm{T}_{4}$ such that $d+s+t=\phi\left(\mathrm{S}_{3}+\mathrm{S}_{4}\right)$ $+c$. We see that $\pi^{-1}\left(\mathrm{~T}_{1}+\mathrm{T}_{2}\right) \sim \pi^{-1}\left(\mathrm{~S}_{1}+\mathrm{S}_{2}\right)$ and $\pi^{-1}\left(\mathrm{~T}_{3}+\mathrm{T}_{4}\right) \sim \pi^{-1}\left(\mathrm{~S}_{3}+\mathrm{S}_{4}\right)$. Therefore, as before, we see that the complete linear systems $\left|\pi^{-1}\left(T_{1}+T_{2}\right)\right|$, $\left|\pi^{-1}\left(\mathrm{~T}_{3}+\mathrm{T}_{4}\right)\right|$ are half canonical and fixed point free. Then, put

$$
\begin{array}{ll}
\eta_{1}=\phi^{\prime}\left(\pi^{-1}\left(\mathrm{P}_{1}+\mathrm{P}_{2}\right)\right)+c^{\prime}, & \eta_{2}=\phi^{\prime}\left(\pi^{-1}\left(\mathrm{P}_{3}+\mathrm{P}_{4}\right)\right)+c^{\prime} \\
\eta_{3}=\phi^{\prime}\left(\pi^{-1}\left(\mathrm{~T}_{1}+\mathrm{T}_{2}\right)\right)+c^{\prime}, & \eta_{4}=\phi^{\prime}\left(\pi^{-1}\left(\mathrm{~T}_{3}+\mathrm{T}_{4}\right)\right)+c^{\prime}
\end{array}
$$

Here $\phi^{\prime}$ and $c^{\prime}$ have the same meaning in $\mathbf{R}_{5}$ as $\phi$ and $c$ in $\mathbf{R}$. It is easy to see that $\left[\eta_{1}\right], .,\left[\eta_{4}\right]$ are even theta characteristics such that $\left[\eta_{1}+\eta_{2}+\eta_{3}+\eta_{4}\right]=0$. Therefore applying the theorem of Accola [1, Th. 2, p. 12] to our case, we see that $R_{5}$ is elliptic-hyperelliptic, i.e., we have an elliptic-hyperelliptic involution $\bar{\sigma}$ on $R_{5}$. Since $\pi$ is a fixed point free involution, again by the theorem of Accola [2, Prop. p. 86] we see that $\pi$ and $\bar{\sigma}$ commute, and so we can construct an involution $\sigma$ on R.

Similarly, we have the other two involutions on R, starting with

$$
f_{1}^{\prime}=\phi\left(\mathrm{P}_{1}+\mathrm{P}_{3}\right)+c, \quad f_{2}^{\prime}=\phi\left(\mathrm{P}_{2}+\mathrm{P}_{4}\right)+c
$$

and

$$
f_{1}^{\prime \prime}=\phi\left(\mathrm{P}_{1}+\mathrm{P}_{4}\right)+c, \quad f_{2}^{\prime \prime}=\phi\left(\mathrm{P}_{2}+\mathrm{P}_{3}\right)+c .
$$

It is easy to see that these involutions satisfy the properties (1) and (2) of Proposition 1. Here we have to notice that any group of automorphisms which fix a point is cyclic.

Proposition 2. Under the same assumptions and notations of Prop. 1, let $\sigma_{1}, \sigma_{2}$ be involutions in Prop. 1 such that they do not fix any $\mathrm{P}_{j}$. Then we have

$$
\sigma_{1} \sigma_{2}=\sigma_{2} \sigma_{1}
$$

Proof. Assume that each of divisors

$$
\begin{aligned}
& \mathrm{P}_{1}+\mathrm{P}_{2}+\mathrm{T}_{1}+\mathrm{T}_{1}^{\prime}, \mathrm{P}_{3}+\mathrm{P}_{4}+\mathrm{T}_{2}+\mathrm{T}_{2}^{\prime} ; \mathrm{P}_{1}+\mathrm{P}_{3}+\mathrm{T}_{3}+\mathrm{T}_{3}^{\prime}, \\
& \mathrm{P}_{2}+\mathrm{P}_{4}+\mathrm{T}_{4}+\mathrm{T}_{4}^{\prime} ; \mathrm{P}_{1}+\mathrm{P}_{4}+\mathrm{T}_{5}+\mathrm{T}_{5}^{\prime}, \mathrm{P}_{2}+\mathrm{P}_{3}+\mathrm{T}_{6}+\mathrm{T}_{6}^{\prime}
\end{aligned}
$$

is canonical. Since R is non-hyperelliptic, we see that at least one of $\mathrm{T}_{j}$, $\mathrm{T}_{k}^{\prime}$ $(1 \leq j, k \leq 6)$ is different from $\mathrm{P}_{i}(1 \leq i \leq 4)$.

We see that $\mathrm{P}_{i}, \mathrm{~T}_{j}, \mathrm{~T}_{k}^{\prime}$ are fixed points of $\left(\sigma_{1} \sigma_{2}\right)^{4}$. In fact, we may assume that

$$
\sigma_{1}\left(\mathrm{P}_{1}\right)=\mathrm{P}_{2}, \sigma_{2}\left(\mathrm{P}_{1}\right)=\mathrm{P}_{3}, \sigma_{1}\left(\mathrm{P}_{3}\right)=\mathrm{P}_{4}, \sigma_{2}\left(\mathrm{P}_{2}\right)=\mathrm{P}_{4}
$$

Then we have

$$
\left(\sigma_{1} \sigma_{2}\right)^{2}\left(\mathrm{P}_{i}\right)=\mathrm{P}_{i} \quad(1 \leq i \leq 4)
$$

Hence

$$
\left(\sigma_{1} \sigma_{2}\right)^{2}\left(\mathrm{P}_{1}+\mathrm{P}_{2}+\mathrm{T}_{1}+\mathrm{T}_{1}^{\prime}\right)=\mathrm{P}_{1}+\mathrm{P}_{2}+\left(\sigma_{1} \sigma_{2}\right)^{2}\left(\mathrm{~T}_{1}\right)+\left(\sigma_{1} \sigma_{2}\right)^{2}\left(\mathrm{~T}_{1}^{\prime}\right)
$$

Since this is canonical, this is linearly equivalent to ( $\mathrm{P}_{1}+\mathrm{P}_{2}+\mathrm{T}_{1}+\mathrm{T}_{1}^{\prime}$ ). Therefore, we have $\left(\sigma_{1} \sigma_{2}\right)^{2}\left(\mathrm{~T}_{1}\right)+\left(\sigma_{1} \sigma_{2}\right)^{2}\left(\mathrm{~T}_{1}^{\prime}\right)=\mathrm{T}_{1}+\mathrm{T}_{1}^{\prime}$. Thus, we have

$$
\left(\sigma_{1} \sigma_{2}\right)^{4}\left(\mathrm{~T}_{1}\right)=\mathrm{T}_{1}, \quad\left(\sigma_{1} \sigma_{2}\right)^{4}\left(\mathrm{~T}_{1}^{\prime}\right)=\mathrm{T}_{1}^{\prime}
$$

Similarly we have

$$
\left(\sigma_{1} \sigma_{2}\right)^{4}\left(\mathrm{~T}_{i}\right)=\mathrm{T}_{i}, \quad\left(\sigma_{1} \sigma_{2}\right)^{4}\left(\mathrm{~T}_{i}^{\prime}\right)=\mathrm{T}_{i}^{\prime} \quad(1 \leq i \leq 6)
$$

Therefore, by the theorem of Lewittes [6, Th. 6, p. 746], if one of $\mathrm{T}_{j}, \mathrm{~T}_{k}^{\prime}$ is not a Weierstrass point then we have $\left(\sigma_{1} \sigma_{2}\right)^{4}=1$. However in this case we have $\left(\sigma_{1} \sigma_{2}\right)^{2}=1$, i.e., $\sigma_{1} \sigma_{2}=\sigma_{2} \sigma_{1}$. In fact, assume that $\left(\sigma_{1} \sigma_{2}\right)^{2} \neq 1$. Since $\left(\sigma_{1} \sigma_{2}\right)^{2}$ is an involution which fixes four $\mathrm{P}_{i}(1 \leq i \leq 4)$, the genus of $\left.\mathrm{R} /<\left(\sigma_{1} \sigma_{2}\right)^{2}\right\rangle$ is zero or one. Since R is non-hyperelliptic, $\mathrm{R} /<\left(\sigma_{1} \sigma_{2}\right)^{2}>$ must be elliptic. Then the divisor ( $\mathrm{P}_{1}+\mathrm{P}_{2}+\mathrm{P}_{3}+\mathrm{P}_{4}$ ) must be canonical. This is a contradiction. Therefore if $\left(\sigma_{1} \sigma_{2}\right)^{4} \neq 1$, then all $\mathrm{P}_{i}, \mathrm{~T}_{j}, \mathrm{~T}_{k}^{\prime}$ are Weierstrass points and we see easily that they are different from each other. However this conflicts with the fact which asserts that the number of fixed points of a non-trivial automorphism is at most $6(=2 g+2)$ [3, p. 405].

Thus we can conclude that $\sigma_{1} \sigma_{2}=\sigma_{2} \sigma_{1}$.
Proposition 3. A non-hyperelliptic Riemann surface of genus three, R , which has two elliptic-hyperelliptic involutions $\sigma_{1}, \sigma_{2}$ such as $\sigma_{1} \sigma_{2}=\sigma_{2} \sigma_{1}$ is given by

$$
x^{4}+y^{4}+2 a x^{2} y^{2}+2 b x^{2}+2 c y^{2}+1=0
$$

where $a^{2}, b^{2}, c^{2} \neq 1$ and $1+2 a b c-a^{2}-b^{2}-c^{2} \neq 0$.
Proof. We know that the fixed points of $\sigma_{1}$ are four. We denote them by $\mathrm{Q}^{(1)}(1 \leq i \leq 4)$. Then $\sigma_{2}\left(\mathrm{Q}_{i}^{(1)}\right)=\mathrm{Q}_{j}^{(1)}(i \neq j)$. If we put $\sigma_{3}=\sigma_{1} \sigma_{2}$, then $\sigma_{3}$
is an elliptic-hyperelliptic involution. In fact, put $G=\left\{1, \sigma_{1}, \sigma_{2}, \sigma_{3}\right\}$. Then the map: $\mathrm{R} \rightarrow \mathrm{R} / G$ is an elementary abelian covering of type $(2,2) . \quad \mathrm{R} / G$ is the Riemann sphere and the three intermediate Riemann surfaces are all elliptic. Let fixed points of $\sigma_{2}, \sigma_{3}$ be $\mathrm{Q}_{i}^{(2)}, \mathrm{Q}_{i}^{(3)}(1 \leq i \leq 4)$ respectively. We see that $\sum_{i=1}^{4} \mathrm{Q}_{i}^{(1)}, \sum_{i=1}^{4} \mathrm{Q}_{i}^{(2)}, \sum_{i=1}^{4} \mathrm{Q}_{i}^{(3)}$ are all canonical divisors. Hereby, we take two functions $x, y$ on R as follows:

$$
\operatorname{div}(x)=\sum_{i=1}^{4} \mathrm{Q}_{i}^{(1)}-\sum_{i=1}^{4} \mathrm{Q}_{i}^{(3)}, \quad \operatorname{div}(y)=\sum_{i=1}^{4} \mathrm{Q}_{i}^{(2)}-\sum_{i=1}^{4} \mathrm{Q}_{i}^{(3)} .
$$

Then we see easily that

$$
\sigma_{1}(x)=-x, \sigma_{1}(y)=y, \sigma_{2}(x)=x, \sigma_{2}(y)=-y .
$$

Consider the function space

$$
L\left(4 \sum_{i=1}^{4} \mathrm{Q}_{i}^{(3)}\right)=\left\{f \mid \operatorname{div}(f) \geq-4 \sum_{i=1}^{4} \mathrm{Q}_{i}^{(3)}\right\}
$$

The dimension of $L\left(4 \sum_{i=1}^{4} \mathrm{Q}_{i}^{(3)}\right)$ is equal to 14 . Therefore, there exists a linear relation in the set $\left\{x^{i} y^{j} \mid 0 \leq i, j \leq 4, i+j \leq 4\right\}$ and we obtain finally for an equation of $R$

$$
f(x, y)=x^{4}+y^{4}+2 a x^{2} y^{2}+2 b x^{2}+2 c y^{2}+1=0
$$

with constants $a, b$ and $c$. Here we have $a^{2}-1 \neq 0$. In fact, put $u=x^{2}+a y^{2}$ $+b$. Then our equation becomes to be

$$
u^{2}+\left(1-a^{2}\right) y^{4}+2(c-a b) y^{2}+\left(1-b^{2}\right)=0
$$

Therefore, if $a^{2}-1=0$, then the Riemann surface whose function field is $\mathbf{C}(u, y)$ is the Riemann sphere and our Riemann surface $R$ becomes to be a covering surface of degree two over the sphere. This is a contradiction. Similarly, we have $b^{2}-1 \neq 0$ and $c^{2}-1 \neq 0$. Since $f(x, y)$ must be irreducible, we have moreover $1+2 a b c-a^{2}-b^{2}-c^{2} \neq 0$.

Remark. A curve defined by the equation in Prop. 3 with conditions stated there is irreducible, non-singular and of genus three. Moreover it is non-hyperelliptic. In fact, put $\operatorname{div}(x)=\sum_{i=1}^{4} \mathrm{Q}_{i}^{(1)}-\sum_{i=1}^{4} \mathrm{Q}_{i}^{(3)}$. Then we can put $\operatorname{div}(y)=\sum_{i=1}^{4} \mathrm{Q}_{i}^{(2)}-\sum_{i=1}^{4} \mathrm{Q}_{i}^{(3)}$. Let $\tau$ be an automorphism of R such that $\left.\mathrm{R} /<\tau\right\rangle$ is the sphere. We see that $\tau\left(\sum_{i=1}^{4} \mathrm{Q}_{i}^{(k)}\right)=\sum_{i=1}^{4} \mathrm{Q}_{i}^{(k)}(1 \leq k \leq 3)$ [4], and so we have $\tau\left(\mathrm{Q}_{i}^{(k)}\right)=\mathrm{Q}_{j}^{(k)}(i \neq j)$. Hence $x, y \in \mathbf{C}(\mathrm{R} /<\tau>)$. This is a contradiction.

Proposition 4. Let R be a non-hyperelliptic Riemann surface of genus
three. Assume that R has just twelve Weierstrass points. We denote them by $\mathrm{P}_{i}(1 \leq i \leq 12)$. Then, reordering if necessary, we have either
(1) $\mathrm{P}_{1}+\mathrm{P}_{2}+\mathrm{P}_{3}+\mathrm{P}_{4}, \mathrm{P}_{5}+\mathrm{P}_{6}+\mathrm{P}_{7}+\mathrm{P}_{8}, \mathrm{P}_{9}+\mathrm{P}_{10}+\mathrm{P}_{11}+\mathrm{P}_{12}$ are all canonical or
(2) $\mathrm{P}_{1}+\mathrm{P}_{2}+\mathrm{P}_{3}+\mathrm{P}_{4}$ is not canonical, but $2\left(\mathrm{P}_{1}+\mathrm{P}_{2}+\mathrm{P}_{3}+\mathrm{P}_{4}\right) \sim 2 \mathrm{~K}$.

Proof. For $i, j=1,2, \ldots, 12$, put

$$
t_{i j}=\phi\left(2\left(\mathrm{P}_{i}+\mathrm{P}_{j}\right)-\mathrm{K}\right) \quad(i<j)
$$

These non-zero half periods on $\mathrm{J}(\mathrm{R})$ are 66 in all. However there must be 63 ( $=2^{2 g}-1$ ) non-zero half periods on $\mathrm{J}(\mathrm{R})$. Therefore, there must be the same points in these $66 t_{i j}$. Now we may put

$$
2\left(\mathrm{P}_{1}+\mathrm{P}_{2}\right) \sim 2\left(\mathrm{P}_{3}+\mathrm{P}_{4}\right), \text { i.e., } 2\left(\mathrm{P}_{1}+\mathrm{P}_{2}+\mathrm{P}_{3}+\mathrm{P}_{4}\right) \sim 2 \mathrm{~K} .
$$

Hence we have

$$
t_{1,2}=t_{3,4}, \quad t_{1,3}=t_{2,4}, \quad t_{1,4}=t_{2,3} .
$$

There exist the same elements in $\left\{t_{i j}\right\}$ besides these elements. Indeed, assume that there were no more the same elements in $\left\{t_{i j}\right\}$. Put

$$
k=-\phi\left(2 \mathrm{P}_{1}\right)+t_{2,5}
$$

We see that $k \neq-\phi\left(2 \mathrm{P}_{i}\right)(1 \leq i \leq 12)$. Put $t_{i}=\phi\left(2 \mathrm{P}_{i}\right)+k(1 \leq i \leq 12)$. These are non-zero half periods and different from each other. Therefore they must coincide with a part of $\left\{t_{i j}\right\}$. Then, put $t_{6}=t_{i j}$. We see that $i$ and $j$ are not equal to $1,2, \ldots, 6$ and so we may put $t_{6}=t_{7,8}$. Similarly, we may put $t_{9}=t_{10,11}$. Finally, put $t_{12}=t_{i j}$. Then, we see that $i$ and $j$ are not equal to $1,2, \ldots, 12$. This is a contradiction. Thus, following only three cases can take place:

$$
2\left(\mathrm{P}_{1}+\mathrm{P}_{2}\right) \sim 2\left(\mathrm{P}_{3}+\mathrm{P}_{4}\right), 2\left(\mathrm{P}_{5}+\mathrm{P}_{6}\right) \sim 2\left(\mathrm{P}_{7}+\mathrm{P}_{8}\right)
$$

$$
2\left(\mathrm{P}_{1}+\mathrm{P}_{2}\right) \sim 2\left(\mathrm{P}_{3}+\mathrm{P}_{4}\right), 2\left(\mathrm{P}_{1}+\mathrm{P}_{5}\right) \sim 2\left(\mathrm{P}_{6}+\mathrm{P}_{7}\right)
$$

( $\gamma$ )

$$
2\left(\mathrm{P}_{1}+\mathrm{P}_{2}\right) \sim 2\left(\mathrm{P}_{3}+\mathrm{P}_{4}\right), 2\left(\mathrm{P}_{1}+\mathrm{P}_{2}\right) \sim 2\left(\mathrm{P}_{5}+\mathrm{P}_{6}\right)
$$

In case $(\alpha)$, we see that $2\left(P_{9}+P_{10}+P_{11}+P_{12}\right) \sim 2 K$, since we have $2 \sum_{i=1}^{12} P_{i} \sim 6 K$. Hence either (1) or (2) occurs. In case ( $\gamma$ ), we cannot have at the same time

$$
P_{1}+P_{2}+P_{3}+P_{4} \sim K \text { and } P_{1}+P_{2}+P_{5}+P_{6} \sim K
$$

Therefore (2) occurs. In case ( $\beta$ ), we must carry our investigation further. Consider following 70 divisors

$$
2\left(\mathrm{P}_{i}+\mathrm{P}_{j}+\mathrm{P}_{k}\right), \quad 1 \leq i \leq 7,8 \leq j<k \leq 12 .
$$

Since $4\left(P_{i}+P_{j}+P_{k}\right) \sim 3 K$, we see that there must be linearly equivalent elements in them. Therefore, (1) or (2) or the following case (*)

$$
\begin{aligned}
& 2\left(\mathrm{P}_{1}+\mathrm{P}_{2}+\mathrm{P}_{3}+\mathrm{P}_{4}\right) \sim 2 \mathrm{~K}, \\
& 2\left(\mathrm{P}_{1}+\mathrm{P}_{5}+\mathrm{P}_{6}+\mathrm{P}_{7}\right) \sim 2 \mathrm{~K}, \\
& 2\left(\mathrm{P}_{2}+\mathrm{P}_{5}+\mathrm{P}_{8}+\mathrm{P}_{9}\right) \sim 2 \mathrm{~K},
\end{aligned}
$$

occurs. To study case (*) put

$$
\begin{aligned}
& t_{i j}=\phi\left(2\left(\mathrm{P}_{i}+\mathrm{P}_{j}\right)-\mathrm{K}\right), \quad 5 \leq i, j \leq 12, \\
& s_{i j k}=\phi\left(2\left(\mathrm{P}_{5}+\mathrm{P}_{i}+\mathrm{P}_{j}+\mathrm{P}_{k}\right)-2 \mathrm{~K}\right), \quad 6 \leq i<j<k \leq 12 .
\end{aligned}
$$

If some of them coincide or some of them are equal to zero, then case ( $*$ ) becomes (1) or (2). Therefore it remains to consider the case that these $28 t_{i j}$ and $35 s_{i j k}$ are all the non-zero half periods on $\mathrm{J}(\mathrm{R})$. Then, since $t_{i j}$, for example, is a half period, $t_{3,6}$ must coincide with one of these $28 t_{i j}$ and $35 s_{i j k}$ and so we are led to (1) or (2) or, for example if it is equal to $t_{8.10}, 2\left(\mathrm{P}_{3}+\mathrm{P}_{6}+\mathrm{P}_{8}+\mathrm{P}_{10}\right) \sim 2 \mathrm{~K}$. Then we have $2\left(\mathrm{P}_{4}+\mathrm{P}_{7}+\mathrm{P}_{9}+\mathrm{P}_{10}\right) \sim 2 \mathrm{~K}$ by adding $2\left(\mathrm{P}_{3}+\mathrm{P}_{6}+\mathrm{P}_{8}+\mathrm{P}_{10}\right) \sim 2 \mathrm{~K}$ to (*). Further we see that

$$
\begin{aligned}
& \mathrm{P}_{1}+\mathrm{P}_{2}+\mathrm{P}_{3}+\mathrm{P}_{4}, \mathrm{P}_{1}+\mathrm{P}_{5}+\mathrm{P}_{6}+\mathrm{P}_{7}, \mathrm{P}_{2}+\mathrm{P}_{5}+\mathrm{P}_{8}+\mathrm{P}_{9} \\
& \mathrm{P}_{3}+\mathrm{P}_{6}+\mathrm{P}_{8}+\mathrm{P}_{10}, \mathrm{P}_{4}+\mathrm{P}_{7}+\mathrm{P}_{9}+\mathrm{P}_{10}
\end{aligned}
$$

are not all canonical. Thus, we are led to (2).
Now we are in position to prove the following theorem:
Theorem 2. Let R be a non-hyperelliptic compact Riemann surface of genus three. Assume that R has exactly twelve Weierstrass points on it. Then R is given by

$$
\begin{equation*}
y^{3}-y-x^{4}=0 \tag{1}
\end{equation*}
$$

or

$$
\begin{equation*}
x^{4}+y^{4}+\frac{6}{5} x^{2} y^{2}+\frac{6}{\sqrt{5}}\left(x^{2}+y^{2}\right)+1=0 \tag{2}
\end{equation*}
$$

Remark. (1) is birationally equivalent to

$$
\begin{equation*}
x^{4}+y^{4}=1 \tag{1'}
\end{equation*}
$$

and (2) is birationally equivalent to

$$
x^{4}+y^{4}+3\left(x^{2} y^{2}+x^{2}+y^{2}\right)+1=0
$$

It is easy to see that the former has exactly 96 automorphisms and the latter has exactly 24 automorphisms.

Proof of Theorem 2. By Proposition 4, our proof is divided into two cases:

Case (1): We take $P_{1}$ instead of $P_{\infty}$ in $\S 2$. There exists a function $x$ such that

$$
\operatorname{div}(x)=P_{2}+P_{3}+P_{4}-3 P_{1}
$$

Then as we see in $\S 2$ the equation of R is given by

$$
\begin{aligned}
f(x, y) & =y^{3}-\gamma_{2}(x) y-\gamma_{3}(x), \\
\gamma_{2}(x) & =a_{0} x^{2}+a_{1} x+a_{2}, \\
\gamma_{3}(x) & =x^{4}+b_{1} x^{3}+b_{2} x^{2}+b_{3} x+b_{4} .
\end{aligned}
$$

Consider the Wronskian of R. Then we have

$$
\operatorname{div}\left(y^{\prime \prime} f_{y}^{3}\right)+6 \operatorname{div}\left(d x / f_{y}\right)=2 \sum_{i=1}^{12} \mathbf{P}_{i}
$$

Here $\operatorname{div}\left(d x / f_{y}\right)=4 \mathrm{P}_{1}$. Hence we obtain

$$
\operatorname{div}\left(y^{\prime \prime} f_{y}^{3}\right)=2\left(\sum_{i=2}^{12} \mathrm{P}_{i}-11 \mathrm{P}_{1}\right)
$$

On the other hand, there exist functions

$$
A_{1} x+B_{1} y+C_{1}, \quad A_{2} x+B_{2} y+C_{2}
$$

such that

$$
\begin{aligned}
& \operatorname{div}\left(A_{1} x+B_{1} y+C_{1}\right)=\mathrm{P}_{5}+\mathrm{P}_{6}+\mathrm{P}_{7}+\mathrm{P}_{8}-4 \mathrm{P}_{1} \\
& \operatorname{div}\left(A_{2} x+B_{2} y+C_{2}\right)=\mathrm{P}_{9}+\mathrm{P}_{10}+\mathrm{P}_{11}+\mathrm{P}_{12}-4 \mathrm{P}_{1}
\end{aligned}
$$

with suitable constants $A$ 's, $B$ 's and $C$ 's. Here we must notice $B_{1} B_{2} \neq 0$. Therefore we obtain

$$
y^{\prime \prime} f_{y}^{3}=x^{2}\left(A_{1} x+B_{1} y+C_{1}\right)^{2}\left(A_{2} x+B_{2} y+C_{2}\right)^{2}
$$

We shall express both sides of this equation by the linear combinations of a basis of the function space $L\left(22 \mathrm{P}_{1}\right)$;

$$
\left\{x^{i} y^{j} ; 0 \leq i \leq 7,0 \leq j \leq 2,3 i+4 j \leq 22\right\}
$$

On the left, we have

$$
\begin{aligned}
y^{\prime \prime} f_{y}^{3}= & \left(9 \gamma_{2}^{\prime \prime} \gamma_{3}+3 \gamma_{2} \gamma_{3}^{\prime \prime}-6 \gamma_{2}^{\prime} \gamma_{3}^{\prime}\right) y^{2} \\
& +\left(4 \gamma_{2}^{2} \gamma_{2}^{\prime \prime}-2 \gamma_{2} \gamma_{2}^{\prime 2}+9 \gamma_{3} \gamma_{3}^{\prime \prime}-6 \gamma_{3}^{\prime 2}\right) y \\
& +\left(3 \gamma_{2} \gamma_{2}^{\prime \prime} \gamma_{3}-2 \gamma_{2} \gamma_{2}^{\prime} \gamma_{3}^{\prime}+\gamma_{2}^{2} \gamma_{3}^{\prime \prime}\right)
\end{aligned}
$$

On the right, we have

$$
\begin{aligned}
& x^{2}\left(A_{1} x+B_{1} y+C_{1}\right)^{2}\left(A_{2} x+B_{2} y+C_{2}\right)^{2} \\
& =x^{2}\left\{B_{1}^{2} B_{2}^{2} \gamma_{2}+B_{2}^{2}\left(A_{1} x+C_{1}\right)^{2}+B_{1}^{2}\left(A_{2} x+C_{2}\right)^{2}\right. \\
& \left.\quad+4 B_{1} B_{2}\left(A_{1} x+C_{1}\right) \cdot\left(A_{2} x+C_{2}\right)\right\} y^{2} \\
& \quad+x^{2}\left\{B_{1}^{2} B_{2}^{2} \gamma_{3}+2 B_{1} B_{2}\left(B_{2}\left(A_{1} x+C_{1}\right)+B_{1}\left(A_{2} x+C_{2}\right)\right) \gamma_{2}\right. \\
& \left.\quad+2\left(A_{1} x+C_{1}\right)\left(A_{2} x+C_{2}\right)\left(B_{2}\left(A_{1} x+C_{1}\right)+B_{1}\left(A_{2} x+C_{2}\right)\right)\right\} y \\
& \quad+x^{2}\left\{2 B_{1} B_{2}\left(B_{2}\left(A_{1} x+C_{1}\right)+B_{1}\left(A_{2} x+C_{2}\right)\right) \gamma_{3}\right. \\
& \left.\quad+\left(A_{1} x+C_{1}\right)^{2}\left(A_{2} x+C_{2}\right)^{2}\right\} .
\end{aligned}
$$

Comparing the coefficients of both sides we obtain

$$
\begin{array}{ll}
2 B_{1} B_{2}\left(B_{2} A_{1}+B_{1} A_{2}\right)=0 & \text { (in } \left.x^{7}\right), \\
B_{1}^{2} B_{2}^{2}=12,18 b_{1}=b_{1} B_{1}^{2} B_{2}^{2} & \text { (in } \left.x^{6} y, x^{5} y\right) .
\end{array}
$$

Hence we have

$$
B_{2} A_{1}+B_{1} A_{2}=0 \quad \text { and } \quad b_{1}=0
$$

From the coefficients of $x^{3} y^{2}$ we have $A_{1} C_{2}+A_{2} C_{1}=0$. Hence we have

$$
a_{0} a_{1}=0 \quad\left(\text { in } x^{5}\right)
$$

Now, if $a_{0}=0$, then we have $A_{1} A_{2}=0\left(\right.$ in $\left.x^{4} y^{2}\right)$. Hence we obtain

$$
b_{2}=0, B_{2} C_{1}+B_{1} C_{2}=0 \quad\left(\text { in } x^{4} y, x^{6}\right)
$$

Therefore,

$$
\left.\left.a_{1}=0 \quad \text { (in } x^{4}\right), \quad b_{3}=b_{4}=0 \quad \text { (in } x^{3} y, x^{2} y\right)
$$

Thus for the equation of R we have

$$
y^{3}-a_{2} y-x^{4}=0 \quad\left(a_{2} \neq 0\right)
$$

It is easy to see that this is birationally equivalent to the Riemann surface defined
by

$$
y^{3}-y-x^{4}=0
$$

If $a_{1}=0$, then we have $b_{3}=0\left(\operatorname{in} x^{3} y\right)$ and the equation becomes

$$
f(x, y)=y^{3}-a_{0} x^{2} y-a_{2} y-\left(x^{4}+b_{2} x^{2}+b_{4}\right)=0
$$

We may put the coordinates of $\mathrm{P}_{i}\left(0, \beta_{i}\right)(2 \leq i \leq 4)$. Then

$$
f_{x}\left(0, \beta_{i}\right)=0, \quad \operatorname{div}\left(y-\beta_{i}\right)=4 \mathrm{P}_{i}-4 \mathrm{P}_{1}
$$

Therefore, for $i=2,3$ and 4 the equation

$$
f\left(x, \beta_{i}\right)=-x^{4}-\left(a_{0} \beta_{i}+b_{2}\right) x^{2}=0
$$

has $x=0$ as a quadruple root. Thus we have

$$
a_{0} \beta_{i}+b_{2}=0 \quad(2 \leq i \leq 4) .
$$

Hence we have $a_{0}=b_{2}=0$ and our case is reduced to the former.
Case (2): By Propositions 1, 2 and 3 we have

$$
f(x, y)=x^{4}+y^{4}+2 a x^{2} y^{2}+2 b x^{2}+2 c y^{2}+1=0
$$

for the equation of R .
First, we have to remark following two properties:
(\#) A necessary and sufficient condition for $\mathrm{Q}_{k}^{(3)}(1 \leq k \leq 4)$ to be Weierstrass points is $b=c=0$.

In fact, if we put $u=1 / x, v=y / x$, then the equation comes to be

$$
g(u, v)=u^{4}+v^{4}+2 c u^{2} v^{2}+2 b u^{2}+2 a v^{2}+1=0
$$

We may assume that the coordinates of $\mathrm{Q}_{k}^{(3)}$ is $(u, v)=\left(0, \alpha_{k}\right)(1 \leq k \leq 4)$. Since $g_{u}\left(0, \alpha_{k}\right)=0, u=0$ must be a quadruple root of $g\left(u, \alpha_{k}\right)=0$. Hence we obtain $b=c=0$, and vice versa.

By the same way, the necessary and sufficient condition for $\mathrm{Q}_{k}^{(1)}(1 \leq k \leq 4)$ to be Weierstrass points is $a=b=0$ and for $\mathrm{Q}_{k}^{(2)}(1 \leq k \leq 4)$ to be Weierstrass points is $c=a=0$.
(\#\#) A necessary and sufficient condition for one of $\mathrm{Q}_{k}^{(1)}(1 \leq k \leq 4)$ to be a Weierstrass point is $a^{2}+b^{2}-2 a b c=0$.

In fact, let the coordinates of $\mathrm{Q}_{k}^{(1)}$ be $(0, \beta)$. Then since $x=0$ must be a quadruple root of $f(x, \beta)=0$, we have

$$
\beta^{4}+2 c \beta^{2}+1=0, \quad a \beta^{2}+b=0
$$

Hence we have $a^{2}+b^{2}-2 a b c=0$, and vice versa.
By the same way, a necessary and sufficient condition for one of $\mathrm{Q}_{k}^{(2)}(1 \leq k$ $\leq 4)$ to be a Weierstrass point is $a^{2}+c^{2}-2 a b c=0$ and for one of $\mathrm{Q}_{k}^{(3)}(1 \leq k \leq 4)$ to be a Weierstrass point is $b^{2}+c^{2}-2 a b c=0$.

Now we shall prove Theorem 2.
First, assume that for some $i(1 \leq i \leq 3), \mathrm{Q}_{1}^{(i)}, \ldots, \mathrm{Q}_{4}^{(i)}$ are Weierstrass points. For example, if $i=3$, we see that $b=c=0$ by (\#) and the equation comes to be

$$
Y^{4}=X^{4}+2 a X^{2}+1
$$

by a suitable birational transformation and by the standard method used in § 3, we see that for the Wronskian of $\mathbf{R}$

$$
W=\left(a X^{4}+3 X^{3}-a^{2} X^{2}+a\right)(d X)^{6} / Y^{16}
$$

To have just twelve Weierstrass points it must be $a= \pm 3$ and we have

$$
f(x, y)=x^{4}+y^{4} \pm 6 x^{2} y^{3}+1=0
$$

It is easy to see that this is birationally equivalent to

$$
x^{4}+y^{4}=1, \quad \text { i.e., } \quad y^{3}-y-x^{4}=0
$$

Secondly, we shall show that the other cases are reduced to the case (\#) or to the case where we have $a= \pm 3 / 5$ and $b^{2}=c^{2}=9 / 5$. Now let P be a Weierstrass point whose gap sequence is $\{1,2,5\}$ and is not a fixed point of any of $\sigma_{i}(1 \leq i$ $\leq 3)$. Since $4 \mathrm{P} \sim \sum_{k=1}^{4} \mathrm{Q}_{k}^{(3)}$, there exists a function $\lambda x+\mu y+v$ such that $4 \mathrm{P}-$ $\sum_{k=1}^{4} \mathrm{Q}_{k}^{(3)}=\operatorname{div}(\lambda x+\mu y+v)$. By the assumption of P we may assume that $\lambda \mu \nu$ $\neq 0$. Hence, we rewrite

$$
4 \mathrm{P}-\sum_{k=1}^{4} \mathrm{Q}_{k}^{(3)}=\operatorname{div}(\lambda x+\mu y+1)
$$

Put

$$
\begin{aligned}
F(x) & =f(x,-(\lambda x+1) / \mu) \mu^{4} \\
& =A_{0} x^{4}+4 A_{1} x^{3}+2 A_{2} x^{2}+4 A_{3} x+A_{4}
\end{aligned}
$$

Here

$$
\begin{aligned}
& A_{0}=\lambda^{4}+\mu^{4}+2 a \lambda^{2} \mu^{2}, \quad A_{1}=\lambda\left(\lambda^{2}+a \mu^{2}\right), \\
& A_{2}=3 \lambda^{2}+a \mu^{2}+b \mu^{4}+c \lambda^{2} \mu^{2}
\end{aligned}
$$

$$
A_{3}=\lambda\left(1+c \mu^{2}\right), \quad A_{4}=1+\mu^{4}+2 c \mu^{2}
$$

Since the zeros of $\lambda x+\mu y+1$ are only $\mathrm{P}, F(x)$ must have a quadruple root in $x$. Hence we have

$$
\begin{aligned}
& 3 A_{1}^{2}-A_{0} A_{2}=0(1), \quad A_{1} A_{2}-3 A_{0} A_{3}=0(2) \\
& A_{1} A_{3}-A_{0} A_{4}=0(3)
\end{aligned}
$$

Put $l=\lambda^{2}, m=\mu^{2}$. From (2)

$$
\begin{align*}
g_{1}(l, m) & =-2 c l^{2}+(a b-3 c) m^{2}+(b-5 a c) l m-2 a l+\left(a^{2}-3\right) m \\
& =0 \tag{4}
\end{align*}
$$

From (1) $\times A_{3}-(3) \times 3 A_{1}$,

$$
\begin{equation*}
(3 a-b c) m^{2}+\left(3-c^{2}\right) l m+2 c l+(5 a c-b) m+2 a=0 \tag{5}
\end{equation*}
$$

Use $y$ instead of $x$. Then we have

$$
\begin{gather*}
g_{2}(l, m)=(a c-3 b) l^{2}-2 b m^{2}+(c-5 a b) l m+\left(a^{2}-3\right) l-2 a m=0 \\
(3 a-b c) l^{2}+\left(3-b^{2}\right) l m+(5 a b-c) l+2 b m+2 a=0
\end{gather*}
$$

If $(4)=\left(4^{\prime}\right)$, then by a simple calculation we have $b=c=0$. However this conflicts with our assumption by (\#). Therefore we may assume that (4) $\neq\left(4^{\prime}\right)$. If $(5)=\left(5^{\prime}\right)$, by a simple calculation we have $b=c=0$ or

$$
\begin{array}{ll}
a=3 / 5, b^{2}=3 a=9 / 5 & \text { for } \quad b=c \neq 0 \\
a=-3 / 5, b^{2}=-3 a=9 / 5 & \text { for } \quad b=-c \neq 0 .
\end{array}
$$

Hence we are led to the case (\#) or to the case $a= \pm 3 / 5$ and $b^{2}=c^{2}=9 / 5$. Therefore we may assume that $(5) \neq\left(5^{\prime}\right)$. Then we have further

$$
\begin{align*}
g_{3}(l, m)= & (3 a-b c)\left(l^{2}-m^{2}\right)+\left(c^{2}-b^{2}\right) l m+(5 a b-3 c) l \\
& -(5 a c-3 b) m=0 \tag{6}
\end{align*}
$$

Assume that any of twelve Weierstrass points $\left\{\mathrm{P}_{i}\right\}$ is not fixed by any of $\sigma_{1}$, $\sigma_{2}$ and $\sigma_{3}$. Then we have three distinct $(l, m)$ for the twelve Weierstrass points $\left\{\mathrm{P}_{i}\right\}$. Therefore, equations (4), (4') and (6) have four common points. Of course $(0,0)$ is one of these common points. Since (4) is a conic different from (4'), there exist $k$ and $k^{\prime}$ such that

$$
k g_{1}(l, m)+g_{2}(l, m)=k^{\prime} g_{3}(l, m)
$$

This means that we have

$$
\begin{aligned}
\frac{-2 c k+a c-3 b}{3 a-b c} & =\frac{(a b-3 c) k-2 b}{b c-3 a}=\frac{(b-5 a c) k+c-5 a b}{c^{2}-b^{2}} \\
& =\frac{-2 a k+a^{2}-3}{5 a b-3 c}=\frac{\left(a^{2}-3\right) k-2 a}{3 b-5 a c} .
\end{aligned}
$$

By an elementary calculation we see that

$$
a=b=0 \quad \text { or } \quad b=c=0 \quad \text { or } \quad b^{2}=c^{2} \neq 0 .
$$

The first two cases conflict with our assumption by (\#). For the last case $R$ has two more elliptic-hyperelliptic involutions $\tau_{1}$ and $\tau_{2}$ defined by

$$
\tau_{1}:(x, y) \longrightarrow(y, x), \tau_{2}:(x, y) \longrightarrow(-y,-x), \quad \text { if } \quad b=c
$$

and

$$
\tau_{1}:(x, y) \longrightarrow(-i y, i x), \tau_{2}:(x, y) \longrightarrow(i y,-i x), \quad \text { if } \quad b=-c .
$$

Then we have $\tau_{3}=\tau_{1} \tau_{2}=\tau_{2} \tau_{1}\left(=\sigma_{3}\right)$. We remark that if we put $x$ to $i x$ then the case $b=-c$ is reduced to the case $b=c$.

Now, assume that there exists a Weierstrass point which is not fixed by any of $\sigma_{i}, \tau_{i}(1 \leq i \leq 3)$. Then eight points

$$
\mathrm{P}, \tau_{1}(\mathrm{P}), \sigma_{1}(\mathrm{P}), \ldots, \sigma_{3}(\mathrm{P}), \sigma_{1} \tau_{1}(\mathrm{P}), \ldots, \sigma_{3} \tau_{1}(\mathrm{P})
$$

are Weierstrass points which are not fixed by any of $\sigma_{i}, \tau_{i}(1 \leq i \leq 3)$. Therefore we see that there are fixed points of some of $\sigma_{1}, \sigma_{2}, \sigma_{3}$ and $\tau_{1}, \tau_{2}, \tau_{3}\left(=\sigma_{3}\right)$ in the twelve Weierstrass points. We remark here that if P is a Weierstrass point which is not fixed by any of $\sigma_{i}(1 \leq i \leq 3)$, then four points $\mathrm{P}, \sigma_{i}(\mathrm{P}), \ldots, \sigma_{3}(\mathrm{P})$ are point of the same kind. Use $\tau$, if necessary, instead of $\sigma$. Then by the same argument as above, we are led to the case (\#) or to the case (\#\#) satisfied for two $i$ 's or to the case $a= \pm 3 / 5$ and $b^{2}=c^{2}=9 / 5$. Further, for the case (\#\#) satisfied for two $i$ 's it is reduced to the case (\#) or the case where we have $a= \pm 3 / 5$ and $b^{2}=c^{2}=$ 9/5.

Finally we have two cases: The first is

$$
x^{4}+y^{4}=1
$$

and the second is

$$
x^{4}+y^{4}+\frac{6}{5} x^{2} y^{2}+\frac{6}{\sqrt{5}}\left(x^{2}+y^{2}\right)+1=0
$$

The former has its Weierstrass points by fours on each three straight lines but the latter has its Weierstrass points by fours with common points on each six straight
lines. Therefore they are not conformally equivalent.
Remark. The second one is birationally equivalent to

$$
x^{4}+y^{4}+3\left(x^{2} y^{2}+x^{2}+y^{2}\right)+1=0
$$

and we can represent this equation in homogeneous coordinates as

$$
x^{4}+y^{4}+z^{4}+3\left(x^{2} y^{2}+y^{2} z^{2}+z^{2} x^{2}\right)=0 .
$$
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