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## 1. Introduction

From numerical aspects, difference schemes for solving initial value problems have been extensively investigated for a long time. In linear initial value problems, Lax obtained the remarkable result which states that the stability of a consistent difference scheme is a necessary and sufficient condition for the convergence if the problem is well posed [22]. This has become well known as Lax's Equivalence Theorem. The stability used there means conceptually the boundedness of numerical solutions given by the difference scheme. For numerical studies of engineering and physical problems, many authors have constructed several difference schemes. In particular, Peetre and Thomée [21] investigated these in the Sobolev spaces and gave several estimates for the rate of convergence, assuming that they are stable. For linear hyperbolic systems the theory of the Sobolev spaces of $L_{2}$-type has played an important role in establishing the existence and uniqueness of solution. Along such lines the $L_{2}$-stability of difference schemes has also been studied. Such a stability can be obtained in terms of the amplification matrix defined by the Fourier transform of the difference operator. Lax [13], Lax and Wendroff [14, 15], Kreiss [11], Yamaguti and Nogi [31], Lax and Nirenberg [16], Vaillancourt [28, 29, 30], Koshiba [10] and so on [20, $25,26,27]$ are relevant here.

Though a considerable portion of the progress in difference schemes for hyperbolic systems is confined to the linear theory, we must mention some results related to nonlinear theory of initial value problems. Strang [24] contributed to the establishment of convergence of difference approximations to smooth solutions in nonlinear problems. This will be briefly stated below. Modifying Lax's Equivalence Theorem, Kreth [12], von Dein [3] and Ansorge [1] discussed the convergence of difference approximations in an abstract setting and so, to our knowledge, their results seem less applicable.

Concerning weak solutions of quasi-linear hyperbolic equations of conservation laws, Le Roux [17] studied problems of the convergence for difference approximations.

In nonlinear initial value problems, Lax's Equivalence Theorem is not valid in general, so the convergence must be proved without the help of the stability
of the nonlinear scheme. From this requirement, Strang [24] discussed the convergence of difference approximations for the following quasi-linear hyperbolic system:

$$
\begin{align*}
& \frac{\partial u}{\partial t}(t, x)=\sum_{j=1}^{n} A_{j}(t, x, u(t, x)) \frac{\partial u}{\partial x_{j}}(t, x)+B(t, x, u(t, x))  \tag{1.1}\\
& \quad\left(x \in \boldsymbol{R}^{n} ; 0 \leqq t \leqq T\right), \\
& u(0, x)=u_{0}(x), \tag{1.2}
\end{align*}
$$

where $A_{j}(t, x, \cdot)(j=1, \ldots, n)$ are $N \times N$ matrices, $B(t, x, \cdot)$ and $u(t, x)$ are $N$-vectors. From analytical point of views the existence and uniqueness of smooth solution of (1.1), (1.2) are proved by Fischer and Marsden [4, 5] and Kato [8, 9]. The approximating difference scheme for the above system is written in the following form:

$$
\begin{align*}
& v^{j+1}(x)=S_{h}(j k) v^{j}(x) \quad(j=0,1, \ldots, v-1 ; 0 \leqq v k \leqq T),  \tag{1.3}\\
& v^{0}(x)=u_{0}(x) \tag{1.4}
\end{align*}
$$

where $k$ and $h$ denote the time step and the space mesh width, respectively, and $S_{h}(t)$ is a difference operator derived from the discretization of (1.1). Strang obtained the following result: Let $\Phi$ be

$$
\Phi\left(j k, x, v^{j}, k, h\right)=S_{h}(j k) v^{j}(x) .
$$

Suppose that $A_{j}(j=1, \ldots, n), B, \Phi$ and a solution $u$ of (1.1) have continuous derivatives up to order $m+[(n+1) / 2]+r+2^{1)}$ for some positive integer $r$ and that the difference scheme (1.3) approximates (1.1) with accuracy of order $m$. Then if the first variation of $\Phi$ is $l_{2}$-stable, it holds that

$$
\begin{equation*}
v^{v}(x)=u(t, x)+O\left(k^{m}\right) \quad\left(x \in \boldsymbol{R}^{n} ; t=v k \in[0, T]\right), \tag{1.5}
\end{equation*}
$$

where $k / h$ is kept constant as $h$ varies.
His method of proof is as follows: He first constructed the expansion

$$
\begin{equation*}
w(t, x, k)=u(t, x)+\sum_{j=1}^{q} k^{j} w^{(j)}(t, x), \quad q=m+[(n+1) / 2] \tag{1.6}
\end{equation*}
$$

so that (1.6) satisfies (1.3) with an error $o\left(k^{q+1}\right)$. He found the fact that $w(v k, x, k)$ $-v^{v}(x)$ is governed by the $l_{2}$-stability of the first variation of $\Phi$. Then, estimating two quantities $w(v k, x, k)-v^{v}(x)$ and $w(v k, x, k)-u(v k, x)$, he obtained the rate of convergence (1.5). This method is simple, but the calculations are too complicated for us.

[^0]Thus, in the same framework as Strang's we shall give a different method from his, so that we obtain improved results. Our method is to directly estimate $u(v k, x)-v^{v}(x)$ in the maximum norm by using the Sobolev-type theorem. The discussion is carried out in the way almost similar to the one used in [12], [3] and [1]. We assume that $S_{h}(t) v^{j}(x)$ is a function of $v^{j}\left(x+h p^{(1)}\right), \ldots, v^{j}\left(x+h p^{(q)}\right), t, x$ and $h$, where $p^{(i)}$ 's are multi-indices of integers. Then we can divide the function $S_{h}(t) v^{j}(x)$ into two parts by the mean-value theorem, i.e.,

$$
\begin{equation*}
S_{h}(j k) v^{j}(x)=L_{h}\left(j k, v^{j} ; h\right) v^{j}(x)+h G(j k ; h) v^{j}(x), \tag{1.7}
\end{equation*}
$$

where $L_{h}\left(j k, v^{j} ; h\right)$ is the first variation with respect to $v^{j}(x)$ and $G(j k ; h) v^{j}(x)$ is the remainder. Using the stability of $L_{h}$, we estimate $u(v k, x)-v^{v}(x)$ in the Sobolev spaces of $L_{2}$-type, and then, obtain a convergence theorem (Theorem 3.1), i.e.,

$$
\left|u(v k, \cdot)-v^{v}(\cdot)\right|_{r} \leqq C h^{m},
$$

where $u$ is assumed to be differentiable up to order $m+[n / 2]+r+2$, and $|\cdot|_{r}$ denotes the norm in the space $C_{B}^{r}$ consisting of all functions which, together with all their derivatives up to order $r$, are continuous and bounded. We note that when $r=0$, this result leads to Strang's result (1.5).

We next show the stability of $L_{h}$ by Lax-Nirenberg Theorem for difference operators, imposing some conditions on the amplification matrix $l$ of $L_{h}$, and obtain a convergence theorem (Theorem 5.1), which states as follows: The difference approximations converge to the exact solution in the $C_{B}^{2}$-norm by the Sobolev-type theorem, if $I-l^{*} l \geqq 0$.

Since the original system (1.1) does not contain the second-order derivatives of $u$, it should seem needless to derive the $C_{B}^{2}$-convergence, but reasonable to derive the $C_{B}^{1}$-convergence. In order to prove such a convergence we prepare an inequality (Theorem 4.2) excluding the second-order derivatives of the amplification matrix. This inequality corresponds to the one in Lax-Nirenberg Theorem which serves to establish the energy inequality of linear difference scheme. Using it, we arrive at the $C_{B}^{1}$-convergence theorem (Theorem 5.2), where it is assumed that there exist two matrix functions $a(\geqq 0)$ and $b$ satisfying $I-l^{*} l=b^{*} a b$.

## 2. Preliminaries

We denote by $\boldsymbol{C}^{N}$ the complex $N$-dimensional space. We abbreviate $\boldsymbol{C}^{1}=\boldsymbol{C}$ and denote the norm of $z$ in $\boldsymbol{C}^{N}$ by $|z|$. We define the norm of an $N \times N$ matrix by its operator norm in $\boldsymbol{C}^{N}$, writing as $|a|$. Unless otherwise stated, we denote by $u, v, w, f, \varphi$, etc. $N$-vector functions. For a multi-index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ of nonnegative integers we use the notations

$$
\partial_{x}^{\alpha}=\partial_{x_{1}}^{\alpha_{1} \cdots \partial_{x_{n}}^{\alpha_{n}}}, \quad \partial_{x_{j}}=\frac{\partial}{\partial x_{j}}(j=1, \ldots, n), \quad|\alpha|=\alpha_{1}+\cdots+\alpha_{n} .
$$

For any nonnegative integer $m$ let $C_{B}^{m}$ be the space consisting of all functions which, together with all their partial derivatives up to order $m$, are continuous and bounded on $\boldsymbol{R}^{n}$. Then $C_{B}^{m}$ is a Banach space with the norm $|\cdot|_{m}$ given by

$$
|\varphi|_{m}=\sum_{|\alpha| \leqq m} \sup _{x}\left|\partial_{x}^{\alpha} \varphi(x)\right| .
$$

The space $W^{m}$ stands for the Sobolev space of $L_{2}$-type with the scalar product $(,)_{m}$ and the norm $\|\cdot\|_{m}$. For simplicity we write (, ) and $\|\cdot\|$ instead of $(,)_{0}$ and $\|\cdot\|_{0}$, respectively. In this paper we use the following Sobolev-type theorem [18, 19]:

Theorem 2.1. (i) Let $m>n / 2+m^{\prime}\left(m^{\prime} \geqq 0\right)$. Then $W^{m} \subset C_{B}^{m^{\prime}}$, i.e.,

$$
\begin{equation*}
|f|_{m^{\prime}} \leqq K_{1}\left(m^{\prime}, n, N\right)\|f\|_{m} \quad \text { for all } \quad f(x) \in W^{m}, \tag{2.1}
\end{equation*}
$$

where $K_{1}\left(m^{\prime}, n, N\right)$ is a constant depending on $m^{\prime}, n$ and $N$.
(ii) Let $m>n / 2$ and let

$$
\sum_{j=1}^{r}\left|\alpha^{(j)}\right| \leqq m, \quad\left|\alpha^{(j)}\right| \geqq 1 \quad(j=1, \ldots, r),
$$

where $\alpha^{(j)}(j=1, \ldots, r)$ are multi-indices of nonnegative integers. Then

$$
\begin{equation*}
\left\|\partial_{x}^{\alpha^{(1)}} f_{1} \cdots \partial_{x}^{\alpha(r)} f_{r}\right\| \leqq K_{2}(m, n, N) \prod_{j=1}^{r}\left\|f_{j}\right\|_{m} \tag{2.2}
\end{equation*}
$$

for all $f_{j}(x) \in W^{m}(j=1, \ldots, r)$, where $f_{j}(x)(j=1, \ldots, r)$ are $N$-vector functions, the operation • denotes the componentwise multiplication and $K_{2}(m, n, N)$ is a constant depending on $m, n$ and $N$ but not on $\alpha^{(j)}(j=1, \ldots, r)$.

## 3. Difference approximations and their convergence

### 3.1. The difference scheme

Put

$$
\begin{equation*}
J=[0, T], \quad K=\left[0, k_{0}\right], \quad H=\left[0, h_{0}\right], \tag{3.1}
\end{equation*}
$$

where $k_{0}$ is a positive constant such that $k_{0} \leqq T$ and $h_{0}=k_{0} / \lambda$ for some constant $\lambda$. For the time step $k$ and the space mesh width $h$ we approximate the solution of (1.1), (1.2) by the following difference scheme of the form, keeping the ratio $\lambda=k / h$ constant as $h$ varies:

$$
\begin{align*}
v^{j+1}(x)=\Phi\left(j k, x,\left\{v^{j}\left(x+h p^{(1)}\right)\right\}^{T}, \ldots,\right. & \left.\left\{v^{j}\left(x+h p^{(q)}\right)\right\}^{T}, h\right)  \tag{3.2}\\
& (j=0,1, \ldots, v-1 ; k \in K ; v k \leqq T),
\end{align*}
$$

(3.3) $\quad v^{0}(x)=u_{0}(x)$,
where $p^{(j)}=\left(p_{1}^{(j)}, \ldots, p_{n}^{(j)}\right)(j=1, \ldots, q)$ for integers $p_{i}^{(j)}(i=1, \ldots, n), \Phi(t, x, y, \mu)$ is an $N$-vector function defined on $J \times \boldsymbol{R}^{n} \times\left(\boldsymbol{C}^{N}\right)^{q} \times H$ and $\{\cdot\}^{T}$ stands for the transpose of a vector. The space variable of $\left(\boldsymbol{C}^{N}\right)^{q}$ is denoted by $y$ in the sense that

$$
y=\left(y_{11}, \ldots, y_{1 N}, y_{21}, \ldots, y_{2 N}, \ldots, y_{q 1}, \ldots, y_{q N}\right)
$$

We assume that $\Phi(t, x, y, \mu)$ is continuously differentiable on $J \times \boldsymbol{R}^{n} \times$ $\left(\boldsymbol{C}^{N}\right)^{q} \times H$ and that

$$
\begin{equation*}
\Phi(t, x, z, \ldots, z, 0)=z \quad \text { for all } \quad(t, x, z) \in J \times \boldsymbol{R}^{n} \times \boldsymbol{C}^{N} \tag{3.4}
\end{equation*}
$$

Then by the mean-value theorem we have

$$
\begin{aligned}
\Phi(t, x, v(x, h), h)= & v(x)+\Phi(t, x, v(x, h), h)-\Phi(t, x, v(x, 0), 0) \\
= & v(x)+\sum_{j=1}^{q} l_{j}(t, x, v(x, h), h)\left\{v\left(x+h p^{(j)}\right)-v(x)\right\} \\
& +h g(t, x, v(x, h), h)
\end{aligned}
$$

where

$$
\begin{aligned}
& l_{j}(t, x, y, \mu)=\left(\int_{0}^{1} \partial_{y_{j 1}} \Phi\left(t, x, \theta y+(1-\theta) y^{\prime}, \theta \mu\right) d \theta, \ldots\right. \\
& \left.\ldots, \int_{0}^{1} \partial_{y_{j N}} \Phi\left(t, x, \theta y+(1-\theta) y^{\prime}, \theta \mu\right) d \theta\right) \quad(j=1, \ldots, q), \\
& g(t, x, y, \mu)=\int_{0}^{1} \partial_{\mu} \Phi\left(t, x, \theta y+(1-\theta) y^{\prime}, \theta \mu\right) d \theta \\
& y^{\prime}=\left(y_{11}, \ldots, y_{1 N}, y_{11}, \ldots, y_{1 N}, \ldots, y_{11}, \ldots, y_{1 N}\right) \in\left(C^{N}\right)^{q}, \\
& \partial_{y_{j i}}=\frac{\partial}{\partial y_{j i}} \quad(j=1, \ldots, q ; i=1, \ldots, N), \quad \partial_{\mu}=\frac{\partial}{\partial \mu}
\end{aligned}
$$

and

$$
\begin{equation*}
v(x, \mu)=\left(v^{T}\left(x+\mu p^{(1)}\right), \ldots, v^{T}\left(x+\mu p^{(q)}\right)\right) \quad(\mu \in H) \tag{3.5}
\end{equation*}
$$

Put

$$
L_{\eta}(t, v ; \mu)=I+\sum_{j=1}^{q} l_{j}(t, x, v(x, \mu), \mu)\left(T_{\eta}^{p(j)}-I\right) \quad(\eta \in H),
$$

where $T_{\eta}^{p(j)}$ is a translation operator defined by

$$
T_{\eta}^{p(j)} v(x)=v\left(x+\eta p^{(j)}\right) \quad(j=1, \ldots, q)
$$

Then it follows that

$$
\begin{equation*}
\Phi(t, x, v(x, h), h)=L_{h}(t, v ; h) v(x)+h g(t, x, v(x, h), h) \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.L_{\eta}(t, v ; \mu)\right|_{\eta=0}=I \quad \text { for all } \quad(t, \mu) \in J \times H . \tag{3.7}
\end{equation*}
$$

It is clear that $L_{h}(t, v ; h)$ is a linear operator for any fixed $t, v$ and $h$.
From the above consideration, the difference scheme (3.2) may be represented by the form introduced in Section 1, i.e.,

$$
\begin{align*}
& v^{j+1}(x)=S_{h}(j k) v^{j}(x) \quad(j=0,1, \ldots, v-1 ; k \in K ; v k \leqq T),  \tag{3.8}\\
& v^{0}(x)=u_{0}(x), \tag{3.9}
\end{align*}
$$

where $S_{\mu}(t) v(x)(\mu \in H)$ takes the form of

$$
\begin{equation*}
S_{\mu}(t) v(x)=L_{\mu}(t, v ; \mu) v(x)+\mu G(t ; \mu) v(x) \tag{3.10}
\end{equation*}
$$

by using

$$
\begin{equation*}
L_{n}(t, v ; \mu)=\sum_{\sigma \in \Lambda} l_{\sigma}(t, x, v(x, \mu), \mu) T_{\eta}^{\sigma}, \quad \sigma=\left(\sigma_{1}, \ldots, \sigma_{n}\right) \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
G(t ; \mu) v(x)=g(t, x, v(x, \mu), \mu) \quad(\mu, \eta \in H) . \tag{3.12}
\end{equation*}
$$

Here $\Lambda$ is a finite set, $\sigma_{j}(j=1, \ldots, n)$ are integers and $v(x, \mu)$ is given by (3.5). Furthermore, $N \times N$ matrix functions $l_{\sigma}(t, x, y, \mu)(\sigma \in \Lambda)$ and an $N$-vector function $g(t, x, y, \mu)$ are defined on $J \times \boldsymbol{R}^{n} \times\left(\boldsymbol{C}^{N}\right)^{q} \times H$. In view of (3.7), we assume that

$$
\begin{equation*}
\sum_{\sigma \in \Lambda} l_{\sigma}(t, x, y, \mu)=I \quad \text { for all } \quad(t, x, y, \mu) \in J \times \boldsymbol{R}^{n} \times\left(\boldsymbol{C}^{N}\right)^{q} \times H \tag{3.13}
\end{equation*}
$$

In the sequel we are concerned with the difference scheme of the form (3.8).

### 3.2. Accuracy and stability

To state the definitions of accuracy and stability we introduce two sets $W^{m}(d)$ and $U^{l, m}(d)$ for arbitrary integers $l, m(l \geqq 1 ; m \geqq 0)$ and an arbitrary number $d>0 . \quad W^{m}(d)$ is given by

$$
W^{m}(d)=\left\{\varphi(x) \in W^{m}:\|\varphi\|_{m} \leqq d\right\}
$$

and $U^{l, m}(d)$ consists of all functions $u(t, x)$ with the properties:

1) $u(t, \cdot) \in \cap_{i=0}^{l} C^{i}\left(J ; W^{m+l-i}\right)$, where $C^{i}\left(J ; W^{j}\right)$ denotes the space of all functions $u(t, \cdot)$ from $J$ to $W^{j}$ such that $u(t, \cdot)$ is $i$-times continuously differentiable with respect to $t$ in the $W^{j}$-topology;
2) $\max _{0 \leqq i \leqq l} \max _{0 \leqq t \leqq T}\left\|\partial_{t}^{i} u(t, \cdot)\right\|_{m+l-i} \leqq d, \quad \partial_{t}^{i}=\left(\frac{\partial}{\partial t}\right)^{i}$;
3) $u(t, \cdot)$ is the unique solution of (1.1) with the initial value $u(0, \cdot)$.

DEFINITION. Let $d$ be a positive number and let $m_{1}, m_{2}, m_{3}\left(m_{1} \geqq 1 ; m_{2} \geqq\right.$ $m_{1}+1 ; m_{3} \geqq 0$ ) be integers. Then we say that the difference scheme (3.8) approximates (1.1) with accuracy of order $m_{1}$ in $U^{m_{2}, m_{3}}(d)$ if the following con-
ditions (a-1) and (a-2) are fulfilled:
(a-1) $\quad S_{h}(t)$ is a mapping from $W^{m_{3}}$ into itself for any fixed $(t, h) \in J \times H$;
(a-2) $U^{m_{2}, m_{3}}(d)$ is not empty and there exists a constant $c_{1}$ such that

$$
\begin{equation*}
\left\|u(t+k, \cdot)-S_{h}(t) u(t, \cdot)\right\|_{m_{3}} \leqq c_{1} h^{m_{1}+1} \tag{3.14}
\end{equation*}
$$

for all $u(t, x) \in U^{m_{2}, m_{3}}(d), k \in K$ and $t, t+k \in J$.
For a given $v$ we define the following difference scheme derived from (3.10) by

$$
\begin{align*}
& w^{j+1}(x)=L_{h}(j k, v ; h) w^{j}(x) \quad(j=0,1, \ldots, v-1 ; k \in K ; v k \leqq T)  \tag{3.15}\\
& w^{0}(x)=u_{0}(x) \tag{3.16}
\end{align*}
$$

From now on we call (3.15) the linear difference scheme of (3.10).
Definition. Let $d$ and $m$ be a positive number and a nonnegative integer, respectively. Then the linear difference scheme (3.15) is said to be stable in $W^{m}$ for all $w_{j} \in W^{m}(d)(j=0,1, \ldots)$ if the operator $L_{h}(t, \cdot ; h)$ satisfies the following conditions:
(s-1) When a function $v \in W^{m}(d)$ is given, $L_{h}(t, v ; h)$ is a linear operator from $W^{m}$ into itself for any fixed $(t, h) \in J \times H$;
(s-2) There exists a constant $c_{2}$ such that

$$
\begin{equation*}
\left\|L_{h}\left(t+(v-1) k, w_{v-1} ; h\right) L_{h}\left(t+(v-2) k, w_{v-2} ; h\right) \cdots L_{h}\left(t, w_{0} ; h\right) u\right\|_{m} \leqq c_{2}\|u\|_{m} \tag{3.17}
\end{equation*}
$$ for all $w_{j}(x) \in W^{m}(d)(j=0,1, \ldots, v-1), u(x) \in W^{m}, k \in K$ and $t, t+v k \in J$.

For all integers $v \geqq 0$ and $k \in K$ we define $\phi^{v}(t, v(x))$ by

$$
\begin{align*}
& \phi^{j+1}(t, v(x))=S_{h}(t+j k) \phi^{j}(t, v(x)) \quad(j=0,1, \ldots, v-1 ; v \geqq 1),  \tag{3.18}\\
& \phi^{0}(t, v(x))=v(x)
\end{align*}
$$

### 3.3. Convergence theorem

We show the following convergence theorem which improves Strang's result [24].

Theorem 3.1. Let the difference scheme (3.8) approximate (1.1) with accuracy of order $m_{1}$ in $U^{m_{2}, m_{3}}\left(d_{1}\right)\left(d_{1}>0 ; m_{1} \geqq 1 ; m_{2} \geqq m_{1}+1 ; m_{3} \geqq 0\right)$ and let

$$
\begin{align*}
& \left\|\left\{L_{h}(t, w ; h)-L_{h}(t, v ; h)\right\} u\right\|_{m_{3}} \leqq c_{3} h\|w-v\|_{m_{3}},  \tag{3.20}\\
& \|G(t ; h) w-G(t ; h) v\|_{m_{3}} \leqq c_{3}\|w-v\|_{m_{3}} \tag{3.21}
\end{align*}
$$

for all $w(x), v(x) \in W^{m_{3}}\left(d_{2}\right), u(x) \in W^{m_{3}+1}\left(d_{2}\right), h \in H$ and $t \in J$, where $d_{2}\left(d_{2}>d_{1}\right)$ and $c_{3}$ are constants. Suppose that the linear difference scheme (3.15) is stable
in $W^{m_{3}}$ for all $w_{j} \in W^{m_{3}}\left(d_{2}\right)(j=0,1, \ldots)$. Then

$$
\begin{align*}
& \phi^{v}(t, u(t, x)) \in W^{m_{3}}\left(d_{2}\right)  \tag{3.22}\\
& \left\|u(t+v k, \cdot)-\phi^{v}(t, u(t, \cdot))\right\|_{m_{3}} \leqq\left\{\left(1+c_{4} h\right)^{v}-1\right\} h^{m_{1}} \tag{3.23}
\end{align*}
$$

for all $u(t, x) \in U^{m_{2}, m_{3}}\left(d_{1}\right), k \in\left[0, k_{1}\right]$ and $t, t+v k \in J$, where

$$
\begin{align*}
& c_{4}=\max \left\{c_{1}, 2 c_{3}, c_{1} c_{2}, 2 c_{2} c_{3}\right\}  \tag{3.24}\\
& k_{1}=\min \left\{k_{0}, \lambda\left\{\left(d_{2}-d_{1}\right) \exp \left(-c_{4} T / \lambda\right)\right\}^{1 / m_{1}}\right\} \tag{3.25}
\end{align*}
$$

$c_{1}$ is a constant satisfying (3.14) with $d=d_{1}$ and $c_{2}$ is also a constant satisfying (3.17) with $d=d_{2}$ and $m=m_{3}$.

Remark 3.1. (i) Since

$$
\left(1+c_{4} h\right)^{v} \leqq \exp \left(c_{4} T / \lambda\right)
$$

for all integers $v \geqq 0$ and $k \in K$ such that $v k \leqq T$, it follows from (3.23) that

$$
\begin{equation*}
\left\|u(t+v k, \cdot)-\phi^{v}(t, u(t, \cdot))\right\|_{m_{3}} \leqq\left\{\exp \left(c_{4} T / \lambda\right)\right\} h^{m_{1}} \tag{3.26}
\end{equation*}
$$

for all $u(t, x) \in U^{m_{2}, m_{3}}\left(d_{1}\right), k \in\left[0, k_{1}\right]$ and $t, t+v k \in J$.
(ii) Let $m_{3} \geqq[n / 2]+1$. Then, by using the Sobolev-type theorem (Theorem 2.1), we obtain from (3.26)

$$
\begin{equation*}
\left|u(t+v k, \cdot)-\phi^{v}(t, u(t, \cdot))\right|_{m_{3}-[n / 2]-1} \leqq C h^{m_{1}} \tag{3.27}
\end{equation*}
$$

for all $u(t, x) \in U^{m_{2}, m_{3}}\left(d_{1}\right), k \in\left[0, k_{1}\right]$ and $t, t+v k \in J$, where $C$ is a positive constant.

Proof of Theorem 3.1. The proof will be done by induction on $v(\nu \geqq 1)$. For $v=1$ it follows from (3.14) that

$$
\begin{equation*}
\left\|u(t+k, \cdot)-\phi^{1}(t, u(t, \cdot))\right\|_{m_{3}} \leqq c_{1} h^{m_{1}+1} \leqq c_{4} h^{m_{1}+1} . \tag{3.28}
\end{equation*}
$$

Since (3.25) implies

$$
c_{4} h^{m_{1}+1} \leqq\left(c_{4} T / \lambda\right)\left(d_{2}-d_{1}\right) \exp \left(-c_{4} T / \lambda\right) \leqq d_{2}-d_{1},
$$

we have

$$
\begin{equation*}
\left\|\phi^{1}(t, u(t, \cdot))\right\|_{m_{3}} \leqq\|u(t+k, \cdot)\|_{m_{3}}+d_{2}-d_{1} \leqq d_{2} \tag{3.29}
\end{equation*}
$$

Hence (3.22) and (3.23) for $v=1$ follow from (3.29) and (3.28).
Suppose that (3.22) and (3.23) hold for all $j(1 \leqq j \leqq v-1)$, where $v>1$. For simplicity we put

$$
\begin{array}{ll}
u_{j}=u(t+j k, x), & w_{j}=\phi^{j}(t, u(t, x)), \\
L_{j}(v)=L_{h}(t+j k, v ; h), & G_{j} v=G(t+j k ; h) v(x),
\end{array}
$$

$$
F_{j}(v) w=L_{j}(v) w+h G_{j} v \quad(j=0,1, \ldots, v)
$$

Then
(3.30) $u_{v}-w_{v}$

$$
\begin{aligned}
& =u_{v}-F_{v-1}\left(w_{v-1}\right) u_{v-1}+\sum_{i=1}^{v=1}\left\{\prod_{j=v-i}^{v-1} F_{j}\left(w_{j}\right) u_{v-i}-\prod_{j=v-i-1}^{v-1} F_{j}\left(w_{j}\right) u_{v-i-1}\right\} \\
& =u_{v}-F_{v-1}\left(w_{v-1}\right) u_{v-1}+\sum_{i=1}^{v=1} \prod_{j=v-i}^{v=1} L_{j}\left(w_{j}\right)\left\{u_{v-i}-F_{v-i-1}\left(w_{v-i-1}\right) u_{v-i-1}\right\} .
\end{aligned}
$$

By the inductive hypothesis we have from (3.20) and (3.21)

$$
\begin{equation*}
\left\|u_{j}-F_{j-1}\left(w_{j-1}\right) u_{j-1}\right\|_{m_{3}} \tag{3.31}
\end{equation*}
$$

$$
\begin{aligned}
& \leqq\left\|u_{j}-F_{j-1}\left(u_{j-1}\right) u_{j-1}\right\|_{m_{3}}+\left\|F_{j-1}\left(u_{j-1}\right) u_{j-1}-F_{j-1}\left(w_{j-1}\right) u_{j-1}\right\|_{m_{3}} \\
& \leqq\left\|u_{j}-S_{h}(t+(j-1) k) u_{j-1}\right\|_{m_{3}}+\left\|\left\{L_{j-1}\left(u_{j-1}\right)-L_{j-1}\left(w_{j-1}\right)\right\} u_{j-1}\right\|_{m_{3}} \\
& \quad+h\left\|G_{j-1} u_{j-1}-G_{j-1} w_{j-1}\right\|_{m_{3}} \\
& \leqq c_{1} h^{m_{1}+1}+2 c_{3} h\left\|u_{j-1}-w_{j-1}\right\|_{m_{3}} \leqq c_{1} h^{m_{1}+1}+2 c_{3}\left\{\left(1+c_{4} h\right)^{j-1}-1\right\} h^{m_{1}+1} \\
& \quad(j=1, \ldots, v) .
\end{aligned}
$$

Applying the stability of the linear difference scheme (3.15) and using (3.31), we obtain from (3.30)

$$
\begin{aligned}
& \left\|u_{v}-w_{v}\right\|_{m_{3}} \\
& \quad \leqq \\
& \leqq u_{v}-F_{v-1}\left(w_{v-1}\right) u_{v-1}\left\|_{m_{3}}+c_{2} \sum_{i=1}^{v=1}\right\| u_{v-i}-F_{v-i-1}\left(w_{v-i-1}\right) u_{v-i-1} \|_{m_{3}} \\
& \leqq \\
& \quad c_{1} h^{m_{1}+1}+2 c_{3}\left\{\left(1+c_{4} h\right)^{v-1}-1\right\} h^{m_{1}+1} \\
& \quad+c_{2} \sum_{i=1}^{v=1}\left\{c_{1} h^{m_{1}+1}+2 c_{3}\left\{\left(1+c_{4} h\right)^{v-i-1}-1\right\} h^{m_{1}+1}\right\} \\
& \leqq
\end{aligned}
$$

and by (3.25)

$$
\left\|w_{v}\right\|_{m_{3}} \leqq\left\|u_{v}\right\|_{m_{3}}+\left\{\left(1+c_{4} h\right)^{v}-1\right\} h^{m_{1}} \leqq d_{1}+\left\{\exp \left(c_{4} T / \lambda\right)\right\} h^{m_{1}} \leqq d_{2}
$$

Hence our induction on $v$ is complete. This gives the proof.
Remark 3.2. The assumption (3.13) is not used in the proof of Theorem 3.1. However, it will be used in Section 6.2.

## 4. Families of linear difference operators

### 4.1. Definitions

We regard $L_{h}(t, v ; h)$ as a one parameter family of the linear difference operators depending on $t$, when $v$ is given. In this section we show some proper-
ties of linear operators mapping $L_{2}$ into itself. Some results obtained here will be used to show the stability of the linear difference scheme (3.15).

For $N \times N$ matrices $a_{\sigma}(t, x, \mu)$ such that $\partial_{x}^{\alpha} a_{\sigma}(t, x, \mu)(|\alpha| \leqq r)$ and $\partial_{\mu} a_{\sigma}(t, x, \mu)$ are continuous and bounded on $J \times \boldsymbol{R}^{n} \times H$, we write

$$
\begin{equation*}
A_{h}(t ; \mu)=\sum_{\sigma} a_{\sigma}(t, x, \mu) T_{h}^{\sigma}, \quad \sigma=\left(\sigma_{1}, \ldots, \sigma_{n}\right), \tag{4.1}
\end{equation*}
$$

where the summation is taken over some finite set of $\sigma$. Here we define $\mathscr{A}^{r}$ $(r=1,2)$ by the set of two parameter families of $A_{h}(t ; \mu)(h, \mu \in H)$ and also define $\mathscr{A}_{0}^{r}(r=1,2)$ by the set of one parameter families of $A_{h}(t ; h)(h \in H)$.

Then it is found that $\mathscr{A}^{2} \subset \mathscr{A}^{1}, \mathscr{A}_{0}^{2} \subset \mathscr{A}_{0}^{1}$ and that $A_{h}(t ; \mu)$ is a bounded linear operator from $L_{2}$ into itself, if it belongs to $\mathscr{A}^{1}$. We have the following lemmas:

Lemma 4.1. Let $A_{h}(t ; \mu)$ belong to $\mathscr{A}^{1}$. Then

$$
\begin{equation*}
\left\|\left\{A_{h}(t ; h)-A_{h}(t ; 0)\right\} u\right\| \leqq C_{A} h\|u\| \tag{4.2}
\end{equation*}
$$

for all $u(x) \in L_{2}, h \in H$ and $t \in J$, where

$$
\begin{equation*}
C_{A}=\sum_{\sigma} \sup _{t, x, \mu}\left|\partial_{\mu} a_{\sigma}(t, x, \mu)\right| . \tag{4.3}
\end{equation*}
$$

Proof. The proof is obvious by the mean-value theorem.
Lemma 4.2. Let $A_{h}(t ; h)$ and $B_{h}(t ; h)$ belong to $\mathscr{A}_{0}^{r}(r=1,2)$. Then the sum $A_{h}(t ; h)+B_{h}(t ; h)$, the product $A_{h}(t ; h) B_{h}(t ; h)$, the operation $\rho A_{h}(t ; h)(\rho \in \boldsymbol{C})$ and the adjoint $A_{h}^{*}(t ; h)$ also belong to $\mathscr{A}_{0}^{r}(r=1,2)$.

Proof. The statements for $A_{h}(t ; h)+B_{h}(t ; h), A_{h}(t ; h) B_{h}(t ; h)$ and $\rho A_{h}(t ; h)$ can be easily shown. Let $A_{h}(t ; \mu)$ be written as (4.1). Then we have

$$
\begin{equation*}
A_{h}^{*}(t ; h)=\sum_{\sigma} a_{\sigma}^{*}(t, x-h \sigma, h) T_{h}^{-\sigma}, \tag{4.4}
\end{equation*}
$$

which belongs to $\mathscr{A}_{0}^{r}(r=1,2)$, where $a_{\sigma}^{*}$ denotes the conjugate transpose of the matrix $a_{\sigma}$.

Now we introduce the amplification matrix of $A_{h}(t ; h) \in \mathscr{A}_{0}^{1}$, which will be used in the next subsection. Let $A_{h}(t ; \mu)$ be of the form (4.1). We put

$$
\begin{equation*}
a(t, x, \omega, \mu)=\sum_{\sigma} a_{\sigma}(t, x, \mu) \exp (i \sigma \cdot \omega) \quad\left(\omega \in \boldsymbol{R}^{n}\right) \tag{4.5}
\end{equation*}
$$

Then

$$
\begin{equation*}
A_{h}(t ; \mu) u(x)=\mathscr{F}^{-1} a(t, x, h \xi, \mu)(\mathscr{F} u)(\xi) \quad\left(\xi \in \boldsymbol{R}^{n}\right), \tag{4.6}
\end{equation*}
$$

where $(\mathscr{F} u)(\xi)$ and $\left(\mathscr{F}^{-1} v\right)(x)$ denote the Fourier transform of $u(x) \in L_{2}$ and the inverse Fourier transform of $v(\xi)$, respectively. In the case when $a_{\sigma}$ is independent of $x$, i.e., $a_{\sigma}(t, x, \mu)=a_{\sigma}(t, \mu)$, it follows that

$$
\begin{equation*}
\left\|A_{h}(t ; h) u(x)\right\|=\|a(t, h \xi, h)(\mathscr{F} u)(\xi)\|, \tag{4.7}
\end{equation*}
$$

where

$$
\begin{equation*}
a(t, \omega, \mu)=\Sigma_{\sigma} a_{\sigma}(t, \mu) \exp (i \sigma \cdot \omega) \quad\left(\omega \in \boldsymbol{R}^{n}\right) \tag{4.8}
\end{equation*}
$$

It is said, in view of (4.7), that $a(t, \omega, h)$ is the amplification matrix of $A_{h}(t ; h)$. In the following we would say that $a(t, x, \omega, h)$ is the amplification matrix even if $a_{\sigma}(t, x, \mu)$ depends on $x$.

### 4.2. Lax-Nirenberg Theorem

Without proof we first state Lax-Nirenberg Theorem [16, 30] which plays an important role in establishing the stability of the linear difference scheme (3.15).

Theorem 4.1 (Lax-Nirenberg). Let $a(t, x, \omega, h$ ) be the amplification matrix of $A_{h}(t ; h) \in \mathscr{A}_{0}^{2}$, where $A_{h}(t ; \mu)$ is of the form (4.1). Suppose that $a(t, x, \omega, 0)$ is hermitian and positive semi-definite:

$$
\begin{equation*}
a(t, x, \omega, 0) \geqq 0 \quad \text { for all } \quad(t, x, \omega) \in J \times \boldsymbol{R}^{n} \times \boldsymbol{R}^{n} \tag{4.9}
\end{equation*}
$$

Then there exists a constant $K_{A}$ such that

$$
\begin{equation*}
\operatorname{Re}\left(A_{h}(t ; h) u, u\right) \geqq-K_{A} h\|u\|^{2} \tag{4.10}
\end{equation*}
$$

for all $u(x) \in L_{2}, h \in H$ and $t \in J$, where

$$
\begin{gather*}
K_{A}=2^{-1}\left(|a|_{2,0}+c|a|_{0,2}\right)+C_{A},  \tag{4.11}\\
|a|_{l, m}=\sum_{\sigma}\left[\sup _{|\alpha| \leqq l}\left\{\sup _{t, x}\left|\partial_{x}^{\alpha} a_{\sigma}(t, x, 0)\right|\right\}\right]\left(1+\sigma_{1}^{2}+\cdots+\sigma_{n}^{2}\right)^{m / 2}  \tag{4.12}\\
\quad(l, m=0,1,2),
\end{gather*}
$$

$c$ is a constant independent of $A_{h}(t ; h)$ and $C_{A}$ is given by (4.3).
We next show the inequality, which plays the same role as the one (4.10), excluding the second-order derivatives of the amplification matrix. For this purpose we introduce Condition A to be imposed on the amplification matrix, and Property B, which a partition of unity $\left\{\psi_{\alpha}^{2}(x)\right\}$ possesses, to be used in establishing the above inequality.

Condition A. When $h=0$, the amplification matrix $a(t, x, \omega, h)$ of $A_{h}(t ; h)$ $\in \mathscr{A}_{0}^{1}$ is written as

$$
\begin{equation*}
a(t, x, \omega, 0)=g(t, x, \omega) \sum_{j}\left|s_{j}(\omega)\right|^{2} \tag{4.13}
\end{equation*}
$$

where

$$
\begin{gather*}
g(t, x, \omega)=\sum_{m} g_{m}(t, x) e_{m}(\omega),  \tag{4.14}\\
s_{j}(\omega)=\sum_{r} q_{j r} \exp (i r \cdot \omega), \quad r=\left(r_{1}, \ldots, r_{n}\right),  \tag{4.15}\\
e_{m}(\omega) \sum_{j}\left|s_{j}(\omega)\right|^{2}=\sum_{l} e_{m l} \exp (i l \cdot \omega), \quad l=\left(l_{1}, \ldots, l_{n}\right), \tag{4.16}
\end{gather*}
$$

the summations are taken over respective finite sets of indices, $q_{j r}$ and $e_{m l}$ are constants, ess $\cdot \sup _{\omega}\left|e_{m}(\omega)\right|$ is finite and $\partial_{x}^{\alpha} g_{m}(t, x)(|\alpha| \leqq 1)$ are continuous and bounded on $J \times \boldsymbol{R}^{n}$.

Property B. (1) $\psi_{\alpha}(x) \geqq 0, \psi_{\alpha}(x) \in C^{\infty}, \operatorname{supp} \psi_{\alpha}(x) \subset V_{\alpha}=\left\{x \in \boldsymbol{R}^{n}:\left|x-x^{(\alpha)}\right|\right.$ $<\delta\}$ for all $\alpha$, where $\delta$ is a positive constant and
$x^{(\alpha)}=\left(\delta \alpha_{1} / \sqrt{ } n, \ldots, \delta \alpha_{n} / \sqrt{ } n\right), \alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right), \alpha_{i}=0, \pm 1, \ldots(i=1, \ldots, n) ;$
(2) $\quad \sum_{\alpha} \psi_{\alpha}^{2}(x)=1$;
(3) There exists a constant $K(\delta)$ such that

$$
\sum_{|\beta| \leqq 1}\left|\partial_{x}^{\beta} \psi_{\alpha}(x)\right| \leqq K(\delta) \quad \text { for all } \quad x \in \boldsymbol{R}^{n}
$$

Let $M(x)$ denote the number of $\alpha$ such that $\psi_{\alpha}(x) \neq 0$ for each $x \in \boldsymbol{R}^{n}$. Since $M(x)$ is bounded on $\boldsymbol{R}^{n}$ by (1) of Property B, we put $M=\sup _{x} M(x)$. Then we have

Theorem 4.2. Let the amplification matrix $a(t, x, \omega, h)$ of $A_{h}(t ; h) \in \mathscr{A}_{0}^{1}$ satisfy Condition A. Suppose that $g(t, x, \omega)$ is hermitian and that there exists a positive constant $\varepsilon$ such that

$$
\begin{equation*}
g(t, x, \omega) \geqq \varepsilon I \tag{4.17}
\end{equation*}
$$

for all $(t, x) \in J \times \boldsymbol{R}^{n}$ and for almost all $\omega \in \boldsymbol{R}^{n}$. Then

$$
\begin{align*}
& \operatorname{Re}\left(A_{h}(t, h) u, u\right) \geqq \sum_{\alpha} \sum_{j}\left(\varepsilon-\delta|g|_{1, \infty}\right)\left\|\Lambda_{j h} \psi_{\alpha} u\right\|^{2}  \tag{4.18}\\
&-2|g|_{1, \infty} h \sum_{\alpha} \sum_{j} C_{1 j}\left\|\Lambda_{j h} \psi_{\alpha} u\right\|^{2}-C_{2} h\|u\|^{2}
\end{align*}
$$

for all $u(x) \in L_{2}, h \in H$ and $t \in J$, where

$$
\begin{align*}
& \Lambda_{j h}=\sum_{r} q_{j r} T_{h}^{r}  \tag{4.19}\\
& |g|_{1, \infty}=\sum_{m}\left\{\sum_{i=1}^{n} \sup _{t, x}\left|\partial_{x_{i}} g_{m}(t, x)\right|\right\} \text { ess } \cdot \sup _{\omega}\left|e_{m}(\omega)\right|  \tag{4.20}\\
& C_{1 j}=\sum_{r}\left(\sum_{i=1}^{n}\left|r_{i}\right|\right) \max \left(\left|q_{j r}\right|, 1\right)  \tag{4.21}\\
& C_{2}=|g|_{1, \infty} \sum_{j} C_{1 j}+C_{A}+M K^{2}(\delta)|a|_{0,2} h_{0} \tag{4.22}
\end{align*}
$$

and $C_{A}$ is given by (4.3).
This theorem will be proved in Section 6.1.

## 5. Convergence theorems

### 5.1. Condition $\mathbf{C}$

In this section we are concerned with the difference scheme (3.8)-(3.12) under the assumption that (3.13) holds. We introduce Condition C imposed on the difference scheme.

Condition C. (1) $l_{\sigma}(t, x, y, \mu)(\sigma \in \Lambda)$, together with all their first-order derivatives, are continuous and bounded on $J \times \boldsymbol{R}^{n} \times\left(\boldsymbol{C}_{d}^{N}\right)^{q} \times H$ for any fixed number $d>0$, where $\boldsymbol{C}_{d}^{N}=\left\{z \in \boldsymbol{C}^{N}:|z| \leqq d\right\}$;
(2) $\partial_{x}^{\alpha} \partial_{y}^{\beta} l_{\sigma}(t, x, y, \mu)(\sigma \in \Lambda)$ and $\partial_{x}^{\alpha} \partial_{y}^{\beta} g(t, x, y, \mu)(|\alpha|+|\beta| \leqq m)$ are continuous and bounded on $J \times \boldsymbol{R}^{n} \times\left(\boldsymbol{C}_{d}^{N}\right)^{q} \times H$ for any fixed number $d>0$, where $m \geqq 2$.

Under Condition C, $L_{h}(t, w ; h)$ belongs to $\mathscr{A}_{0}^{r}(r=1,2)$ for a given $w(x)$ $\in W^{s}(s>n / 2+r)$. We have the following lemma.

Lemma 5.1. Let Condition C be satisfied, where $m>n / 2+1$. Then:
(i) For every $d>0$ there exists a constant $c_{3}(d)$ satisfying

$$
\begin{equation*}
\left\|\left\{L_{h}(t, w ; h)-L_{h}(t, v ; h)\right\} u\right\|_{m-1} \leqq c_{3}(d) h\|w-v\|_{m-1} \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\|G(t ; h) w-G(t ; h) v\|_{m-1} \leqq c_{3}(d)\|w-v\|_{m-1} \tag{5.2}
\end{equation*}
$$

for all $w(x), v(x) \in W^{m-1}(d), u(x) \in W^{m}(d), h \in H$ and $t \in J$.
(ii) For a positive number $d$ and a constant $M_{0}$ let

$$
\begin{equation*}
\left\|L_{h}(t, w ; h) u\right\| \leqq\left(1+M_{0} h\right)\|u\| \tag{5.3}
\end{equation*}
$$

for all $w(x) \in W^{m}(d), u(x) \in L_{2}, h \in H$ and $t \in J$. Then there exists a constant $M_{1}$ such that

$$
\begin{equation*}
\left\|L_{h}(t, w ; h) u\right\|_{m} \leqq\left(1+M_{1} h\right)\|u\|_{m} \tag{5.4}
\end{equation*}
$$

for all $w(x) \in W^{m}(d), u(x) \in W^{m}, h \in H$ and $t \in J$. Moreover, the linear difference scheme (3.15) is stable in $W^{m}$ for all $w_{j} \in W^{m}(d)(j=0,1, \ldots)$.

The proof will be given in Section 6.2.
Under Condition C let $l(t, x, w(x), \omega, h)$ be the amplification matrix of $L_{h}(t, w ; h)$ and let

$$
\begin{equation*}
\tilde{l}(t, x, z, \omega)=\sum_{\sigma \in \Lambda} l_{\sigma}(t, x, z, \ldots, z, 0) \exp (i \sigma \cdot \omega) \tag{5.5}
\end{equation*}
$$

Then it follows that

$$
\begin{equation*}
l(t, x, w(x), \omega, h)=\sum_{\sigma \in 1} l_{\sigma}(t, x, w(x, h), h) \exp (i \sigma \cdot \omega) \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
l(t, x, w(x), \omega, 0)=I\left(t, x, w^{T}(x), \omega\right) \tag{5.7}
\end{equation*}
$$

for all $w(x) \in W^{m}(m>n / 2+1)$ and $(t, x, \omega) \in J \times \boldsymbol{R}^{n} \times \boldsymbol{R}^{n}$, where $w(x, \mu)$ is defined as $v(x, \mu)$ (see (3.5)).

### 5.2. Convergence theorems

In this subsection we state two convergence theorems (Theorems 5.1 and 5.2) in terms of the amplification matrix.

Theorem 5.1. Assume that Condition C is satisfied, where $m \geqq[n / 2]+4$, and that the difference scheme (3.8) approximates (1.1) with accuracy of order $m_{1}$ in $U^{m_{2}, m_{3}}\left(d_{1}\right)$, where

$$
\begin{equation*}
d_{1}>0, \quad m_{1} \geqq 1, \quad m_{2} \geqq m_{1}+1, \quad m_{3}=[n / 2]+3 . \tag{5.8}
\end{equation*}
$$

Suppose that there exists a constant $d_{2}\left(d_{2}>d_{1}\right)$ such that

$$
\begin{equation*}
I-l^{*}(t, x, w(x), \omega, 0) l(t, x, w(x), \omega, 0) \geqq 0 \tag{5.9}
\end{equation*}
$$

for all $w(x) \in W^{m_{3}}\left(d_{2}\right)$ and $(t, x, \omega) \in J \times \boldsymbol{R}^{n} \times \boldsymbol{R}^{n}$. Then for sufficiently small $k_{1}>0$ there exists a constant $c_{5}$ such that

$$
\begin{equation*}
\left\|u(t+v k, \cdot)-\phi^{v}(t, u(t, \cdot))\right\|_{m_{3}} \leqq c_{5} h^{m_{1}} \tag{5.10}
\end{equation*}
$$

for all $u(t, x) \in U^{m_{2}, m_{3}}\left(d_{1}\right), k \in\left[0, k_{1}\right]$ and $t, t+v k \in J$. Moreover, it holds that

$$
\begin{equation*}
\left|u(t+v k, \cdot)-\phi^{v}(t, u(t, \cdot))\right|_{2} \leqq C h^{m_{1}} \tag{5.11}
\end{equation*}
$$

for all $u(t, x) \in U^{m_{2}, m_{3}}\left(d_{1}\right), k \in\left[0, k_{1}\right]$ and $t, t+v k \in J$, where $C$ is some constant.
Remark 5.1. As a sufficient condition under which (5.9) holds, we obtain

$$
\begin{equation*}
I-\left\{i^{*}(t, x, z, \omega) \bar{l}(t, x, z, \omega) \geqq 0\right. \tag{5.12}
\end{equation*}
$$

for all $(t, x, z, \omega) \in J \times \boldsymbol{R}^{n} \times \boldsymbol{C}_{d_{3}}^{N} \times \boldsymbol{R}^{n}$, where $d_{3}=K_{1}(0, n, N) d_{2}$. The expression (5.12) can be shown by the Sobolev-type theorem.

Proof of Theorem 5.1. In view of Theorem 3.1 and Remark 3.1, it suffices to show that the assumptions of Theorem 3.1 are satisfied. By the assertion (i) of Lemma 5.1 the inequalities (3.20) and (3.21) hold with $c_{3}=c_{3}\left(d_{2}\right)$. To prove the stability of the linear difference scheme (3.15) we now show that there exists a constant $M_{0}$ such that the inequality (5.3) holds, where $d=d_{2}$ and $m=m_{3}$. Give a function $w(x) \in W^{m_{3}}\left(d_{2}\right)$. It follows from Lemma 4.2 that

$$
A_{h}(t, w ; h)=I-L_{h}^{*}(t, w ; h) L_{h}(t, w ; h)
$$

belongs to $\mathscr{A}_{0}^{2}$. Denoting by $a(t, x, w(x), \omega, h)$ the amplification matrix of $A_{h}(t, w ; h)$, we find that

$$
a(t, x, w(x), \omega, 0)=I-l^{*}(t, x, w(x), \omega, 0) l(t, x, w(x), \omega, 0)
$$

Since (5.9) leads to $a(t, x, w(x), \omega, 0) \geqq 0$, Theorem 4.1 yields

$$
\begin{equation*}
\operatorname{Re}\left(A_{h}(t, w ; h) u, u\right) \geqq-K_{A} h\|u\|^{2} \tag{5.13}
\end{equation*}
$$

for all $u(x) \in L_{2}, h \in H, t \in J$, and hence

$$
\begin{equation*}
\left\|L_{h}(t, w ; h) u\right\| \leqq\left(1+K_{A} h\right)\|u\| \tag{5.14}
\end{equation*}
$$

for all $u(x) \in L_{2}, h \in H, t \in J$.
Applying the Sobolev-type theorem

$$
\begin{equation*}
|w|_{2} \leqq K_{1}(2, n, N)\|w\|_{m_{3}} \leqq K_{1}(2, n, N) d_{2} \quad \text { for all } \quad w(x) \in W^{m_{3}}\left(d_{2}\right) \tag{5.15}
\end{equation*}
$$

and Condition $C$ to the representations of $C_{A}((4.3))$ and $K_{A}((4.11))$, we obtain a constant $M_{0}$ independent of $w(x)$ such that

$$
K_{A} \leqq M_{0} \quad \text { for all } \quad w(x) \in W^{m_{3}}\left(d_{2}\right)
$$

Therefore (5.3) follows from (5.14), and the linear difference scheme (3.15) is stable in $W^{m_{3}}$ for all $w_{j} \in W^{m_{3}}\left(d_{2}\right)(j=0,1, \ldots)$ by the assertion (ii) of Lemma 5.1. Thus the assumptions of Theorem 3.1 are satisfied. This completes the proof.

According to this theorem, the difference approximations $v^{v}(x)$ defined by (3.8) and (3.9) converge to the exact solution in the $C_{B}^{2}$-norm. However it should seem needless to derive the $C_{B}^{2}$-convergence, because the original system (1.1) does not contain the second-order derivatives of $u$. We shall derive the $C_{B^{-}}^{1}$ convergence. For this purpose we introduce the conditions.

Condition D. $b(t, x, z, \omega)$ is an $N \times N$ matrix function and can be written as

$$
\begin{equation*}
b(t, x, z, \omega)=\sum_{\sigma} b_{\sigma}(t, x, z) \exp (i \sigma \cdot \omega), \quad \sigma=\left(\sigma_{1}, \ldots, \sigma_{n}\right) \tag{5.16}
\end{equation*}
$$

where the summation is taken over a finite set of $\sigma$ and $\partial_{x}^{\alpha} \partial_{z}^{\beta} b_{\sigma}(t, x, z)(|\alpha|+|\beta| \leqq 1)$ are continuous and bounded on $J \times \boldsymbol{R}^{n} \times \boldsymbol{C}_{d}^{N}$ for any fixed number $d>0$.

Condition E. (1) $a(t, x, z, \omega)$ is an $N \times N$ matrix function satisfying Condition D;
(2) $a(t, x, z, \omega)$ is written as

$$
\begin{equation*}
a(t, x, z, \omega)=g(t, x, z, \omega) \sum_{j}\left|s_{j}(\omega)\right|^{2} \tag{5.17}
\end{equation*}
$$

where

$$
\begin{array}{ll}
g(t, x, z, \omega)=\sum_{m} g_{m}(t, x, z) e_{m}(\omega), & \\
s_{j}(\omega)=\sum_{r} q_{j r} \exp (i r \cdot \omega), & r=\left(r_{1}, \ldots, r_{n}\right), \\
e_{m}(\omega) \sum_{j}\left|s_{j}(\omega)\right|^{2}=\sum_{l} e_{m l} \exp (i l \cdot \omega), & l=\left(l_{1}, \ldots, l_{n}\right), \tag{5.20}
\end{array}
$$

the summations are taken over respective finite sets of indices, $q_{j r}$ and $e_{m l}$ are constants, ess $\cdot \sup _{\omega}\left|e_{m}(\omega)\right|$ is finite and $\partial_{x}^{\alpha} \partial_{z}^{\beta} g_{m}(t, x, z)(|\alpha|+|\beta| \leqq 1)$ are continuous and bounded on $J \times \boldsymbol{R}^{n} \times \boldsymbol{C}_{d}^{N}$ for any fixed number $d>0$.

Now we state the following convergence theorem.
Theorem 5.2. Assume that Condition C is satisfied, where $m \geqq[n / 2]+3$, and that the difference scheme (3.8) approximates (1.1) with accuracy of order $m_{1}$ in $U^{m_{2}, m_{3}}\left(d_{1}\right)$, where

$$
\begin{equation*}
d_{1}>0, \quad m_{1} \geqq 1, \quad m_{2} \geqq m_{1}+1, \quad m_{3}=[n / 2]+2 . \tag{5.21}
\end{equation*}
$$

Let $I-l^{*} l$ be written as

$$
\begin{align*}
& I-l^{*}(t, x, w(x), \omega, 0) l(t, x, w(x), \omega, 0)  \tag{5.22}\\
& \quad=b^{*}\left(t, x, w^{T}(x), \omega\right) a\left(t, x, w^{T}(x), \omega\right) b\left(t, x, w^{T}(x), \omega\right)
\end{align*}
$$

where $b(t, x, z, \omega)$ and $a(t, x, z, \omega)$ satisfy Conditions D and E , respectively. Suppose that $g(t, x, z, \omega)$ is hermitian and that there exist constants $d_{2}\left(d_{2}>d_{1}\right)$ and $\varepsilon(\varepsilon>0)$ such that

$$
\begin{equation*}
g\left(t, x, w^{T}(x), \omega\right) \geqq \varepsilon I \tag{5.23}
\end{equation*}
$$

for all $w(x) \in W^{m_{3}}\left(d_{2}\right),(t, x) \in J \times \boldsymbol{R}^{n}$ and for almost all $\omega \in \boldsymbol{R}^{n}$. Then for sufficiently small $k_{1}>0$ there exists a constant $c_{6}$ such that

$$
\begin{equation*}
\left\|u(t+v k, \cdot)-\phi^{v}(t, u(t, \cdot))\right\|_{m_{3}} \leqq c_{6} h^{m_{1}} \tag{5.24}
\end{equation*}
$$

for all $u(t, x) \in U^{m_{2}, m_{3}}\left(d_{1}\right), k \in\left[0, k_{1}\right]$ and $t, t+v k \in J$. Moreover, it holds that

$$
\begin{equation*}
\left|u(t+v k, \cdot)-\phi^{v}(t, u(t, \cdot))\right|_{1} \leqq C h^{m_{1}} \tag{5.25}
\end{equation*}
$$

for all $u(t, x) \in U^{m_{2}, m_{3}}\left(d_{1}\right), k \in\left[0, k_{1}\right]$ and $t, t+v k \in J$, where $C$ is some constant.

Remark 5.2. As a sufficient condition under which (5.23) holds, we have

$$
\begin{equation*}
g(t, x, z, \omega) \geqq \varepsilon I \tag{5.26}
\end{equation*}
$$

for all $(t, x, z) \in J \times \boldsymbol{R}^{n} \times \boldsymbol{C}_{d_{3}}^{N}$ and for almost all $\omega \in \boldsymbol{R}^{n}$, where $d_{3}=K_{1}(0, n, N) d_{2}$.

Proof of Theorem 5.2. Since $a(t, x, z, \omega)$ satisfies (1) of Condition E, we may write it as

$$
a(t, x, z, \omega)=\sum_{\alpha} a_{\alpha}(t, x, z) \exp (i \alpha \cdot \omega), \quad \alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)
$$

For each $w(x) \in W^{m_{3}}\left(d_{2}\right)$ we introduce the one parameter families of linear operators $A_{h}(t, w)$ and $B_{h}(t, w)$ belonging to $\mathscr{A}_{0}^{1}$, i.e.,

$$
A_{h}(t, w) u=\sum_{\alpha} a_{\alpha}\left(t, x, w^{T}(x)\right) T_{h}^{\alpha} u
$$

and

$$
B_{h}(t, w) u=\sum_{\sigma} b_{\sigma}\left(t, x, w^{T}(x)\right) T_{h}^{\sigma} u
$$

for all $u(x) \in L_{2}, h \in H$ and $t \in J$.
Now we shall prove the theorem by using the properties of $A_{h}(t, w)$ and $B_{h}(t, w)$. To this end it suffices to show that there exists a constant $M_{0}$ such that the inequality (5.3) holds, when $d=d_{2}$ and $m=m_{3}$.

We first prove the following inequality:

$$
\begin{equation*}
\operatorname{Re}\left(A_{h}(t, w) u, u\right) \geqq-K_{A} h\|u\|^{2} \tag{5.27}
\end{equation*}
$$

for all $u(x) \in L_{2}, h \in H, t \in J$ and $w(x) \in W^{m_{3}}\left(d_{2}\right)$, where $K_{A}$ is a constant independent of $w(x)$. By Condition E the amplification matrix of $A_{h}(t, w), a(t, x$, $\left.w^{T}(x), \omega\right)$, satisfies Condition A for each $w(x) \in W^{m_{3}}\left(d_{2}\right)$. Since $g\left(t, x, w^{T}(x), \omega\right)$ $\geqq \varepsilon I$ holds for $w(x) \in W^{m_{3}}\left(d_{2}\right)$, Theorem 4.2 yields

$$
\begin{align*}
& \operatorname{Re}\left(A_{h}(t, w) u, u\right) \geqq \sum_{\alpha} \sum_{j}\left(\varepsilon-\delta|g|_{1, \infty}\right)\left\|\Lambda_{j h} \psi_{\alpha} u\right\|^{2}  \tag{5.28}\\
&-2|g|_{1, \infty} h \sum_{\alpha} \Sigma_{j} C_{1 j}\left\|\Lambda_{j h} \psi_{\alpha} u\right\|^{2}-C_{2} h\|u\|^{2}
\end{align*}
$$

for all $u(x) \in L_{2}, h \in H$ and $t \in J$, where $|g|_{1, \infty}, C_{1 j}$ and $C_{2}$ are given by (4.20), (4.21) and (4.22), respectively. The constant $C_{A}$ in (4.22) vanishes, because $a(t, x, z, \omega)$ is independent of $h$. Applying the Sobolev-type theorem (Theorem 2.1) and Condition E to $|g|_{1, \infty}$ depending on $w(x)$, we obtain a constant $M_{2}$ independent of $w(x) \in W^{m 3}\left(d_{2}\right)$ such that

$$
\begin{equation*}
|g|_{1, \infty} \leqq M_{2} \quad \text { for all } \quad w(x) \in W^{m_{3}}\left(d_{2}\right) \tag{5.29}
\end{equation*}
$$

In a similar way, we obtain a constant $M_{3}$ such that

$$
\begin{equation*}
|a|_{0,2} \leqq M_{3} \quad \text { for all } \quad w(x) \in W^{m_{3}}\left(d_{2}\right) \tag{5.30}
\end{equation*}
$$

Since $\sum_{\alpha} \psi_{\alpha}^{2}=1$, we have

$$
\begin{equation*}
\sum_{\alpha}\left\|\Lambda_{j h} \psi_{\alpha} u\right\|^{2} \leqq\left(\sum_{r}\left|q_{j r}\right|\right)^{2}\|u\|^{2} \tag{5.31}
\end{equation*}
$$

Choose $\delta$ small so that $\delta<\varepsilon / M_{2}$ and put

$$
\begin{equation*}
K_{A}=3 M_{2} \sum_{j} C_{1 j} \max \left\{\left(\sum_{r}\left|q_{j r}\right|\right)^{2}, 1\right\}+M M_{3} K^{2}(\delta) h_{0} . \tag{5.32}
\end{equation*}
$$

Then by (5.29)-(5.32), (5.28) is reduced to

$$
\operatorname{Re}\left(A_{h}(t, w) u, u\right) \geqq-2 M_{2} h \sum_{j} C_{1 j} \sum_{\alpha}\left\|\Lambda_{j h} \psi_{\alpha} u\right\|^{2}-C_{2} h\|u\|^{2} \geqq-K_{A} h\|u\|^{2} .
$$

Thus we obtain (5.27).
Putting

$$
P_{h}(t, w ; h)=I-L_{h}^{*}(t, w ; h) L_{h}(t, w ; h)
$$

and

$$
Q_{h}(t, w ; h)=B_{h}^{*}(t, w) A_{h}(t, w) B_{h}(t, w),
$$

we next show that there exists a constant $K_{L}$ such that

$$
\begin{equation*}
\left\|\left\{P_{h}(t, w ; h)-Q_{h}(t, w ; h)\right\} u\right\| \leqq K_{L} h\|u\| \tag{5.33}
\end{equation*}
$$

for all $u(x) \in L_{2}, h \in H, t \in J$ and $w(x) \in W^{m_{3}}\left(d_{2}\right)$. Since $P_{h}(t, w ; h)$ and $Q_{h}(t, w ; h)$ belong to $\mathscr{A}_{0}^{1}$ for each $w(x) \in W^{m_{3}}\left(d_{2}\right)$, we have by Lemma 4.1

$$
\begin{equation*}
\left\|\left\{P_{h}(t, w ; h)-P_{h}(t, w ; 0)\right\} u\right\| \leqq C_{P} h\|u\| \tag{5.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left\{Q_{h}(t, w ; h)-Q_{h}(t, w ; 0)\right\} u\right\| \leqq C_{Q} h\|u\| \tag{5.35}
\end{equation*}
$$

for all $u(x) \in L_{2}, h \in H, t \in J$ and for each $w(x) \in W^{m_{3}}\left(d_{2}\right)$, where $C_{P}$ and $C_{Q}$ are defined as $C_{A}$ (see (4.3)).

Let us denote by $p(t, x, w, \omega, h)$ and $q(t, x, w, \omega, h)$ the amplification matrices of $P_{h}(t, w ; h)$ and $Q_{h}(t, w ; h)$, respectively. Since (5.22) implies

$$
p(t, x, w, \omega, 0)=q(t, x, w, \omega, 0)
$$

we have

$$
P_{h}(t, w ; 0)=Q_{h}(t, w ; 0) .
$$

Hence, by (5.34) and (5.35)

$$
\begin{equation*}
\left\|\left\{P_{h}(t, w ; h)-Q_{h}(t, w ; h)\right\} u\right\| \leqq\left(C_{P}+C_{Q}\right) h\|u\| \tag{5.36}
\end{equation*}
$$

for all $u(x) \in L_{2}, h \in H$ and $t \in J$. In the same way as the one used in the proof of (5.29) we know that there exists a constant $M_{4}$ satisfying

$$
C_{P}+C_{Q} \leqq M_{4} \quad \text { for all } \quad w(x) \in W^{m_{3}}\left(d_{2}\right) .
$$

Thus (5.33) follows from (5.36) where $K_{L}=M_{4}$.
Finally we show that the inequality (5.3) holds for some constant $M_{0}$. By (5.27) and (5.33) we obtain

$$
\begin{align*}
\operatorname{Re}\left(P_{h}(t, w ; h) u, u\right) & \geqq \operatorname{Re}\left(Q_{h}(t, w ; h) u, u\right)-K_{L} h\|u\|^{2}  \tag{5.37}\\
& \geqq \operatorname{Re}\left(A_{h}(t, w) B_{h}(t, w) u, B_{h}(t, w) u\right)-K_{L} h\|u\|^{2} \\
& \geqq-K_{A} h\left\|B_{h}(t, w) u\right\|^{2}-K_{L} h\|u\|^{2} .
\end{align*}
$$

Since Condition D implies the existence of a constant $M_{5}$ satisfying

$$
\sum_{\sigma} \sup _{t, x}\left|b_{\sigma}\left(t, x, w^{T}(x)\right)\right| \leqq M_{5} \quad \text { for all } \quad w(x) \in W^{m_{3}}\left(d_{2}\right)
$$

it follows that

$$
\left\|B_{h}(t, w) u\right\| \leqq M_{5}\|u\|
$$

for all $u(x) \in L_{2}, h \in H, t \in J$ and $w(x) \in W^{m_{3}}\left(d_{2}\right)$. Hence, from (5.37) we have (5.3) with $M_{0}=K_{A} M_{5}+K_{L}, d=d_{2}$ and $m=m_{3}$. Thus the linear difference scheme (3.15) is stable in $W^{m_{3}}$ for all $w_{j} \in W^{m_{3}}\left(d_{2}\right)(j=0,1, \ldots)$ by the assertion (ii) of Lemma 5.1. This completes the proof.

### 5.3. Examples

In this subsection we introduce two difference schemes proposed by Gourlay and Morris [7], which approximate the following symmetric hyperbolic system:

$$
\begin{equation*}
\frac{\partial u}{\partial t}(t, x)=\sum_{j=1}^{n} A_{j}\left(u^{T}(t, x)\right) \frac{\partial u}{\partial x_{j}}(t, x) \tag{5.38}
\end{equation*}
$$

with the initial condition (1.2), and seek some restrictions on $\lambda$ under which the inequalities (5.9) and (5.23) hold. For simplicity we assume that $A_{j}(z)(j=1, \ldots, n)$ are sufficiently smooth. The approximating difference schemes are written as (3.8) and (3.9) with the difference operators $S_{j h}(j=1,2)$ given by

$$
\begin{equation*}
S_{1 h} v(x)=C_{h} v(x)+(\lambda / 2) \sum_{j=1}^{n} A_{j}\left(v^{T}(x)\right)\left(T_{j h}-T_{j h}^{-1}\right) v(x) \tag{5.39}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{2 h} v(x)=v(x)+(\lambda / 2) \sum_{j=1}^{n} A_{j}\left(\tilde{v}^{T}(x, h)\right)\left(T_{j h}-T_{j h}^{-1}\right) \tilde{v}(x, h), \tag{5.40}
\end{equation*}
$$

where

$$
\begin{aligned}
& C_{h}=(2 n)^{-1} \sum_{j=1}^{n}\left(T_{j h}+T_{j h}^{-1}\right), \quad T_{j h}^{ \pm 1} v(x)=v\left(x \pm h e_{j}\right), \\
& \tilde{v}(x, h)=C_{h} v(x)+(\lambda / 4) \sum_{j=1}^{n} A_{j}\left(v^{T}(x)\right)\left(T_{j h}-T_{j h}^{-1}\right) v(x)
\end{aligned}
$$

and $e_{j}$ is the unit vector in $\boldsymbol{R}^{n}$ whose $j$-th entry is unity. It is clear that the operators $S_{j n}(j=1,2)$ give the difference schemes with accuracy of order $j$ $(j=1,2)$ in $U^{j+1, m}(d)(m \geqq[n / 2]+1)$. We put

$$
\begin{equation*}
L_{1 h}(v)=C_{h}+(\lambda / 2) \sum_{j=1}^{n} A_{j}\left(v^{T}(x)\right)\left(T_{j h}-T_{j h}^{-\frac{1}{2}}\right) \tag{5.41}
\end{equation*}
$$

and

$$
\begin{align*}
& L_{2 h}(v ; \mu)=I+(\lambda / 2) \sum_{j=1}^{n} A_{j}\left(\tilde{v}^{T}(x, \mu)\right)\left(T_{j h}-T_{j h}^{-1}\right) C_{h}  \tag{5.42}\\
& \left.\quad+\left(\lambda^{2} / 8\right) \sum_{j=1}^{n} A_{j} \tilde{v}^{T}(x, \mu)\right) \sum_{i=1}^{n} A_{i}\left(v^{T}\left(x+\mu e_{j}\right)\right) T_{j h}\left(T_{i h}-T_{i h}^{-1}\right) \\
& \quad-\left(\lambda^{2} / 8\right) \sum_{j=1}^{n} A_{j}\left(\tilde{v}^{T}(x, \mu)\right) \sum_{i=1}^{n} A_{i}\left(v^{T}\left(x-\mu e_{j}\right)\right) T_{j h}^{-1}\left(T_{i h}-T_{i h}^{-1}\right) .
\end{align*}
$$

Then $L_{1 h}(v)$ and $L_{2 h}(v ; h)$ belong to $\mathscr{A}_{0}^{1}$ for a given $v(x) \in W^{m}(m \geqq[n / 2]+2)$ and satisfy the equality (3.13). Furthermore,

$$
S_{1 h} v(x)=L_{1 h}(v) v(x), \quad S_{2 h} v(x)=L_{2 h}(v ; h) v(x) .
$$

Denoting by $l_{1}(w(x), \omega)$ and $l_{2}(w(x), \omega, h)\left(w(x) \in W^{m}, m \geqq[n / 2]+2\right)$ the amplification matrices of $L_{1 h}(w)$ and $L_{2 h}(w ; h)$, respectively, we have

$$
\begin{equation*}
l_{1}(w(x), \omega)=c(\omega) I+i \lambda A(w(x), \sin \omega) \tag{5.43}
\end{equation*}
$$

and
(5.44) $l_{2}(w(x), \omega, 0)=I+i \lambda A(w(x), \sin \omega) c(\omega)-\left(\lambda^{2} / 2\right) A^{2}(w(x), \sin \omega)$,
where

$$
c(\omega)=n^{-1} \sum_{j=1}^{n} \cos \omega_{j}, \quad \sin \omega=\left(\sin \omega_{1}, \ldots, \sin \omega_{n}\right)
$$

and

$$
A(w(x), \omega)=\sum_{j=1}^{n} A_{j}\left(w^{T}(x)\right) \omega_{j} .
$$

Following Yamaguti and Nogi [31], we obtain

$$
\begin{equation*}
I-l_{1}^{*}(w(x), \omega) l_{1}(w(x), \omega)=b_{1}^{*} a_{1} b_{1} \tag{5.45}
\end{equation*}
$$

and

$$
\begin{equation*}
I-l_{2}^{*}(w(x), \omega, 0) l_{2}(w(x), \omega, 0)=b_{2}^{*} a_{2} b_{2}, \tag{5.46}
\end{equation*}
$$

where
(5.47) $\quad a_{1}\left(w^{T}(x), \omega\right)=\left\{n^{-1} I-\lambda^{2} A_{z}^{2}(w(x), \sin \omega)\right\} \sum_{j=1}^{n} \sin ^{2} \omega_{j}$

$$
+n^{-2}\left(\sum_{j>k} c_{j k}^{2}(\omega)\right) I,
$$

$$
\begin{align*}
& a_{2}\left(w^{T}(x), \omega\right)=\left\{n^{-1} I-\left(\lambda^{2} / 4\right) A_{z}^{2}(w(x), \sin \omega)\right\} \sum_{j=1}^{n} \sin ^{2} \omega_{j}  \tag{5.48}\\
&+n^{-2}\left(\sum_{j>k} c_{j k}^{2}(\omega)\right) I, \\
& A_{z}(w(x), \omega)= \sum_{j=1}^{n} A_{j}\left(w^{T}(x)\right) \omega_{j} /|\omega|, \quad c_{j k}(\omega)=\cos \omega_{j}-\cos \omega_{k}, \\
& b_{1}=I, \quad b_{2}\left(w^{T}(x), \omega\right)=\lambda A(w(x), \sin \omega) .
\end{align*}
$$

Here we put

$$
f(\omega)=\sum_{j=1}^{n} \sin ^{2} \omega_{j}+\sum_{j>k} c_{j k}^{2}(\omega)
$$

and

$$
\begin{equation*}
g_{j}\left(w^{T}(x), \omega\right)=a_{j}\left(w^{T}(x), \omega\right) / f(\omega) \quad(j=1,2) \tag{5.49}
\end{equation*}
$$

Let us seek some restrictions on $\lambda$ under which the inequalities (5.9) and (5.23) hold. For any fixed number $d>0$ we put

$$
\rho_{d}=\sup _{\omega \neq 0, w(x)} \rho\left(A_{z}(w(x), \omega)\right),
$$

where the supremum with respect to $w(x)$ is taken over $W^{[n / 2]+2}(d)$ and $\rho\left(A_{z}\right)$ denotes the spectral radius of $A_{z}$. We choose $\lambda$ satisfying $\lambda \rho_{d} \leqq 1 / \sqrt{ } n$, so that $a_{1} \geqq 0$ and

$$
I-l_{1}^{*}(w(x), \omega) l_{1}(w(x), \omega) \geqq 0 \quad \text { for all } \quad w(x) \in W^{[n / 2]+2}(d)
$$

Hence, if $\lambda \rho_{d_{2}} \leqq 1 / \sqrt{ } n$, then the inequality (5.9) holds for each $d_{2}>0$, where $l=l_{1}$.
For each $\lambda$ satisfying $\lambda \rho_{d} \leqq 2 / \sqrt{ } n$ we similarly know $a_{2} \geqq 0$, and therefore obtain (5.9) with $l=l_{2}$ for each $d_{2}>0$, if $\lambda \rho_{d_{2}} \leqq 2 / \sqrt{ } n$.

It is known that $a_{j}(j=1,2)$ satisfy Condition E by (5.47), (5.48) and (5.49) and that (5.22) holds by (5.45) and (5.46), where $l=l_{j}, b=b_{j}$ and $a=a_{j}(j=1,2)$. For each $\lambda$ such that $\lambda \rho_{d}<1 / \sqrt{ } n$ we have

$$
g_{1}\left(w^{T}(x), \omega\right) \geqq \min \left\{\left(n^{-1}-\lambda^{2} \rho_{d}^{2}\right), n^{-2}\right\} I>0
$$

for all $w(x) \in W^{[n / 2]+2}(d)$ and for almost all $\omega \in \boldsymbol{R}^{n}$. Hence, if $\lambda \rho_{d_{2}}<1 / \sqrt{ } n$, then the inequality (5.23) holds for each $d_{2}>0$, where $g=g_{1}$. Similarly we can show (5.23) with $g=g_{2}$ for each $d_{2}>0$, if $\lambda \rho_{d_{2}}<2 / \sqrt{ } n$.

## 6. Proofs

### 6.1. Proof of Theorem $\mathbf{4 . 2}$

We prepare the following two lemmas:
Lemma 6.1. For all $u(x) \in L_{2}, h \in H$ and $t \in J$ and for all $j$

$$
\begin{align*}
& \left|\left(A_{h}(t ; 0) u, u\right)-\sum_{\alpha}\left(A_{h}(t ; 0) \psi_{\alpha} u, \psi_{\alpha} u\right)\right| \leqq|a|_{0,2} C_{3} h\|u\|^{2},  \tag{6.1}\\
& A_{h}(t, 0)=G_{h}(t) \sum_{j} \Lambda_{j h}^{*} \Lambda_{j h},  \tag{6.2}\\
& \left\|\left\{G_{h}(t) \Lambda_{j h}^{*}-\Lambda_{j h}^{*} G_{h}(t)\right\} u\right\| \leqq|g|_{1, \infty} C_{1 j} h\|u\|, \tag{6.3}
\end{align*}
$$

where

$$
C_{3}=M K^{2}(\delta) h_{0}, G_{h}(t)=\sum_{m} g_{m}(t, x) E_{m h}, E_{m h}=\mathscr{F}^{-1} e_{m}(h \xi) \mathscr{F} .
$$

Lemma 6.2. For all $u(x) \in L_{2}, h \in H$ and $t \in J$ and for all $j$ and $\alpha$

$$
\begin{equation*}
\left|\left(\left\{G_{h}(t)-G_{\alpha h}(t)\right\} \Lambda_{j h} \psi_{\alpha} u, \Lambda_{j h} \psi_{\alpha} u\right)\right| \leqq|g|_{1, \infty}\left(\delta+C_{1 j} h\right)\left\|\Lambda_{j h} \psi_{\alpha} u\right\|^{2}, \tag{6.4}
\end{equation*}
$$

where

$$
G_{\alpha h}(t)=\sum_{m} g_{m}\left(t, x^{(\alpha)}\right) E_{m h}
$$

By these lemmas we have

$$
\begin{align*}
& \operatorname{Re}\left(A_{h}(t ; h) u, u\right) \geqq \operatorname{Re}\left(A_{h}(t ; 0) u, u\right)-C_{A} h\|u\|^{2}  \tag{6.5}\\
& \geqq \sum_{\alpha} \operatorname{Re}\left(A_{h}(t ; 0) \psi_{\alpha} u, \psi_{\alpha} u\right)-\left(C_{A}+|a|_{0,2} C_{3}\right) h\|u\|^{2} \\
&= \sum_{\alpha} \sum_{j} \operatorname{Re}\left(G_{h}(t) \Lambda_{j h}^{*} \Lambda_{j h} \psi_{\alpha} u, \psi_{\alpha} u\right)-\left(C_{A}+|a|_{0,2} C_{3}\right) h\|u\|^{2} \\
& \geqq \sum_{\alpha} \sum_{j}\left\{\operatorname{Re}\left(G_{h}(t) \Lambda_{j h} \psi_{\alpha} u, \Lambda_{j h} \psi_{\alpha} u\right)-|g|_{1, \infty} C_{1 j} h\left\|\Lambda_{j h} \psi_{\alpha} u\right\|\left\|\psi_{\alpha} u\right\|\right\} \\
& \quad-\left(C_{A}+|a|_{0,2} C_{3}\right) h\|u\|^{2} \\
& \geqq \sum_{\alpha} \sum_{j}\left\{\operatorname{Re}\left(G_{h}(t) \Lambda_{j h} \psi_{\alpha} u, \Lambda_{j h} \psi_{\alpha} u\right)-|g|_{1, \infty} C_{1 j} h\left\|\Lambda_{j h} \psi_{\alpha} u\right\|^{2}\right\} \\
&-\left(|g|_{1, \infty} \sum_{j} C_{1 j}+C_{A}+|a|_{0,2} C_{3}\right) h\|u\|^{2} \\
& \geqq \sum_{\alpha} \sum_{j}\left\{\operatorname{Re}\left(G_{\alpha h}(t) \Lambda_{j h} \psi_{\alpha} u \Lambda_{j h} \psi_{\alpha} u\right)-|g|_{1, \infty}\left(\delta+2 C_{1 j} h\right)\left\|\Lambda_{j h} \psi_{\alpha} u\right\|^{2}\right\} \\
& \quad-\left(|g|_{1, \infty} \sum_{j} C_{1 j}+C_{A}+|a|_{0,2} C_{3}\right) h\|u\|^{2} .
\end{align*}
$$

Since $G_{\alpha h}(t)$ is an operator independent of $x$, the assumption (4.17) yields

$$
\left(G_{\alpha h}(t) \Lambda_{j h} \psi_{\alpha} u, \Lambda_{j h} \psi_{\alpha} u\right) \geqq \varepsilon\left\|\Lambda_{j h} \psi_{\alpha} u\right\|^{2} .
$$

Hence, combining the above with (6.5), we have (4.18).
Proof of Lemma 6.1. Putting

$$
F=\left(A_{h}(t ; 0) u, u\right)-\sum_{\alpha}\left(A_{h}(t ; 0) \psi_{\alpha} u, \psi_{\alpha} u\right),
$$

we have, by (2) of Property B,

$$
\begin{align*}
F & =\int \Sigma_{\sigma}\left\{a_{\sigma}(t, x, 0) u(x+h \sigma)\right\}^{*}\left(1-\Sigma_{\alpha} \psi_{\alpha}(x+h \sigma) \psi_{\alpha}(x)\right) u(x) d x  \tag{6.6}\\
& =2^{-1} \int \Sigma_{\sigma}\left\{a_{\sigma}(t, x, 0) u(x+h \sigma)\right\}^{*} \sum_{\alpha}\left(\psi_{\alpha}(x+h \sigma)-\psi_{\alpha}(x)\right)^{2} u(x) d x
\end{align*}
$$

Since

$$
\sum_{\alpha}\left(\psi_{\alpha}(x+h \sigma)-\psi_{\alpha}(x)\right)^{2} \leqq 2 M K^{2}(\delta)\left(\sum_{i=1}^{n} \sigma_{i}^{2}\right) h^{2}
$$

it holds from (6.6) that

$$
\begin{aligned}
|F| & \leqq 2^{-1} \sum_{\sigma} \sup _{t, x}\left|a_{\sigma}(t, x, 0)\right|\|u\| 2 M K^{2}(\delta)\left(\sum_{i=1}^{n} \sigma_{i}^{2}\right) h^{2}\|u\| \\
& =M K^{2}(\delta) h^{2} \sum_{\sigma} \sup _{t, x}\left|a_{\sigma}(t, x, 0)\right|\left(\sum_{i=1}^{n} \sigma_{i}^{2}\right)\|u\|^{2} \\
& \leqq M K^{2}(\delta) h_{0} h|a|_{0,2}\|u\|^{2},
\end{aligned}
$$

which yields the desired inequality (6.1).
It is clear that $\Lambda_{j h}$ and $E_{m h}$ are both bounded linear operators from $L_{2}$ into
itself. By (4.13), (4.14) and (4.16) we have

$$
\sum_{\sigma} a_{\sigma}(t, x, 0) \exp (i \sigma \cdot \omega)=\sum_{m} g_{m}(t, x) \sum_{l} e_{m l} \exp (i l \cdot \omega)
$$

and

$$
E_{m h} \sum_{j} \Lambda_{j h}^{*} \Lambda_{j h}=\sum_{l} e_{m l} T_{h}^{l} .
$$

Then $A_{h}(t ; 0)$ is represented as

$$
\begin{aligned}
A_{h}(t ; 0) & =\sum_{m} g_{m}(t, x) \sum_{l} e_{m l} T_{h}^{l} \\
& =\sum_{m} g_{m}(t, x) E_{m h} \sum_{j} \Lambda_{j h}^{*} \Lambda_{j h}=G_{h}(t) \sum_{j} \Lambda_{j h}^{*} \Lambda_{j h}
\end{aligned}
$$

which is (6.2).
Finally (6.3) is proved by the fact that

$$
\begin{aligned}
& \left\|\left\{G_{h}(t) \Lambda_{j h}^{*}-\Lambda_{j h}^{*} G_{h}(t)\right\} u\right\| \leqq \sum_{m}\left\|\left\{g_{m}(t, x) \Lambda_{j h}^{*}-\Lambda_{j h}^{*} g_{m}(t, x)\right\} E_{m h} u\right\| \\
& \quad \leqq \sum_{m} \sum_{r} \mid q_{j r}\left\|\left\{g_{m}(t, x)-g_{m}(t, x-h r)\right\} T_{h}^{-r} E_{m h} u\right\| \\
& \quad \leqq \sum_{m} \sum_{r}\left|q_{j r}\right| h\left(\sum_{i=1}^{n}\left|r_{i}\right|\right) \sum_{i=1}^{n} \sup _{t, x}\left|\partial_{x_{i}} g_{m}(t, x)\right|\left\|E_{m h} u\right\| \leqq|g|_{1, \infty} C_{1 j} h\|u\| .
\end{aligned}
$$

Here we used the relation $E_{m h} \Lambda_{j h}^{*}=\Lambda_{j h}^{*} E_{m h}$.
Proof of Lemma 6.2. By the mean-value theorem we have

$$
\begin{aligned}
& \left(\left\{G_{h}(t)-G_{\alpha h}(t)\right\} \Lambda_{j h} \psi_{\alpha} u, \Lambda_{j h} \psi_{\alpha} u\right)=\sum_{m}\left(\left\{g_{m}(t, x)-g_{m}\left(t, x^{(\alpha)}\right)\right\} E_{m h} \Lambda_{j h} \psi_{\alpha} u, \Lambda_{j h} \psi_{\alpha} u\right) \\
& \quad=\sum_{m} \sum_{i=1}^{n}\left(\int_{0}^{1} \partial_{x_{i}} g_{m}\left(t, x^{(\alpha)}+\theta\left(x-x^{(\alpha)}\right)\right) d \theta E_{m h} \Lambda_{j h} \psi_{\alpha} u,\left(x_{i}-x_{i}^{(\alpha)}\right) \Lambda_{j h} \psi_{\alpha} u\right)
\end{aligned}
$$

Since $\Lambda_{j h}$ is written as a finite sum of translation operators $T_{h}^{r}$, it follows that

$$
\operatorname{supp}\left(\Lambda_{j h} \psi_{\alpha} u\right) \subset W_{\alpha}=\left\{x \in \boldsymbol{R}^{n}:\left|x-x^{(\alpha)}\right|<\delta+\max _{r}\left(\sum_{i=1}^{n}\left|r_{i}\right|\right) h\right\} .
$$

Hence we obtain

$$
\left|\left(\left\{G_{h}(t)-G_{\alpha h}(t)\right\} \Lambda_{j h} \psi_{\alpha} u, \Lambda_{j h} \psi_{\alpha} u\right)\right| \leqq|g|_{1, \infty}\left\|\Lambda_{j h} \psi_{\alpha} u\right\|\left(\delta+C_{1 j} h\right)\left\|\Lambda_{j h} \psi_{\alpha} u\right\|,
$$

which is (6.4).

### 6.2. Proof of Lemma $\mathbf{5 . 1}$

We show (i). From (3.11) and (3.13) it follows that

$$
\begin{equation*}
\left\{L_{h}(t, w ; h)-L_{h}(t, v ; h)\right\} u(x)=\sum_{\sigma \in \Lambda} J_{\sigma}(t, w, v ; h)\left(T_{h}^{\sigma}-I\right) u(x), \tag{6.7}
\end{equation*}
$$

where

$$
J_{\sigma}(t, w, v ; h)=l_{\sigma}(t, x, w(x, h), h)-l_{\sigma}(t, x, v(x, h), h) \quad(\sigma \in \Lambda) .
$$

Carrying out the differentiations, we obtain

$$
\begin{align*}
& \partial_{x}^{s}\left\{J_{\sigma}(t, w, v ; h)\left(T_{h}^{\sigma}-I\right) u(x)\right\}  \tag{6.8}\\
&= \sum_{a+b=s} c(a, b)\left\{\partial_{x}^{a} J_{\sigma}(t, w, v ; h)\right\}\left\{\partial_{x}^{b}\left(T_{h}^{\sigma}-I\right) u(x)\right\} \\
&= \sum_{a+b=s} c(a, b) \sum_{\alpha, \beta}^{\prime a} C_{\alpha \beta}\left[\sum_{i=1}^{q} \sum_{j=1}^{N} \int_{0}^{1} \partial_{x}^{\alpha} \partial_{y}^{\gamma} E_{i j \sigma}(\theta, w, v) d \theta\right. \\
& \quad \times\left\{w_{j}\left(x+h p^{(i)}\right)-v_{j}\left(x+h p^{(i)}\right)\right\}\left\{\partial_{x}^{\delta} F_{\beta}(w)\right\} \partial_{x}^{b}\left(T_{h}^{\sigma}-I\right) u(x) \\
&\left.\left.\quad+\partial_{x}^{\alpha} \partial_{y}^{\gamma} l_{\sigma}(t, x, v(x, h), h)\left\{\partial_{x}^{\delta}\left(F_{\beta}(w)-F_{\beta}(v)\right)\right\} \partial_{x}^{b}\left(T_{h}^{\sigma}-I\right) u(x)\right\}\right],
\end{align*}
$$

where

$$
\begin{aligned}
& s=\left(s_{1}, \ldots, s_{n}\right)(|s| \leqq m-1), a=\left(a_{1}, \ldots, a_{n}\right), b=\left(b_{1}, \ldots, b_{n}\right), \alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right), \\
& \beta=\left(\beta^{(1)}, \ldots, \beta^{(n)}\right), \beta^{(k)}=\left(\beta_{11}^{(k)}, \ldots, \beta_{1 N}^{(k)}, \beta_{21}^{(k)}, \ldots, \beta_{q N}^{(k)}\right) \quad(k=1, \ldots, n), \\
& \gamma=\sum_{k=1}^{n} \beta^{(k)}, \sum_{\alpha, \beta}^{\prime a}=\sum_{\alpha_{1}+\left|\beta^{(1)}\right| \leqq a_{1}} \cdots \sum_{\alpha_{n}+\left|\beta^{(n)}\right| \leqq a_{n}}, c(a, b)=(a+b)!/(a!b!), \\
& \delta=\left(\delta_{1}, \ldots, \delta_{n}\right), \delta_{k}=a_{k}-\alpha_{k}-\left|\beta^{(k)}\right| \quad(k=1, \ldots, n), \\
& w(x)=\left(w_{1}(x), \ldots, w_{N}(x)\right)^{T}, v(x)=\left(v_{1}(x), \ldots, v_{N}(x)\right)^{T}, \\
& E_{i j \sigma}(\theta, w, v)=\partial_{y_{i j}} l_{\sigma}(t, x, \theta w(x, h)+(1-\theta) v(x, h), h) \\
& (\sigma \in \Lambda ; i=1, \ldots, q ; j=1, \ldots, N),
\end{aligned}
$$

$F_{\beta}(w)$ is the product of the powers of $\partial_{x_{k}} w_{j}\left(x+h p^{(i)}\right)$ with exponent $\beta_{i j}^{(k)}$ for $i=1, \ldots, q, j=1, \ldots, N, k=1, \ldots, n, F_{\beta}(v)$ is defined similarly, and $C_{\alpha \beta}$ is a constant depending on $\alpha$ and $\beta$.

Since

$$
\begin{equation*}
\left\|\left\{\left(T_{h}^{\sigma}-I\right) u\right\}\right\|_{m-1} \leqq|\sigma| h\|u\|_{m} \leqq|\sigma| h d \quad(\sigma \in \Lambda) \tag{6.9}
\end{equation*}
$$

for all $u(x) \in W^{m}(d)$, the Sobolev-type theorem yields

$$
\begin{align*}
& \left\|\left(w_{j}-v_{j}\right)\left\{\partial_{x}^{\delta} F_{\beta}(w)\right\} \partial_{x}^{b}\left(T_{h}^{\sigma}-I\right) u\right\|  \tag{6.10}\\
& \leqq K_{1}(0, n, N)\|w-v\|_{m-1} K_{3}(m, n, N)(1+d)^{m-1}|\sigma| h d \quad(j=1, \ldots, N)
\end{align*}
$$

and

$$
\begin{align*}
& \left\|\left\{\partial_{x}^{\delta}\left(F_{\beta}(w)-F_{\beta}(v)\right)\right\} \partial_{x}^{b}\left(T_{h}^{\sigma}-I\right) u\right\|  \tag{6.11}\\
& \quad \leqq(m-1) K_{3}(m, n, N)\|w-v\|_{m-1}(1+d)^{m-2}|\sigma| h d
\end{align*}
$$

for all $w(x), v(x) \in W^{m-1}(d)$ and $u(x) \in W^{m}(d)$, where $K_{3}(m, n, N)$ is a constant independent of $\beta, \delta, \sigma$ and $b$.

By Condition C we have

$$
\begin{equation*}
\left|\partial_{x}^{\alpha} \partial_{y}^{\gamma} E_{i j \sigma}(\theta, w, v)\right| \leqq c_{7}\left(d^{\prime}\right) \quad(\sigma \in \Lambda ; 0 \leqq \theta \leqq 1) \tag{6.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\partial_{x}^{x} \partial_{y}^{\gamma} l_{\sigma}(t, x, v(x, h), h)\right| \leqq c_{7}\left(d^{\prime}\right) \quad(\sigma \in \Lambda) \tag{6.13}
\end{equation*}
$$

for all $w(x), v(x) \in W^{m}(d)$, where $d^{\prime}=K_{1}(0, n, N) d$ and $c_{7}\left(d^{\prime}\right)$ is a constant depending on $d^{\prime}$. Put

$$
\begin{aligned}
C(d)= & \left(\sum_{\sigma \in \Lambda}|\sigma|\right)\left\{\sum_{|s| \leqq m-1} \sum_{a+b=s} c(a, b) \sum_{\alpha, \beta}^{\prime a} C_{\alpha \beta}\right\} \\
& \times\left\{N q K_{1}(0, n, N)(1+d)+m-1\right\} K_{3}(m, n, N) d(1+d)^{m-2} c_{7}\left(d^{\prime}\right)
\end{aligned}
$$

Then by (6.8) and (6.10)-(6.13) it follows from (6.7) that

$$
\left\|\left\{L_{h}(t, w ; h)-L_{h}(t, v ; h)\right\} u\right\|_{m-1} \leqq C(d) h\|w-v\|_{m-1},
$$

and (5.1) follows. Similarly it can be shown that (5.2) holds.
We show (ii). From (3.11) it follows that

$$
\begin{align*}
& \left\|L_{h}(t, w ; h) u\right\|_{m}^{2}=\sum_{|s| \leqq m}\left\|\partial_{x}^{s}\left\{L_{h}(t, w ; h) u\right\}\right\|^{2}  \tag{6.14}\\
& \quad=\sum_{|s| \leqq m}\left\|\sum_{a+b=s,|a| \geqq 1} c(a, b) V(a, b, w, u)+L_{h}(t, w ; h) \partial_{x}^{s} u\right\|^{2}
\end{align*}
$$

where

$$
V(a, b, w, u)=\sum_{\sigma \in \Lambda}\left(\partial_{x}^{a}\left\{l_{\sigma}(t, x, w(x, h), h)\right\}\right) \partial_{x}^{b} T_{h}^{\sigma} u .
$$

By (5.3) we have

$$
\begin{equation*}
\left\|L_{h}(t, w ; h) \partial_{x}^{s} u\right\| \leqq\left(1+M_{0} h\right)\left\|\partial_{x}^{s} u\right\| \quad(|s| \leqq m) \tag{6.15}
\end{equation*}
$$

We estimate the $L_{2}$-norm of $V(a, b, w, u)$. From the assumption (3.13) we obtain

$$
\sum_{\sigma \in A} \partial_{x}^{a}\left\{l_{\sigma}(t, x, w(x, h), h)\right\}=0 \quad(|a| \geqq 1)
$$

so that

$$
V(a, b, w, u)=\sum_{\sigma \in \Lambda}\left(\partial_{x}^{a}\left\{l_{\sigma}(t, x, w(x, h), h)\right\}\right) \partial_{x}^{b}\left(T_{h}^{\sigma}-I\right) u \quad(|a| \geqq 1 ;|b| \leqq m-1)
$$

Hence by the Sobolev-type theorem, Condition C and (6.9) we have

$$
\begin{equation*}
\|V(a, b, w, u)\| \leqq\left(\sum_{\sigma \in A}|\sigma|\right) M_{2}(d, m, n, N)(1+d)^{m} h\|u\|_{m} \tag{6.16}
\end{equation*}
$$

for all $w(x) \in W^{m}(d)$ and $u(x) \in W^{m}$, where $M_{2}(d, m, n, N)$ is a constant independent of $a$ and $b$. Put

$$
\begin{equation*}
M_{1}=2 M_{0}+M_{0}^{2} h_{0}+M_{3}^{2} h_{0}+2 M_{3}\left(1+M_{0} h_{0}\right), \tag{6.17}
\end{equation*}
$$

where

$$
M_{3}=\sum_{|s| \leqq m} \sum_{a+b=s,|a| \geqq 1} c(a, b)\left(\sum_{\sigma \in A}|\sigma|\right) M_{2}(d, m, n, N)(1+d)^{m}
$$

Then (5.4) holds by (6.14)-(6.17).
By (5.4) we have

$$
\begin{aligned}
\left\|L_{h}\left(t+(v-1) k, w_{v-1}, h\right) L_{h}\left(t+(v-2) k, w_{v-2}, h\right) \cdots L_{h}\left(t, w_{0}, h\right) u\right\|_{m} \\
\leqq\left(1+M_{1} h\right)^{v}\|u\|_{m} \leqq\left\{\exp \left(M_{1} T / \lambda\right)\right\}\|u\|_{m}
\end{aligned}
$$

for all $w_{j}(x) \in W^{m}(d)(j=0,1, \ldots, v-1), u(x) \in W^{m}, k \in K$ and $t, t+v k \in J$. Hence the linear difference scheme (3.15) is stable in $W^{m}$ for all $w_{j} \in W^{m}(d)(j=0,1, \ldots)$. This completes the proof.
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[^0]:    1) [a] denotes the greatest integer not exceeding $a$.
