# On elliptic equations related to self-similar solutions for nonlinear heat equations 

Yoshikazu Giga*)<br>(Received September 20, 1985)

## 1. Introduction

This paper studies the existence and nonexistence of global solutions for

$$
\begin{equation*}
\Delta w-\left(\frac{1}{2} x \cdot \nabla w+\alpha w\right)+|w|^{p-1} w=0 \tag{1.1}
\end{equation*}
$$

in $\boldsymbol{R}^{n}$ for various $p>1, \alpha \geqq 0$, where $x \cdot \nabla=\sum_{j=1}^{n} x_{j} \partial / \partial x_{j}$.
In [8] we studied the blow-up of solutions of the semilinear heat equation

$$
\begin{equation*}
u_{t}-\Delta u-|u|^{p-1} u=0 \tag{1.2}
\end{equation*}
$$

We have shown that the asymptotic behavior near the blow-up time is described by special solutions of (1.2) called backward self-similar solutions, i.e., functions of the form

$$
\begin{equation*}
u(x, t)=(-t)^{-1 /(p-1)} w\left(x /(-t)^{1 / 2}\right) \tag{1.3}
\end{equation*}
$$

which solve (1.2) in $\boldsymbol{R}^{n} \times(-\infty, 0)$; see also [7]. Plugging (1.3) in (1.2) yields an elliptic equation (1.1) for $w$ with $\alpha=1 /(p-1)$.

In [8] we have proved that (1.1) has no bounded global solutions except constant solutions provided $\alpha=1 /(p-1)$ and $n / 2 \leqq(p+1) /(p-1)$ (equivalently, $p \leqq(n+2) /(n-2)$ or $n \leqq 2)$. In this paper $\alpha$ is considered a parameter. It turns out that $1 /(p-1)$ is a 'bifurcation point', namely, there is a nonconstant bounded global solution to (1.1) provided $\alpha>1 /(p-1)$ and $n / 2<(p+1) /(p-1)$. For technical reasons we confine ourselves to radial functions, i.e., functions depending only on $r=|x|$. A radial function $w$ is called radially decreasing if $w$ is monotonically decreasing as a function of $r>0$.

Theorem 1. (Existence) There is a positive radially decreasing solution $w$ of (1.1) in $R^{n}$ provided $\alpha>1 /(p-1)$ and $n / 2<(p+1) /(p-1)$.

Theorem 2. (Asymptotic behavior) A positive radially decreasing so-

[^0]lution $w$ of (1.1) outside some ball with center zero satisfies the estimate
\[

$$
\begin{equation*}
0<w(r) \leqq M / r^{2 \alpha} \tag{1.4}
\end{equation*}
$$

\]

with some constant $M$ independent of $r$. Moreover, there is a constant $c_{0}$ such that

$$
\begin{equation*}
\lim _{r \rightarrow \infty} w(r) r^{2 \alpha}=c_{0}>0 \tag{1.5}
\end{equation*}
$$

provided $\alpha+2 \geqq n$.
Theorem 3. (Nonexistence) If $\alpha \leqq 1 /(p-1)$, there are no positive radially decreasing solutions of (1.1) in $\boldsymbol{R}^{n}$ provided $n / 2 \leqq(p+1) /(p-1)$. (Note that the critical exponent is included.)

The major difficulty comes from the second term in (1.1). If we drop this term, the equation becomes

$$
\begin{equation*}
\Delta u-u+|u|^{p-1} u=0, \tag{1.6}
\end{equation*}
$$

which is well studied. Using a variational method, Strauss [11] has constructed a global positive radially decreasing solution of (1.6) when $n / 2<(p+1) /(p-1)$. In [2] Berestycki, Lions and Peletier give an ODE (ordinary differential equation) approach called the shooting method, to construct a positive solution. If we change the sign in front of $(x \cdot \nabla w / 2+\alpha w)$ in (1.1), we get the equations related to forward self-similar solutions [7] of (1.2):

$$
\begin{equation*}
\Delta w+\frac{1}{2} x \cdot \nabla w+\alpha w+|w|^{p-1} w=0 . \tag{1.7}
\end{equation*}
$$

This equation is first attacked by Haraux and Weissler [9] for $\alpha=1 /(p-1)$ using an ODE approach; for more recent results see [10]. Recently, Escobedo and Kavian [5] extend their results by using a variational method. The results read: when $n / 2<(p+1) /(p-1)$ there are always infinitely many rapidly decreasing solutions; however, the existence of a positive solution is proved only when $\alpha<n / 2$. There are some results for (1.7) even if $n / 2 \geq(p+1) /(p-1),[1,5,9,10]$. The equation having an opposite sign in front of the nonlinear term in (1.7) is studied by Brezis, Peletier and Terman [3] for $\alpha=1 /(p-1)$. Their results are extended by Escobedo and Kavian [5].

Compared with (1.6) and (1.7), our original problem (1.1) has different aspects. First, a bifurcation point for $\alpha$ is not $n / 2$ but $1 /(p-1)$. Second, the decay of solution is not exponential but of finite order. Recently, Peletier, Terman and Weissler [10] show that there are no $H^{1}$ solution for (1.1) if $\alpha<n / 4$ and $n / 2<$ $(p+1) /(p-1)$. Their nonexistence result is compatible with our existence result, at least when $\alpha+2 \geq n$, because (1.5) implies that $w$ is not in $L^{2}\left(\boldsymbol{R}^{n}\right)$ if $\alpha<n / 4$.

To show the existence we are forced to appeal to the shooting method since variational approaches [5,11] apparently fail to work because of the lack of compactness. Our method is related to that of [2]. We rewrite (1.1) for positive radial functions and obtain an ODE:

$$
\begin{equation*}
w^{\prime \prime}+\frac{n-1}{r} w^{\prime}-\frac{r w^{\prime}}{2}-\alpha w+w^{p}=0, \quad \prime=d / d r . \tag{1.8}
\end{equation*}
$$

We try to find an initial value $\eta$ giving a positive decreasing solution to (1.8) with

$$
\begin{equation*}
w(0)=\eta, \quad w^{\prime}(0)=0 . \tag{1.9}
\end{equation*}
$$

To carry out this idea we use Sturm's comparison lemma for oscillations since the method in [2] is not applicable.

In Section 2 we prove Theorem 1. The asymptotic behavior of solution is studied in Section 3. The proof of Theorem 2 is rather technical. In Section 4 we prove our nonexistence result. The key tool is a Pohozaev-type identity, a particular case of which is used in [8]. To avoid technical and notational complexity we do not attempt any possible generalizations for the nonlinear term $|w|^{p-1} w$.
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## 2. Existence

The goal of this section is to find the initial data $\eta$ such that the corresponding solution $w(\eta, r)$ of (1.8-9) are positive and decreasing for all $r>0$. We begin by reviewing the idea of the shooting method [2]. We observe that the function $f(w)=-\alpha w+w^{p}$ changes its sign from negative to positive only at $k=\alpha^{1 /(p-1)}$. For technical reasons we put $f(w)=0$ if $w \leq 0$. If $\eta>k, w(\eta, r)$ of (1.8-9) i.e. the solution of

$$
\begin{align*}
& w^{\prime \prime}+\frac{n-1}{r} w^{\prime}-\frac{r w^{\prime}}{2}+f(w)=0, \quad f(w)=-\alpha w+w^{p}  \tag{2.1}\\
& w(0)=\eta, \quad w^{\prime}(0)=0 \tag{2.2}
\end{align*}
$$

is decreasing on a sufficiently small interval $(0, \delta), \delta>0$, since $w$ takes no local minimum larger than $k$. We classify initial data $\eta>k$ by the behavior of $w(\eta, r)$. Let $I_{+}$be the set of initial data $\eta$ such that $w(\eta, r)$ attains positive local minimum before it reaches zero:

$$
I_{+}=\left\{\eta>k ; \exists r_{0}>0 \text { such that } w^{\prime}\left(\eta, r_{0}\right)=0 \text { and } w(\eta, r)>0 \text { for } 0 \leq r<r_{0}\right\} .
$$

Let $I_{-}$be the set of $\eta$ such that $w(\eta, r)$ reaches zero before it attains local minimum : Since $w$ is decreasing on $(0, \delta)$ for some $\delta>0$, we have

$$
I_{-}=\left\{\eta>k ; \exists r_{0}>0 \text { such that } w\left(\eta, r_{0}\right)=0 \text { and } w^{\prime}(\eta, r)<0 \text { for } 0 \leq r<r_{0}\right\} .
$$

The complement of the union of $I_{+}$and $I_{-}$on $(k, \infty)$ consists of initial data $\zeta$ we are looking for. ( $w(\eta, r$ ) exists globally for every $\eta>k$ as we shall prove in Proposition 1.) By the continuous dependence on initial data $I_{+}$and $I_{-}$are open. Since ( $k, \infty$ ) is connected and $I_{+}$and $I_{-}$are mutually disjoint, there exists an initial data $\zeta$ such that $w(\zeta, r)>0$ and $w^{\prime}(\zeta, r)>0$ for $r>0$, provided that both $I_{+}$and $I_{-}$are nonempty.

It remains to show that $I_{+}$and $I_{-}$are nonempty. Unfortunately, the method for (1.6) in [2] should not be applicable. To show $I_{-} \neq \phi$, we also use a variational approach, which requires the restriction on $p, n / 2<(p+1) /(p-1)$. However, to get radially decreasing solutions extra difficulty arises since results in [6] are not applicable to (2.1). We are forced to use Sturm's comparison lemma. We construct a radially decreasing solution for the Dirichlet problem on a ball with sufficiently small radius. This process is carried out in Propositions 2 and 3. The proof for $I_{+} \neq \phi$ is substantially different from [2]. We apply Sturm's comparison lemma to compare the original problem with the linearized problem around $k$. We shall show in Proposition 4 that if $\alpha$ is larger than $1 /(p-1)$, the solution $w(\eta, r)$ oscillates at least once provided $\eta>k$ is sufficiently close to $k$. If $\alpha \leq 1 /(p-1), I_{+}$should be empty, otherwise it would contradict the nonexistence results in Theorem 3.

Proposition 1. For every $\eta>0$, there is a unique global solution of (2.1-2).
Proof. Although (2.1) is singular at $r=0$, there is a unique local solution $w$ since $w^{\prime}(0)=0$. Let $\left[0, r_{\eta}\right)$ be the maximal interval on which the solution $w$ is defined. We shall prove below that $r_{\eta}=\infty$. Let $\theta(r)=\exp \left(-r^{2} / 2\right)$. Multiplying (2.1) by $\theta w^{\prime}$ yields

$$
\frac{1}{2}\left(\theta\left|w^{\prime}\right|^{2}\right)^{\prime}+\frac{n-1}{r} \theta\left|w^{\prime}\right|^{2}+\theta F(w)^{\prime}=0
$$

where $F(w)=\int_{0}^{w} f(s) d s$. Integrating this equation over $(0, r)$ gives

$$
\frac{1}{2} \theta(r)\left|w^{\prime}\right|^{2}(r)+\int_{0}^{r} \frac{n-1}{s} \theta\left|w^{\prime}\right|^{2} d s+\int_{0}^{r} \theta F(w)^{\prime} d s=0
$$

since $w^{\prime}(0)=0$. Integrating by parts, we have

$$
\begin{equation*}
\frac{1}{2} \theta(r)\left|w^{\prime}\right|^{2}(r)+\int_{0}^{r} \frac{n-1}{s} \theta\left|w^{\prime}\right|^{2} d s+\theta(r) F(w(r))+\int_{0}^{r} s \theta F(w) d s=F(\eta) . \tag{2.3}
\end{equation*}
$$

Suppose that $r_{\eta}<\infty$. We may assume that $w(r) \rightarrow \infty$ as $r \rightarrow r_{\eta}$ since otherwise $w^{\prime}(r)$ would be bounded near $r_{\eta}$ which contradicts the maximality of $r_{\eta}$. Since $w(r) \rightarrow \infty$ as $r \rightarrow r_{\eta}$, the second term in (2.3) tends to $+\infty$ while the first two terms are positive. Thus the third term should tend to $-\infty$. However, this is impossible because $F(w)$ is bounded below. Therefore we have proved $r_{\eta}=\infty$ which completes the proof.

To show $I_{-} \neq \phi$, we consider the boundary value problem

$$
\begin{align*}
& \Delta w-\frac{1}{2} x \cdot \nabla w-\alpha w+w^{p}=0 \quad \text { in } \quad B(R)=\{|x|<R\}  \tag{2.4}\\
& \left.w\right|_{\partial B(R)}=0 . \tag{2.5}
\end{align*}
$$

We would like to get positive radially decreasing solutions. If we consider the same problem for (1.6) we know by [6] that all positive solutions are radially decreasing. For (2.4-5), results in [6] are not applicable, so we directly find a positive radially decreasing solution. We first construct a positive radial solution by a variational method (cf. [11]).

Proposition 2. Assume $n / 2<(p+1) /(p-1)$. Then (2.4-5) has a positive radial solution.

Proof. Consider a minimizing problem for

$$
I(w)=\frac{1}{2} \int_{B(R)}\left(|\nabla w|^{2}+\alpha|w|^{2}\right) \rho d x
$$

under constraints:

$$
\int_{B(R)}|w|^{p+1} \rho d x=1,\left.\quad w\right|_{\partial B(R)}=0, \quad w \text { is radial }
$$

where $\rho(x)=\exp \left(-|x|^{2} / 4\right)$. If $n / 2<(p+1) /(p-1)$, a minimizing sequence converges to some radial function $w_{0}$ strongly in $L^{p+1}$ since the inclusion $H_{0}^{1} \subset$ $L^{p+1}$ is compact. We may assume that $w_{0}$ is nonnegative by taking $\left|w_{0}\right|$ if necessary. The function $w_{0}$ solves the Euler-Lagrange equation:

$$
\begin{equation*}
\int_{B(R)} \rho\left(\nabla w_{0} \cdot \nabla \varphi+\alpha w_{0} \cdot \varphi\right)-\mu \int_{B(R)} \rho w_{0}^{p} \varphi d x=0 \tag{2.6}
\end{equation*}
$$

with some constant $\mu$ for all radial $\varphi \in H_{0}^{1}(B(R))$. Since $\nabla \cdot\left(\rho \nabla w_{0}\right)$ is radial, integrating by parts yields

$$
\frac{1}{\rho} \nabla \cdot\left(\rho \nabla w_{0}\right)-\alpha w_{0}+\mu w_{0}^{p}=0 \quad \text { in } \quad B(R) .
$$

We see the multiplier $\mu$ should be positive by plugging $\varphi=w_{0}$ in (2.6) and noting $I\left(w_{0}\right)>0$. The function $w=\mu^{1 /(p-1)} w_{0}$ is a nontrivial nonnegative radial solution of (2.4-5). Since all nonnegative solution must be positive in $B(R)$ by the maximum principle, $w$ is the desired positive solution of (2.4-5).

The solution constructed in Proposition 2 may not be radially decreasing. We shall apply Sturm's comparison lemma to prove that all radial solutions are monotone provided the radius is sufficiently small. We give a version of Sturm's lemma and its proof for completeness.

Lemma 1 (Sturm's comparison). Suppose that $u$ and $v$ solve differential equations

$$
\begin{align*}
& \left(\sigma u^{\prime}\right)^{\prime}+\sigma q_{1} u=f_{1}  \tag{2.7}\\
& \left(\sigma v^{\prime}\right)^{\prime}+\sigma q_{2} v=-f_{2} \tag{2.8}
\end{align*}
$$

on an interval $(a, b)$, where $\sigma>0, q_{1}, q_{2}$ are continuous functions and $f_{1}, f_{2} \geq 0$. Suppose that $u>0$ on $(a, b)$ and $u(b)=0$. At a we assume either $u(a)=v(a)=0$, $v^{\prime}(a)>0$ or $u^{\prime}(a)=v^{\prime}(a)=0, v(a)>0$. If $q_{2} \geq q_{1}$, then $v$ has zero in $(a, b)$ unless $q_{1} \equiv q_{2}, f_{1} \equiv f_{2} \equiv 0$.

Proof. Suppose $v$ had no zero in $(a, b)$. Then $v>0$ on $(a, b)$. Computing $v \cdot(2.7)-u \cdot(2.8)$ yields

$$
v\left(\sigma u^{\prime}\right)^{\prime}-u\left(\sigma v^{\prime}\right)^{\prime}+\sigma\left(q_{1}-q_{2}\right) u v=v f_{1}+u f_{2}
$$

Integrating this over $(a, b)$ gives

$$
\left.\sigma\left(v u^{\prime}-u v^{\prime}\right)\right|_{a} ^{b}+\int_{a}^{b} \sigma\left(q_{1}-q_{2}\right) u v d r-\int_{a}^{b}\left(v f_{1}+u f_{2}\right) d r=0
$$

Since $u^{\prime}(b) \geqq 0$, the boundary condition yields

$$
\left.\sigma\left(v u^{\prime}-u v^{\prime}\right)\right|_{a} ^{b} \leq 0
$$

This leads to a contradiction since the other two terms are strictly negative unless $q_{1}=q_{2}, f_{1}=f_{2}=0$. Thus, the proof is completed.

We shall use Lemma 1 to compare (2.1) with its linearized equation around non-zero equilibrium $k=\alpha^{1 /(p-1)}$. We recall some properties of eigenvalues for

$$
w^{\prime \prime}+\frac{n-1}{r} w^{\prime}-\frac{r}{2} w^{\prime}+\lambda w=0
$$

or

$$
\begin{equation*}
\left(\sigma w^{\prime}\right)^{\prime}+\lambda \sigma w=0 \quad \text { with } \quad \sigma=r^{n-1} \exp \left(-r^{2} / 4\right) \tag{2.9}
\end{equation*}
$$

We consider (2.9) on ( $a, b$ ) with $w(a)=w(b)=0$, where $a$ is positive, and denote the first eigenvalue by $\lambda(a, b)$. If $b=\infty$, we understand that there is no condition at infinity except that $\int^{\infty}|w|^{2} \sigma d r$ is finite. When we consider (2.9) on $(0, b)$ with $w^{\prime}(0)=w(b)=0$, the first eigenvalue is denoted by $\lambda(b)$.

Lemma 2. (i) If $b_{1}>b_{2}>0$, then $\lambda\left(b_{2}\right)>\lambda\left(b_{1}\right)$. Also $\lambda(b) \rightarrow \infty$ as $b \rightarrow 0$. (ii) Relation ( $\left.a_{1}, b_{1}\right) \subset\left(a_{2}, b_{2}\right)$ implies $\lambda\left(a_{1}, b_{1}\right)>\lambda\left(a_{2}, b_{2}\right)$ unless $a_{1}=a_{2}$, $b_{1}=b_{2}$. Also $\lambda(a, b) \rightarrow \infty$ as $b \rightarrow a$.
(iii) For $a<b$ we have $\lambda(b)<\lambda(a, b)$.
(iv) $\lambda(\sqrt{2 \mathrm{n}})=1, \lambda(\sqrt{2 n}, \infty) \leqq 1$.

Proof. The first three results are standard (e.g. [4]) since $\lambda(b)$ and $\lambda(a, b)$ are, respectively

$$
\begin{aligned}
& \lambda(b)=\inf _{w(b)=0}\left(\int_{0}^{b} \sigma\left|w^{\prime}\right|^{2} d r / \int_{0}^{b} \sigma|w|^{2} d r\right) \\
& \lambda(a, b)=\inf _{w(a)=w(b)=0}\left(\int_{a}^{b} \sigma\left|w^{\prime}\right|^{2} d r / \int_{a}^{b} \sigma|w|^{2} d r\right) .
\end{aligned}
$$

It remains to prove (iv). The function $r^{2}-2 n$ solves (2.9) with $\lambda=1$. Since $\sqrt{2 n}$ is the only zero of $r^{2}-2 n$ on ( $0, \infty$ ) and positive eigenfunctions correspond to the first eigenvalue, we obtain $\lambda(\sqrt{2 n})=1$. The variational definition for $\lambda(a, \infty)$ immediately yields $\lambda(\sqrt{2 n}, \infty) \leq 1$ by plugging $w=r^{2}-2 n$. (It is not difficult to check $\lambda(\sqrt{2 n}, \infty)=1$; however, we skip it since we do not use it in the sequel.)

Proposition 3. (i) All radial solutions of (2.4-5) are radially decreasing provided $R$ is sufficiently small.
(ii) The set $I_{-}$for (2.1-2) is nonempty provided $n / 2<(p+1) /(p-1)$.

Proof. (i) We begin by rewriting (2.1) by $w=k-u, k=\alpha^{1 /(p-1)}$ :

$$
\begin{equation*}
\left(\sigma u^{\prime}\right)^{\prime}+(p-1) \alpha \sigma u=h(u), \tag{2.10}
\end{equation*}
$$

where $h(u)>0$ unless $u=0$ and $h(u)=o(|u|)$. Suppose that $w$ were not monotone decreasing on $(0, R)$. Then there would exist $(0, b)$ or $(a, b)(a>0)$ in $(0, R)$ such that $u>0$ on $(0, b)$ or $(a, b)$, respectively, with $u^{\prime}(0)=u(b)=0($ resp. $u(a)=$ $u(b)=0$ ). Applying Lemma 1 to (2.10) and

$$
\left(\sigma v^{\prime}\right)^{\prime}+(p-1) \alpha \sigma v=0
$$

we obtain that $\lambda(b), \lambda(a, b) \leq(p-1) \alpha$ by Lemma 2 (i) (ii). If $R$ is small enough, by Lemma 2 (i), we have $\lambda(R)>(p-1) \alpha$. This implies that $\lambda(R)>\lambda(b)$ or $\lambda(a, b)$ for some $0<a<b<R$ which is absurd by Lemma 2 (i) (ii). We thus conclude that
$w$ is monotone decreasing provided $R$ is sufficiently small.
(ii) Proposition 2 and (i) imply that $I_{-}$is nonempty.

Proposition 4. If $\alpha>1(p-1)$, then $I_{+}$contains $(k, k+\delta)$ for some small $\delta>0$. In particular, $I_{+}$is nonempty.

Proof. As in Proposition 3, plugging $w=v+k$ in (2.1) gives

$$
\begin{equation*}
\left(\sigma v^{\prime}\right)^{\prime}+(p-1) \alpha \sigma v+h(v)=0, \quad v(0)>0, \quad v^{\prime}(0)=0 \tag{2.11}
\end{equation*}
$$

where $h(v)>0$ unless $v=0$ and $h(v)=o(|v|)$. Since $\alpha(p-1)>1$, applying Lemma 1 to (2.11) and

$$
\begin{aligned}
& \left(\sigma u^{\prime}\right)^{\prime}+\sigma u=0, \quad u^{\prime}(0)=0, \quad u(\sqrt{2 n})=0 \\
& u>0 \quad \text { in }(0, \sqrt{2 n}) \quad \text { (cf. Lemma } 2 \text { (iv) })
\end{aligned}
$$

shows that the first zero $r_{*}$ of $v$ is less than $\sqrt{2 n}$.
Let $\delta$ be a small positive number such that $1+\delta<\alpha(p-1)$. Since $\lambda(\sqrt{2 n}, \infty)$ $\leqq 1$, applying Lemma 2 (ii) yields that there is $R_{0}$ such that $\lambda\left(\sqrt{2 n}, R_{0}\right)=1+\delta$. Since $\lambda\left(r_{*}, R_{0}\right)<\lambda\left(\sqrt{2 n}, R_{0}\right)$, there is $R<R_{0}$ such that $\lambda\left(r_{*}, R\right)=1+\delta$; here, we again apply Lemma 2 (ii). In other words,

$$
\begin{equation*}
\left(\sigma u^{\prime}\right)^{\prime}+(1+\delta) \sigma u=0 \quad \text { in } \quad\left(r_{*}, R\right) \tag{2.12}
\end{equation*}
$$

with $u\left(r_{*}\right)=u(R)=0$ has a positive solution.
There is a constant $\varepsilon$ such that

$$
\alpha(p-1) \sigma z+h(z)=(1+\delta) \sigma z+g(z) \quad \text { for } \quad|z| \leqq \varepsilon
$$

with $g(z) \cdot z>0$ (unless $z=0$ ). We compare

$$
\begin{aligned}
& \left(\sigma v^{\prime}\right)^{\prime}+(1+\delta) \sigma v+g(v)=0 \quad \text { in } \quad\left(r_{*}, R\right) \\
& v\left(r_{*}\right)=0, \quad v^{\prime}\left(r_{*}\right)<0
\end{aligned}
$$

with (2.12), where $v+k=w$ solves (2.1) on ( $0, R$ ). Since $R_{0}$ is independent of initial data $v(0)$, we may assume $|v| \leqq \varepsilon$ on $\left(0, R_{0}\right)$ by taking initial data $v(0)=w(0)-$ $k$ sufficiently small. Applying Lemma 1 by taking $v=-v$, we see that $v$ should have a zero in $\left(r_{*}, R\right)$. In particular $w$ has a local minimum in $\left(r_{*}, R\right)$. This means that all initial data $>k$ sufficiently close to $k$ belong to $I_{+}$, provided $\alpha>1 /$ ( $p-1$ ). This completes the proof.

Proof of Theorem 1. If $\alpha>1 /(p-1)$ and $n / 2<(p+1) /(p-1)$, both $I_{+}$and $I_{-}$are nonempty by Proposition 4 and Proposition 3 (ii). Since $I_{+}$and $I_{-}$are open (cf. [2]), the complement of the union of $I_{+}$and $I_{-}$in ( $k, \infty$ ) is nonempty. By Proposition 1, this implies that there exists an initial data $\zeta$ such that $w(\zeta, r)>0$ and $w^{\prime}(\zeta, r)<0$ for $r>0$ where $w$ solves (2.1-2). Since (2.1-2) is (1.1) for radial functions, the proof is completed.

## 3. Asymptotic behavior

This section is devoted to the proof of Theorem 2.
Proposition 5. Suppose that $w>0$ solves $(2.1)$ in $(a, \infty)$ and is decreasing, where $a \geq 0$. Then $\lim _{r \rightarrow \infty} w(r)=0$.

Proof. Let $q$ be the limit of $w$ as $r \rightarrow \infty$. We first observe that $q<k=$ $\alpha^{1 /(p-1)}$, since otherwise $w^{\prime \prime} \leq 0$ for sufficiently large $r$ which contradicts $w \geq k$ (unless $w=k$ ).

Divide (2.1) by $r$ to get

$$
\begin{equation*}
\frac{w^{\prime \prime}}{r}+\frac{n-1}{r^{2}} w^{\prime}-\frac{w^{\prime}}{2}=-\frac{f(w)}{r} \tag{3.1}
\end{equation*}
$$

Since $q<k$, there is $r_{0}$ such that $f(w)(r) \leq 0$ on $\left(r_{0}, \infty\right)$.
We shall claim that the left hand side of (3.1)

$$
g=\frac{w^{\prime \prime}}{r}+\frac{n-1}{r^{2}} w^{\prime}-\frac{w^{\prime}}{2}
$$

is integrable on $\left(r_{0}, \infty\right)$. Since $w^{\prime}$ is integrable on $\left(r_{0}, \infty\right)$ the second two terms of $g$ are integrable. Since $g \geq 0$ on $\left(r_{0}, \infty\right)$, it remains to prove that there is a sequence $r_{j} \rightarrow \infty$ such that

$$
\int_{r_{0}}^{r_{j}} \frac{w^{\prime \prime}}{r} d r \text { exists as } j \rightarrow \infty
$$

Integrating by parts yields

$$
\int_{r_{0}}^{r} \frac{w^{\prime \prime}}{r} d r=\left.\frac{w^{\prime}}{r}\right|_{r_{0}} ^{r}+\int_{r_{0}}^{r} \frac{w^{\prime}}{r^{2}} d r
$$

The integrand of the right hand side (RHS) is integrable on ( $r_{0}, \infty$ ). Since $w^{\prime}$ is integrable, there is a sequence $r_{j} \rightarrow \infty$ such that $w^{\prime}\left(r_{j}\right) \rightarrow 0$ as $j \rightarrow \infty$. We have thus proved that $g$ is integrable.

Since $g$ is integrable on $\left(r_{0}, \infty\right)$ so is $f(w) / r$ by (3.1). Thus, $q<k$ should equal zero since otherwise $f(w) / r$ would not be integrable on $\left(r_{0}, \infty\right)$.

Proposition 6. Suppose that $w>0$ solves (2.1) in $(a, \infty)$ and is monotone decreasing, where $a \geq 0$. Then, for a given $\theta<\alpha$

$$
\begin{equation*}
w(r) \leq \frac{C}{r^{2 \theta}} \tag{3.2}
\end{equation*}
$$

with a constant $C$ independent of $r$.

Proof. Since $w(r) \rightarrow 0$ by Proposition 5 and $w^{\prime}<0$, (2.1) gives

$$
w^{\prime \prime}-\frac{r w^{\prime}}{2}-\mu w \geq 0
$$

where $\mu<\alpha$. The function $W=M r^{-2 \theta}, M>0, \theta<\mu$ solves

$$
W^{\prime \prime}-\frac{r W^{\prime}}{2}-\left(\theta+\frac{2 \theta(2 \theta+1)}{r^{2}}\right) W=0 .
$$

For a large $r$, say $r \geq r_{0}, W$ satisfies

$$
W^{\prime \prime}-\frac{r W^{\prime}}{2}-\mu W \leq 0
$$

Take $M$ large so that $W\left(r_{0}\right)>w\left(r_{0}\right)$. By comaprison we conclude $w \leq W$ for $r \geq r_{0}$, which is the same as (3.2).

The estimate (3.2) is not sharp. In fact we may replace $\theta$ in (3.2) by $\alpha$.
Proposition 7. Suppose that $w>0$ solves $(2.1)$ in $(a, \infty)$ and is decreasing, where $a \geq 0$. Then

$$
\begin{equation*}
w(r) \leq \frac{C}{r^{2 \alpha}} \tag{3.3}
\end{equation*}
$$

with a constant $C$ independent of $r$.
Proof. We transform the dependent variable by $w=r^{-2 \alpha} z$. Since

$$
\begin{align*}
& w^{\prime}=\left(-\frac{2 \alpha z}{r}+z^{\prime}\right) r^{-2 \alpha}  \tag{3.4}\\
& w^{\prime \prime}=\left(\frac{2 \alpha(2 \alpha+1)}{r^{2}} z-\frac{4 \alpha z^{\prime}}{r}+z^{\prime \prime}\right) r^{-2 \alpha},
\end{align*}
$$

(2.1) can be written as

$$
\begin{equation*}
z^{\prime \prime}-\frac{1}{2} r z^{\prime}+\left(\frac{n-1-4 \alpha}{r}\right) z^{\prime}+\frac{2 \alpha(\alpha+2-n)}{r^{2}} z+\frac{z^{p}}{r^{2 \alpha(p-1)}}=0 . \tag{3.5}
\end{equation*}
$$

The estimate (3.2) yields for every $\delta$

$$
\begin{equation*}
z(r) \leq C r^{\delta}, \quad r>a \tag{3.6}
\end{equation*}
$$

with $C=C(\delta)$. Since $w^{\prime} \leq 0$, (3.6) together with (3.4) yields

$$
\begin{equation*}
z^{\prime}(r) \leq C^{\prime} r^{\delta-1} \tag{3.7}
\end{equation*}
$$

with $C^{\prime}=C^{\prime}(\delta, \alpha)$. Applying (3.6) and (3.7) to (3.5), we have for small $\varepsilon>0$

$$
\begin{equation*}
\left|\frac{z^{\prime \prime}(r)}{r}-\frac{z^{\prime}(r)}{2}\right| \leq \frac{M}{r^{1+\varepsilon}} r>a \tag{3.8}
\end{equation*}
$$

for some constant $M=M(\varepsilon, \alpha, p)$.
Integrating by parts yields

$$
\int_{r_{0}}^{r}\left(\frac{z^{\prime \prime}}{s}-\frac{z^{\prime}}{2}\right) d s=\left.\frac{z^{\prime}}{s}\right|_{r_{0}} ^{r}+\int_{r_{0}}^{r} \frac{z^{\prime}}{s^{2}} d s-\frac{1}{2}\left(z(r)-z\left(r_{0}\right)\right) .
$$

By (3.7) the first two terms of RHS converge as $r \rightarrow \infty$. This impliesthat $\lim _{r \rightarrow \infty} z(r)$ exists since LHS converges as $r \rightarrow \infty$ by (3.8). In particular $z$ is bounded which means that $w \cdot r^{2 \alpha}$ is bounded. Thus, we have completed the proof.

Proposition 8. Suppose that $w>0$ solves (2.1) in ( $a, \infty$ ) and is decreasing, where $a \geq 0$. Then there is a positive constant $c_{0}$ such that

$$
\begin{equation*}
w(r) r^{2 \alpha} \longrightarrow c_{0} \tag{3.9}
\end{equation*}
$$

as $r \rightarrow \infty$ provided $\alpha+2 \geq n$.
Proof. We shall claim $z$ in the Proof of Proposition 7, is monotone increasing provided $\alpha+2 \geq n$. We argue by contradiction. Suppose that $z$ were not monotone increasing. Since $\alpha+2 \geq n$, (3.5) says that there are no positive minima of $z$. We may assume $z^{\prime}<0$ on some interval $\left(r_{0}, \infty\right)$ since there is at most one point where $z^{\prime}$ changes its sign. We may also assume

$$
\frac{r}{2}-\frac{n-1-4 \alpha}{r}>0 \text { on }\left[r_{0}, \infty\right)
$$

by taking $r_{0}$ large. There is a point $r_{1}>r_{0}$ where $z^{\prime \prime}\left(r_{1}\right)>0$, otherwise $z^{\prime \prime} \leq 0$ on ( $r_{0}, \infty$ ) which contradicts $z>0$. Since $z^{\prime}\left(r_{1}\right)<0$ and $r_{1}>r_{0}$, (3.5) implies $z^{\prime \prime}\left(r_{1}\right)<0$, which leads again to a contradiction. We thus conclude that $z$ is monotone increasing.

Since $z$ is bounded by (3.3) and monotone increasing, $c_{0}=\lim _{r \rightarrow \infty} z(r)$ exists and is positive. This is the same as (3.9).

Remark. If $\alpha+2<n$, a positive solution of (3.5) may tend to zero, so the asymptotic behavior would be much more complicated. Some logarithmic decay for $z$ is likely; however, we do not pursue this problem here.

Proof of Theorem 2. The estimate (1.4) is the same as (3.3) and (1.5) is the same as (3.9).

## 4. Nonexistence

The essence of our analysis in this section is a simple integral identity called a Pohozaev-type identity for $w$ of (1.1). Proposition 8 in [8] gives an integral identity for $\alpha=1 /(p-1)$ which is easily extended to general $\alpha$.

Proposition 9. If $w(x)$ is a bounded solution of (1.1) in $\boldsymbol{R}^{n}$ and $|\nabla w|$ grows at most polynomially in $|x|$, then

$$
\begin{align*}
\left(\frac{n}{p+1}\right. & \left.+\frac{2-n}{2}\right) \int|\nabla w|^{2} \rho d x+\frac{1}{2}\left(\frac{1}{2}-\frac{1}{p+1}\right) \int|x|^{2}|\nabla w|^{2} \rho d x  \tag{4.1}\\
& +n \gamma(\alpha, p) \int|w|^{2} \rho d x-\frac{\gamma(\alpha, p)}{2} \int|x|^{2}|w|^{2} \rho d x=0
\end{align*}
$$

where $\rho=\exp \left(-|x|^{2} / 4\right)$,

$$
\gamma(\alpha, p)=\frac{(1-p) \alpha+1}{2(p+1)}
$$

and the integrals are over $\boldsymbol{R}^{\boldsymbol{n}}$.
Proof. The proof is found in [8, Proposition 2] with trivial modifications. However, for the reader's convenience, we present here an outline. We shall obtain (4.1) as a linear combination of three other identities. The first is

$$
\begin{equation*}
\int|\nabla w|^{2} \rho d x+\alpha \int|w|^{2} \rho d x-\int|w|^{p+1} \rho d x=0 \tag{4.2}
\end{equation*}
$$

obtained formally by multiplying (1.1) by $-w \rho$, intergrating over $\boldsymbol{R}^{n}$, and using integration by parts. This proceduce is easily justified since $\rho$ decreases exponentially as $|x| \rightarrow \infty$, while $w$ and $|\nabla w|$ grow polynomially in $|x|$ by hypothesis; it suffices to do the integration by parts on a ball of radius $R$ and then let $R \rightarrow \infty$.

The second identity is

$$
\begin{align*}
\int|x|^{2}|\nabla w|^{2} \rho d x+\left(\alpha+\frac{1}{2}\right) & \int|x|^{2}|w|^{2} \rho d x  \tag{4.3}\\
& -n \int|w|^{2} \rho d x-\int|x|^{2}|w|^{p+1} \rho d x=0
\end{align*}
$$

It is obtained by multiplying (1.1) by $-|x|^{2} w \rho$, integrating over $\boldsymbol{R}^{n}$, and using integration by parts; see [8].

The third identity is

$$
\begin{align*}
& \frac{1}{2}(2-n) \int|\nabla w|^{2} \rho d x-\frac{1}{2} n \alpha \int|w|^{2} \rho d x+\frac{n}{p+1} \int|w|^{p+1} \rho d x  \tag{4.4}\\
& \quad+\frac{1}{4} \int|x|^{2}|\nabla w|^{2} \rho d x+\frac{1}{4} \alpha \int|x|^{2}|w|^{2} \rho d x-\frac{1}{2(p+1)} \int|x|^{2}|w|^{p+1} \rho d x=0
\end{align*}
$$

It can be obtained by multiplying (1.1) by $-(x \cdot \nabla) w \rho$ and using integration by parts. All procedure is justified since $\left|\nabla^{2} w\right|$ grows at most polynomially in $|x|$; the estimate follows from the boundedness of $w$ and $|\nabla w|$ and a priori estimates for $\Delta$. An attractive derivation of (4.4) is found in [8].

To complete the proof, we eliminate the terms involving $|w|^{p+1}$ and $|x|^{2}|w|^{p+1}$ by taking linear combination

$$
\frac{n}{p+1}(4.2)-\frac{1}{2(p+1)}(4.3)+(4.4)=0,
$$

which is the same as (4.1).
Proof of Theorem 3. Suppose $w$ were a positive global radial decreasing solution of (1.1). Since $w$ is bounded and solves (2.1), $w^{\prime}$ grows at most polynomially in $r$. Thus, we may apply Proposition 9 to our $w$.

We first observe

$$
n \int|w|^{2} \rho d x-\int \frac{|x|^{2}}{2}|w|^{2} \rho d x=-\left.\frac{d}{d \lambda}\right|_{\lambda=1} \int|w(\lambda x)|^{2} \rho(x) d x
$$

Rewriting (4.1) by using this relation, we obtain

$$
\begin{gathered}
\left(\frac{n}{p+1}+\frac{2-n}{2}\right) \int|\nabla w|^{2} \rho d x+\frac{1}{2}\left(\frac{1}{2}-\frac{1}{p+1}\right) \int|\nabla w|^{2}|x|^{2} \rho d x \\
-\left.\gamma(\alpha, p) \frac{d}{d \lambda}\right|_{\lambda=1} \int|w(\lambda x)|^{2} \rho(x) d x=0 .
\end{gathered}
$$

Note that the condition $\alpha \leq 1 /(p-1)$ is equivalent to $\gamma \geq 0$. If $n / 2 \leq(p+1) /(p-1)$ the above identity yields

$$
\left.\frac{d}{d \lambda}\right|_{\lambda=1} \int|w(\lambda x)|^{2} \rho(x) d x \geqq 0
$$

This inequality excludes radially decreasing function. Thus the proof is completed.

Remark. If $\alpha=1 /(p-1)$, in [8] the nonexistence is shown in the class of bounded solutions. We do not know whether the same type of the nonexistence is true even for $\alpha<1 /(p-1)$.
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