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## Introduction

Let $(R, \mathfrak{m})$ be a $d$-dimensional noetherian local ring and $I$ an m-primary ideal of $R$. Then it is well known that there exist (uniquely determined) integers $e_{i}$ ( $0 \leqq i \leqq d$ ) such that

$$
\ell\left(R / I^{n+1}\right)=e_{0}\binom{n+d}{d}-e_{1}\binom{n+d-1}{d-1}+\cdots+(-1)^{d} e_{d}
$$

for all sufficiently large $n$. $e_{0}$ is the multiplicity of $I$. The significance of the other coefficients $e_{i}$ has been studied by some people (cf. [4], [10], [16], [17], [19], [23]). But it seems that much more remains to be done. The aim of this paper is to study the significance of the invariants $e_{d}$ and $e_{0}-e_{1}+\cdots+(-1)^{d} e_{d}$. We introduce the notion of genus and arithmetic genus of an ideal, and study the properties of local rings by these invariants. We also introduce the notion of normal genus and normal arithmetic genus by considering the function $\ell\left(R / \overline{I^{n+1}}\right)$, where $\bar{J}$ denotes the integral closure of an ideal $J$. These invariants might be better to study singularities.

In §1, we investigate properties of general polynomial functions by introducing various invariants (e.g. the genus and the arithmetic genus) of a polynomial function.

In §2, we consider the Hilbert functions of graded modules. We express the genera by the local cohomology modules and study the relation of the genera and the vanishing of local cohomology modules.

In §3, the (normal) genus and the (normal) arithmetic genus of an ideal are defined, and we express them in terms of the sheaf cohomology of (normalized) blowing-up schemes.

In §4, we investigate the relation between the genera and the reduction exponents of ideals.

In $\S 5$ and $\S 6$, we examine the cases of dimension one and two (curve and surface singularities) in detail.

## Notation and terminology

All rings are commutative noetherian rings with unit.

Let $I$ be an ideal of a ring $R$. We denote by $\bar{I}$ the integral closure of $I$, i.e., the set of elements $x \in R$ such that $x^{n}+a_{1} x^{n-1}+\cdots+a_{n}=0$ for some $a_{i} \in I^{i}$. We put $R(I)=\oplus_{n \geqq 0} I^{n}, \bar{R}(I)=\oplus_{n \geqq 0} \overline{I^{n}}, G(I)=\oplus_{n \geqq 0} I^{n} / I^{n+1}$ and $\bar{G}(I)=\oplus_{n \geqq 0} \overline{I^{n}} / \overline{I^{n+1}}$. If $(R, \mathfrak{m})$ is a local ring, then we put $G(R)=G(\mathfrak{m})$ and $\bar{G}(R)=\bar{G}(\mathfrak{m})$.
$\ell(M)$ denotes the length of an $R$-module $M$.
$Q(R)$ denotes the total quotient ring of $R$. For any $R$-submodules $I$ and $J$ of $Q=Q(R)$, put $(I: J)=\{x \in Q \mid x J \subset I\}$ and $(I: J)_{R}=(I: J) \cap R . \quad \bar{R}$ denotes the integral closure of $R$.

For $m, n \in \boldsymbol{Z}, n \geqq 0,\binom{m}{n}$ denotes the binomial coefficient with an agreement that $\binom{m}{n}=0$ if $m<n$, and $\binom{0}{0}=1$.

## § 1. Some invariants of polynomial functions

We assume that all functions $f: \boldsymbol{Z} \rightarrow \boldsymbol{Z}$ considered in this section satisfy the following condition: $f(n)=0$ for all $n \ll 0$. We say that $f$ is a polynomial function if there is a (uniquely determined) polynomial $P_{f} \in Q[t]$ such that $f(n)=P_{f}(n)$ for all $n \gg 0$. Denote by $\mathscr{P}$ the set of all polynomial functions and set $\mathscr{P}^{+}=\{f \in \mathscr{P} \mid f(n)=$ 0 for all $n<0\}$. Put $(\Delta f)(n)=f(n)-f(n-1)$ and $(\nabla f)(n)=\sum_{i \leqq n} f(i)$. Then for any $f \in \mathscr{P}$, we have $\Delta f, \nabla f \in \mathscr{P}, \Delta(\nabla f)=f, \nabla(\Delta f)=f$ and $P_{\Delta f}(t)=P_{f}(t)-P_{f}(t-1)$. It is well known that if $f$ is a polynomial function, then there are (uniquely determined) integers $d \geqq 0, e_{i}(0 \leqq i \leqq d), e_{0} \neq 0$, such that $(\nabla f)(n)=e_{0}\binom{n+d}{d}-$ $e_{1}\binom{n+d-1}{d-1}+\cdots+(-1)^{d} e_{d}$ for all $n \gg 0$. Note that $d=\operatorname{deg}\left(P_{f}\right)+1$ (resp. $\left.d=0\right)$ if $P_{f} \neq 0$ (resp. $P_{f}=0$ ). Put $d(f)=d, e_{i}(f)=e_{i}, e(f)=e_{0}, g(f)=e_{d}=(-1)^{d} P_{\nabla f}(-1)$, $\chi(f)=e_{0}-e_{1}+\cdots+(-1)^{d} e_{d}=P_{\nabla f}(0), \quad p_{a}(f)=(-1)^{d}\left(\chi(f)-\sum_{n \leqq 0} f(n)\right), \quad n(f)=$ $\min \left\{n \mid f(m)=P_{f}(m)\right.$ for all $\left.m>n\right\}$ and $F_{f}(t)=\sum_{n \in \mathbf{Z}} f(n) t^{n} \in \boldsymbol{Z}[[t]]\left[t^{-1}\right]$. We call $d(f), e_{i}(f), e(f), g(f), \chi(f), p_{a}(f), n(f)$ and $F_{f}(t)$ the dimension, the $i$-th Hilbert coefficient, the multiplicity, the genus, the Euler characteristic, the arithmetic genus, the postulation number and the Hilbert series of $f$ respectively. Note that $\chi(\Delta f)=P_{f}(0), \chi(f)=P_{f}(0)+(-1)^{d} g(f)$, and $g(f)-p_{a}(f)=(-1)^{d}(f(0)-$ $\left.P_{f}(0)\right)$ if $f \in \mathscr{P}^{+}$. The following proposition may be well known (except for the assertion on the postulation number) and is easy to show. So we omit the proof.

Proposition 1.1. For any function $f: \boldsymbol{Z} \rightarrow \boldsymbol{Z}, f \neq 0$, the following conditions are equivalent:
(1) $f$ is a polynomial function.
(2) $F_{f}(t)=\varphi(t) /(1-t)^{d}$ for some integer $d \geqq 0$ and $\varphi(t) \in \boldsymbol{Z}\left[t, t^{-1}\right]$ such that $\varphi(1) \neq 0$.
Moreover, if these conditions are satisfied, then we have $d(f)=d, e(f)=\varphi(1)$
and $n(f)=\operatorname{deg}\left(F_{f}\right)=\operatorname{deg}(\varphi)-d$. We denote by $\varphi_{f}$ the (Laurent) polynomial $\varphi$ determined by $f$.

Remark 1.2. (1) If we define the product $f * g$ of $f, g \in \mathscr{P}$ by $(f * g)(n)=$ $\sum_{i+j=n} f(i) g(j)$, then $\mathscr{P}$ becomes a commutative ring and $\mathscr{P}^{+}$is a subring of $\mathscr{P}$ (the additions are usual ones). We have $F_{f * g}(t)=F_{f}(t) F_{g}(t)$, and $f$ is in $\mathscr{P}^{+}$if and only if $\varphi_{f} \in Z[t]$. Hence by corresponding $F_{f}$ to $f$, the ring $\mathscr{P}$ (resp. $\mathscr{P}^{+}$) is isomorphic to $Z\left[t, t^{-1},(1-t)^{-1}\right]$ (resp. $\left.Z\left[t,(1-t)^{-1}\right]\right)$.
(2) For any $f \in \mathscr{P}$, we have $d(\nabla f)=d(f)+1, d(\Delta f)=d(f)-1$ if $d(f) \geqq 1$, $e_{i}(\nabla f)=e_{i}(f) \quad(0 \leqq i \leqq d(f)), \quad e_{i}(\Delta f)=e_{i}(f) \quad(0 \leqq i<d(f)), \quad F_{f}(t)=(1-t) F_{\nabla f}(t)=$ $F_{\Delta f}(t)(1-t)^{-1}$ and $n(f)=n(\nabla f)+1=n(\Delta f)-1$.

Theorem 1.3. Let $f$ be a polynomial function and put $d(f)=d, \varphi_{f}(t)=$ $\sum_{n \in \mathbf{Z}} a_{n} t^{n}, C(f)=\sum_{n<0} f(n) . \quad\left(C(f)=0\right.$ if $\left.f \in \mathscr{P}^{+}.\right)$
(1) If $d=0$, then $f(n)=a_{n}$ for all $n \in Z, P_{f}=0, P_{\nabla f}=g(f)=\chi(f)=e(f)=$ $\sum_{n \in Z} a_{n}$ and $p_{a}(f)=\sum_{n \geqq 0} a_{n}$.
(2) If $d \geqq 1$, then $f(n)=\sum_{i \in \mathbf{Z}} a_{i}\binom{d+n-i+1}{d-1},(\nabla f)(n)=\sum_{i \in \mathbf{Z}} a_{i}\binom{d+n-i}{d}$ and $f(n)-P_{f}(n)=(-1)^{d} \sum_{i \geqq d} a_{n+i}\binom{i-1}{d-1}$ for all $n \in \boldsymbol{Z}$.
(3) $a_{n}=\sum_{i+j=n, 0 \leqq i \leqq d}(-1)^{i}\binom{d}{i} f(j)$ for all $n \in \boldsymbol{Z}$.
(4) $f \in \mathscr{P}^{+}$if and only if $a_{n}=0$ for all $n<0$, i.e., $\varphi_{f} \in Z[t]$. In this case, $a_{0}=f(0)$ and $a_{1}=f(1)-d f(0)$.
(5) $e(f)=\sum_{n \in \mathbf{Z}} a_{n}$.
(6) $C(f)=\sum_{i<0} a_{i}\binom{d-i-1}{d}$ and $\sum_{n \leqq 0} f(n)=\sum_{i \leqq 0} a_{i}\binom{d-i}{d}$.
(7) If $n(f) \leqq 0$, then $g(f)=(-1)^{d}\left(f(0)-P_{f}(0)+C(f)\right)=a_{d}+(-1)^{d} C(f)$, $\chi(f)=f(0)+C(f)$ and $p_{a}(f)=0$. Hence $n(f)<0$ if and only if $n(f) \leqq 0$ and $g(f)=(-1)^{d} C(f)$.
(8) If $n(f)>0$, then $g(f)=(-1)^{d}\left(\sum_{i=0}^{n(f)}\left(f(i)-P_{f}(i)+C(f)\right)=\sum_{i=0}^{n(f)} a_{d+i}\right.$ $\binom{d+i}{d}+(-1)^{d} C(f), \chi(f)=\sum_{i=1}^{n(f)}\left(f(i)-P_{f}(i)\right)+f(0)+C(f)=(-1)^{d} \sum_{i=0}^{n(f)-1}$ $a_{d+i+1}\binom{d+i}{d}+f(0)+C(f)$ and $p_{a}(f)=(-1)^{d} \sum_{i=1}^{n(f)}\left(f(i)-P_{f}(i)\right)=\sum_{i=0}^{n(f)-1}$ $a_{d+i+1}\binom{d+i}{d}$.
(9) If $f \in \mathscr{P}^{+}$, then $g(f)-p_{a}(f)=\sum_{i=0}^{n(f)} a_{d+i}\binom{d+i-1}{i}$.

Hence $g(f) \geqq p_{a}(f) \geqq 0$ if $a_{n} \geqq 0$ for all $n \geqq d$.
Proof. (1) is trivial. (2) Since $\sum_{n \in \mathbf{Z}} f(n) t^{n}=F_{f}(t)=\left(\sum_{n \in \mathbf{Z}} a_{n} t^{n}\right)(1-t)^{-d}=$ $\left(\sum_{n \in \mathbf{Z}} a_{n} t^{n}\right)\left(\sum_{n \in \mathbb{Z}}\binom{d+n-1}{d-1} t^{n}\right)$, we have $f(n)=\sum_{i+j=n} a_{i}\binom{d+j-1}{d-1}$ for all $n \in \boldsymbol{Z}$. The formula for $\nabla f$ follows from this. (Note that $\sum_{i \leqq m}\binom{n+i}{n}=$ $\binom{m+n+1}{n+1}$ for all $m \in \boldsymbol{Z}$ and $n \geqq 0$.) For each $r \in \boldsymbol{Z}, r \geqq 0$, define $k \in \mathscr{P}$ by
$k(n)=\binom{n+r}{r}$. Then $\quad P_{k}(n)=k(n) \quad(n \geqq 0), \quad P_{k}(n)=k(n)=0 \quad(-r \leqq n<0) \quad$ and $P_{k}(n)=(-1)^{r}\binom{-n-1}{r}(n<-r)$. Hence $f(n)-P_{f}(n)=-\sum_{n-i<-(d-1)}(-1)^{d-1}$ $a_{i}\binom{i-n-1}{d-1}=(-1)^{d} \sum_{n-i \leqq-d} a_{i}\binom{i-n-1}{d-1}=(-1)^{d} \sum_{j \geqq d} a_{n+j}\binom{j-1}{d-1}$. (3) Since $\sum_{n \in \mathbf{Z}} a_{n} t^{n}=\varphi_{f}(t)=(1-t)^{d} F_{f}(t)=\left(\sum_{i=0}^{d}(-1)^{i}\binom{d}{i} t^{n}\right)\left(\sum_{n \in \mathbf{Z}} f(n) t^{n}\right)$, we have $a_{n}=$ $\sum_{i+j=n, 0 \leq i \leq d}(-1)^{i}\binom{d}{i} f(j)$ for all $n \in Z$. (4) follows from (3). (5) Since $\binom{d+n-i-1}{d-1}$ is a polynomial function of dimension $d$, we have $e(f)=\sum_{n \in Z} a_{n}$ by (2). (6) We may assume that $d \geqq 1$. Then $C(f)=\sum_{n<0} f(n)=\sum_{n<0} \sum_{i \in Z} a_{i}$ $\binom{d+n-i-1}{d-1}=\sum_{i<0} a_{i}\left(\sum_{n<0}\binom{d+n-i-1}{d-1}\right)=\sum_{i<0} a_{i}\binom{d-i-1}{d}$. The proof of the formula for $\sum_{n \leqq 0} f(n)$ is similar. Since (7) can be proved as (8), we have only to show (8). Put $n(f)=m$. Then for all $n \gg 0$, we have $(\nabla f)(n)=\sum_{i<0} f(i)+$ $\sum_{i=0}^{m} f(i)+\sum_{i=m+1}^{n} f(i)=C(f)+\sum_{i=0}^{m}\left(f(i)-P_{f}(i)\right)+\sum_{i=0}^{n} P_{f}(i) . \quad$ It is easy to see that the polynomial $P(t)$ determined by $P(n)=\sum_{i=0}^{n} P_{f}(i)$ for all $n \in Z, n \geqq 0$ is a multiple of $t+1$. Hence $(-1)^{d} g(f)=P_{\nabla f}(-1)=\sum_{i=0}^{m}\left(f(i)-P_{f}(i)\right)+C(f)$ and $\chi(f)=(-1)^{d} g(f)+P_{f}(0)=\sum_{i=1}^{m}\left(f(i)-P_{f}(i)\right)+f(0)+C(f)$. Other assertions follow from (2).
Q.E.D.

Corollary 1.4. Suppose that $f \in \mathscr{P}^{+}, f(0)=1$, and put $d(f)=d, e(f)=e$, $f(1)=v$.
(1) In general, we have $n(f)+d(f)=\operatorname{deg}\left(\varphi_{f}\right) \geqq 0$.
(2) $n(f)+d(f)=0$ if and only if $f(n)=\binom{n+d-1}{n}$ for all $n \geqq 1$.
(3) $n(f)+d(f) \leqq 1$ if and only if $f(n)=\binom{n+d-1}{n}+(v-d)\binom{n+d-2}{n-1}$ for all $n \geqq 1$. In this case, we have $v=e+d-1$.
(4) $n(f)+d(f) \leqq 2$ if and only if $f(n)=\binom{n+d-1}{n}+(v-d)\binom{n+d-2}{n-1}+$ $(e-v+d-1)\binom{n+d-3}{n-2}$ for all $n \geqq 2$.

Example 1.5 (Graded modules of polynomial growth). Let $A=\oplus_{n \geqq 0} A_{n}$ be a graded ring with $A_{0}=R$. Then a graded $A$-module $M=\oplus_{n \in Z} M_{n}$ is said to be a graded $A$-module of polynomial growth if each $M_{n}$ is an $R$-module of finite length and $f(n)=\ell\left(M_{n}\right)$ is a polynomial function. In this case, put $H(M, n)=$ $\ell\left(M_{n}\right)$ and we write $h(M, t), d(M), e_{i}(M), e(M), n(M), F(M, t), \varphi_{M}(t), g(M)$, $\chi(M), p_{a}(M)$ instead of $P_{f}(t), d(f), e_{i}(f), e(f), n(f), F_{f}(t), \varphi_{f}(t), g(f), \chi(f), p_{a}(f)$ respectively. Note that $(\nabla H)(M, n)=H(M[X], n)$ with $\operatorname{deg}(X)=1$, and if $a \in A$ is a homogeneous $M$-regular element of degree $r$, then $F(M / a M, t)=$ $\left(1-t^{r}\right) F(M, t)$ and $n(M / a M)=n(M)+r$. If $A$ is a homogeneous algebra over an artinian ring, then a finitely generated graded $A$-module $M$ is a graded $A$-module of polynomial growth with $d(M)=\operatorname{dim}(M)$ (see $\S 2$ for this case). If $X$ is a
projective variety over an algebraically closed field $k$ and $D$ is an ample Cartier divisor on $X$, then $A=\oplus_{n \geqq 0} H^{0}\left(X, \mathcal{O}_{X}(n D)\right)$ is a noetherian graded $k$-algebra of polynomial growth.
(1) Let $X$ be a $d$-dimensional abelian variety and $D$ an ample Cartier divisor on $X$. Put $A=\oplus_{n \geqq 0} H^{0}\left(X, \mathcal{O}_{X}(n D)\right)$. Then $e:=e(A)=\left(D^{d}\right)$ and $H(A, n)=e n^{d} / d$ ! for all $n \geqq 1$. Hence we have $\varphi_{A}(t)=(1-t)^{d+1}+e / d!\sum_{0 \leqq i<n<d}$ $(-1)^{i}\binom{d+1}{i}(n-i)^{d} t^{n}, \quad n(A)=0, \quad p_{a}(A)=0$ and $g(A)=(-1)^{d+1}$. If $D$ is very ample, then $A$ is a Buchsbaum ring with $\operatorname{dim}(A)=d+1, \operatorname{depth}(A)=2, I(A)=$ $\sum_{i=1}^{d}\binom{d}{i}\binom{d}{i-1}$, and $A$ is Cohen-Macaulay $\Leftrightarrow A$ is Gorenstein $\Leftrightarrow X$ is an elliptic curve (cf. [25]).
(2) If $X$ is a smooth projective surface of general type and $K$ is its canonical divisor, then the canonical ring $A=\oplus_{n \geqq 0} H^{0}\left(X, \mathcal{O}_{X}(n K)\right)$ of $X$ is a 3-dimensional noetherian ring with $H(A, n)=\left(K^{2}\right) n(n-1) / 2+\chi\left(\mathcal{O}_{X}\right)$ for all $n \geqq 2$ (cf. [2]). Hence $\varphi_{A}(t)=1+(v-3) t+(e-2 v-q+4) t^{2}+(v+2 q-3) t^{3}+(1-q) t^{4}$, where $e=$ $\left(K^{2}\right), v=p_{g}(X), q=q(X)$. We have $g(A)=p_{g}(X)-2 q(X)+1, p_{a}(A)=1-q(X)$, $|n(A)| \leqq 1$, and $n(A) \leqq 0($ resp. $n(A)=-1)$ if and only if $q(X)=1$, i.e., $p_{a}(A)=0$ (resp. $p_{g}(X)=q(X)=1$, i.e., $\left.p_{a}(A)=g(A)=0\right)$. If $K$ is ample, then $\operatorname{reg}(A)=4$, and $A$ is Cohen-Macaulay $\Leftrightarrow A$ is Gorenstein $\Leftrightarrow q(X)=0$. (Concerning $\operatorname{reg}(A)$, see [20].)
(3) Let $X$ be a Del Pezzo surface and $A=\oplus_{n \geqq 0} H^{0}\left(X, \mathcal{O}_{X}(-n K)\right)$ its anticanonical ring. Then $A$ is a 3 -dimensional Gorenstein algebra and $H(A, n)=$ $n(n+1)(9-r) / 2+1$ for all $n \geqq 0$, where $r=9-\left(K^{2}\right)$. Hence $\varphi_{A}(t)=1+(7-r) t+$ $t^{2}, n(A)=-1$ and $g(A)=p_{a}(A)=0$. (cf. Demazure, Lecture Notes in Math. vol. 777.)

Example 1.6. Let $P$ be a $d$-dimensional lattice complex, i.e., a simplicial complex in $\boldsymbol{R}^{m}$ whose vertices are in $\boldsymbol{Z}^{m}$, then the function $f(n)=\operatorname{Card}\left(n P \cap \boldsymbol{Z}^{m}\right)$ ( $n \geqq 0$ ) is a polynomial function such that $d(f)=d+1$ and $n(f) \leqq 0$. Hence $p_{a}(f)=$ 0 . If $P$ is a $d$-dimensional lattice convex polytope in $\boldsymbol{R}^{d}$, then we have $n(f)<0$ and $e(f)=d!$ (the volume of $P$ ). Hence $p_{a}(f)=g(f)=0$ (cf. [1], [26]).

## § 2. The case of graded rings

In this section, $A=\oplus_{n \geqq 0} A_{n}=R\left[A_{1}\right]$ denotes a noetherian homogeneous algebra over an artinian local ring $R=A_{0}$ and $M=\oplus_{n \in \mathcal{Z}} M_{n}$ is a finitely generated graded $A$-module with $\operatorname{dim}(M)=d . \quad$ Put $P=A_{+}$.

Lemma 2.1. $H(M, n)-h(M, n)=\sum_{i=0}^{d}(-1)^{i} \ell\left(\left[H_{P}^{i}(M)\right]_{n}\right)$ for all $n \in \boldsymbol{Z}$. In particular, if $M$ is Cohen-Macaulay, then $H(M, n)-h(M, n)=(-1)^{d}$ $\ell\left(\left[H_{P}^{d}(M)\right]_{n}\right)$ for all $n \in \boldsymbol{Z}$.

Proof. Put $\quad X=\operatorname{Proj}(A)$. Then $\quad h(M, n)=\chi(X, \tilde{M}(n))=\sum_{i=0}^{\infty}(-1)^{i}$ $\ell\left(H^{i}(X, \tilde{M}(n))\right)$ for all $n \in Z, H_{P}^{i+1}(M)=\oplus_{n \in Z} H^{i}(X, \tilde{M}(n))(i \geqq 1)$, and we have the following exact sequence (cf. [6], (2.1.3), (2.5.3)):

$$
0 \longrightarrow H_{P}^{0}(M) \longrightarrow M \longrightarrow \oplus_{n \in Z} H^{0}(X, \tilde{M}(n)) \longrightarrow H_{P}^{1}(M) \longrightarrow 0 .
$$

Hence $\quad h(M, n)=\sum_{i=1}^{\infty}(-1)^{i} \ell\left(H^{i}(X, \tilde{M}(n))\right)+\ell\left(H^{0}(X, \tilde{M}(n))\right)=\sum_{i=1}^{\infty}(-1)^{i}$ $\ell\left(\left[H_{P}^{i+1}(M)\right]_{n}\right)+\ell\left(\left[H_{P}^{1}(M)\right]_{n}\right)+\ell\left(M_{n}\right)-\ell\left(\left[H_{P}^{0}(M)\right]_{n}\right)=H(M, n)-\sum_{i=0}^{d}(-1)^{i}$ $\ell\left(\left[H_{P}^{i}(M)\right]_{n}\right)$.
Q.E.D.

Corollary 2.2. We have $n(M) \leqq \operatorname{reg}(M)-\operatorname{depth}(M)$. Moreover, if $M$ is Cohen-Macaulay, then $n(M)=a(M):=\operatorname{reg}(M)-\operatorname{dim}(M)$.

Proof. If $n>\operatorname{reg}(M)-\operatorname{depth}(M)$, then for any $i \geqq \operatorname{depth}(M)$, we have $n+i \geqq n+\operatorname{depth}(M)>\operatorname{reg}(M)$, which implies that $\left[H_{P}^{i}(M)\right]_{n}=0$. Hence $H(M, n)$ $=h(M, n)$ for all $n>\operatorname{reg}(M)-\operatorname{depth}(M)$, i.e., $n(M) \leqq \operatorname{reg}(M)-\operatorname{depth}(M)$. The second assertion follows from Lemma 2.1 immediately.
Q.E.D.

Example 2.3. Assume that $R$ is a field $k$ and $A$ has a pure resolution:

$$
0 \longrightarrow F_{r} \longrightarrow \cdots \longrightarrow F_{1} \longrightarrow S \longrightarrow A \longrightarrow 0, F_{i} \cong S^{b_{i}}\left(-a_{i}\right) \quad(1 \leqq i \leqq r),
$$

where $S=k\left[X_{1}, \ldots, X_{v}\right], v=\operatorname{emb}(A), 0<a_{1}<\cdots<a_{r}$ and $r=\operatorname{hd}_{S}(A)$. Then we have $\operatorname{reg}(A)=a_{r}-r$ and $\varphi_{A}(t)=1+b_{1} t^{a_{1}}+\cdots+b_{r} t^{a_{r}}$. Hence $n(A)=\operatorname{reg}(A)-$ depth $(A)$.

Theorem 2.4. Suppose that $M=\oplus_{n \geqq 0} M_{n}$.
(1) If $n(M) \leqq 0$, then $p_{a}(M)=0$ and $g(M)=\sum_{i=0}^{d}(-1)^{d+i} \ell\left(\left[H_{P}^{i}(M)\right]_{0}\right)$.
(2) $n(M)<0$ if and only if $n(M) \leqq 0$ and $g(M)=0$.
(3) If $n(M)>0$, then $g(M)=\sum_{n=0}^{n(M)} \sum_{i=0}^{d}(-1)^{d+i} \ell\left(\left[H_{P}^{i}(M)\right]_{n}\right)$ and $p_{a}(M)=$ $\sum_{n=1}^{n(M)} \sum_{i=0}^{d}(-1)^{d+i} \ell\left(\left[H_{P}^{i}(M)\right]_{n}\right)$.

Proof. This follows from Theorem 1.3 and Lemma 2.1.
Q.E.D.

Corollary 2.5. Suppose that $M=\oplus_{n \geqq 0} M_{n}$ is Cohen-Macaulay.
(1) $g(M) \geqq p_{a}(M) \geqq 0$ and $g(M)-p_{a}(M)=\ell\left(\left[H_{P}^{d}(M)\right]_{0}\right)$.
(2) $p_{a}(M)=0$ if and only if $a(M) \leqq 0 . \quad g(M)=0$ if and only if $a(M)<0$ (or equivalently $g(M)=p_{a}(M)$ ).
(3) If $a(M)>0$, then $g(M)=\sum_{n=0}^{a(M)} \ell\left(\left[H_{P}^{d}(M)\right]_{n}\right)$ and $p_{a}(M)=\sum_{n=1}^{a(M)}$ $\ell\left(\left[H_{P}^{d}(M)\right]_{n}\right)$.

Theorem 2.6. Let $A$ be a Gorenstein homogeneous algebra over a field, and put $\operatorname{dim}(A)=d, \operatorname{emb}(A)=v, e(A)=e, a(A)=a$.
(1) If $a(M)>0$, then $g(A)=\sum_{n=0}^{a(A)} H(A, n)$ and $p_{a}(A)=\sum_{n=0}^{a(A)-1} H(A, n)$.
(2) $a(A) \leqq 0(\operatorname{resp} . a(A)<0, a(A)=0, a(A)=1)$ if and only if $p_{a}(A)=0$
$\left(\operatorname{resp} . g(A)=0, g(A)=1, p_{a}(A)=1\right)$.
(3) $g(A) \geqq 2 \Leftrightarrow a(A) \geqq 1 \Leftrightarrow g(A) \geqq \operatorname{emb}(A)+1 \geqq 2 . \quad p_{a}(A) \geqq 2 \Leftrightarrow a(A) \geqq 2 \Leftrightarrow p_{a}(A)$ $\geqq \operatorname{emb}(A)+1 \geqq 2 . \quad a(A)=1(\operatorname{resp} . a(A)=2)$ if and only if $g(A)=\mathrm{emb}(A)+1 \geqq 2$ $\left(\operatorname{resp} . p_{a}(A)=\operatorname{emb}(A)+1 \geqq 2\right)$.
(4) $g(A) \leqq\binom{ v+a}{v} \leqq\binom{ e}{v}$ and $p_{a}(A) \leqq\binom{ v+a-1}{v} \leqq\binom{ e-1}{v} . \quad g(A)=\binom{v+a}{v}$ $\left(\operatorname{resp} . p_{a}(A)=\binom{v+a-1}{v}\right.$ ) if and only if $a(A) \leqq i(A)-1(\operatorname{resp} . a(A) \leqq i(A))$, where $i(A)=\min \left\{n \left\lvert\, H(A, n) \neq\binom{ v+n-1}{n}\right.\right\}$, the initial degree of $A . \quad g(A)=\binom{e}{v}($ resp. $p_{a}(A)=\binom{e-1}{v}$ ) if and only if $A$ is a hypersurface or $v=e+d-2, d \geqq 1($ resp. $A$ is a hypersurface or $v=e+d-2$ ).
(5) If $\operatorname{reg}(A) \geqq 3$ and $A$ is not a hypersurface, then $g(A) \leqq\binom{[e / 2]+2}{v}$ and $p_{a}(A) \leqq\binom{[e / 2]+1}{v}$.

Proof. Since $A(a) \cong K_{A} \cong \operatorname{Hom}_{k}\left(H_{P}^{d}(A), k\right)$, we have $\ell\left(\left[H_{P}^{d}(A)\right]_{n}\right)=\ell\left(A_{a-n}\right)$ for all $n \in \boldsymbol{Z}$. This implies (1) by Theorem 2.4. (2) and (3) follow from (1). (4) $g(A)=\sum_{n=0}^{a} H(A, n) \leqq \sum_{n=0}^{a}\binom{v+n-1}{n}=\binom{v+a}{v}$, and the equality holds if and only if $i(A) \geqq a(A)+1$. Since $d+a=\operatorname{reg}(A) \leqq e+d-v$, we have $\binom{v+a}{v} \leqq\binom{ e}{v}$, and the equality holds if and only if $A$ is a hypersurface or $v=e+d-2$ (i.e., $a+$ $d=2$ ) (cf. [20], Proposition 13 and Theorem 15). The assertions for $p_{a}(A)$ are similarly proved. (5) Under the assumption, we have $\operatorname{reg}(A) \leqq e / 2+d-v+$ +2 , i.e., $v+a \leqq e / 2+2$ (cf. [20], Proposition 13). This implies the assertion.
Q.E.D.

Example 2.7. (1) $g(A)$ and $p_{a}(A)$ are not necessarily non-negative. For example, put $A=k[X, Y] /\left(X^{2}, X Y\right)$. Then we have $\varphi_{A}(t)=1+t-t^{2}, n(A)=1$, $a(A)=0, g(A)=p_{a}(A)=-1$.
(2) If $A$ is a complete intersection of type $\left(e_{1}, e_{2}\right)$ and emb $(A)=v$, then $g(A)=\binom{e_{1}+e_{2}}{v}-\binom{e_{1}}{v}-\binom{e_{2}}{v}$ and $p_{a}(A)=\binom{e_{1}+e_{2}-1}{v}-\binom{e_{1}-1}{v}-\binom{e_{2}-1}{v}$. The formula for any complete intersection is similar.
(3) Let $A$ be a Cohen-Macaulay homogeneous algebra over a field. If $p_{a}(A)=1$, then $a(A)=1$. The canonical module $K_{A}$ of $A$ is Cohen-Macaulay, and we have $a\left(K_{A}\right)=0, g\left(K_{A}\right)=1, p_{a}\left(K_{A}\right)=0$.
(4) Let $A$ be the Stanley-Reisner ring $k[\Delta]$ (or more generally an ASL) on a simplicial complex $\Delta$ over a field $k$. Then $n(A) \leqq 0$ (cf. [27]) and we have $p_{a}(A)=0$ and $g(A)=(-1)^{d}(\chi(\Delta)-1)$, where $\chi(\Delta)$ is the Euler characteristic of $\Delta, d=\operatorname{dim}(\Delta)$.

## § 3. Genera and arithmetic genera of local rings

Let $(R, \mathrm{~m}, k)$ be a noetherian local ring with $\operatorname{dim}(R)=d \geqq 1$, and let $I$ be an m-primary ideal of $R$. Then the Hilbert function $f(n)=H_{I}^{0}(n)=\ell\left(I^{n} / I^{n+1}\right)$ of $I$ is a polynomial function. Also, if $R$ is analytically unramified, then the function $\vec{f}(n)=\bar{H}_{I}^{0}(n)=\ell\left(\overline{I^{n}} / \overline{I^{n+1}}\right)$ is a polynomial function because $\bar{G}(I)$ is a finitely generated $G(I)$-module. We have $(\nabla f)(n)=\ell\left(R / I^{n+1}\right)$ and $(\nabla \bar{f})(n)=\ell\left(R / \overline{I^{n+1}}\right)$. We use the notation $e_{i}(I), g(I), \chi(I), p_{a}(I)$ and $n(I)$ (resp. $\bar{e}_{i}(I), \bar{g}(I), \bar{\chi}(I), \bar{p}_{a}(I)$ and $\bar{n}(I)$ ) instead of $e_{i}(f), g(f), \chi(f), p_{a}(f)$ and $n(f)$ (resp. $e_{i}(\bar{f}), g(\bar{f}), \chi(\bar{f}), p_{a}(\bar{f})$ and $n(\bar{f}))$. Note that $e_{0}(I)=\bar{e}_{0}(I)=e(I)$, the multiplicity of $I$, and we have $g(I)=$ $g(G(I)), \bar{g}(I)=g(\bar{G}(I))$, etc. If $I=\mathfrak{m}$, we also put $g(\mathfrak{m})=g(R), \bar{g}(\mathfrak{m})=\bar{g}(R), p_{a}(\mathfrak{m})=$ $p_{a}(R), \bar{p}_{a}(\mathfrak{m})=\bar{p}_{a}(R)$, etc. We call $g(I), p_{a}(I), \bar{g}(I), \bar{p}_{a}(I)$ the genus, the arithmetic genus, the normal genus, the normal arithmetic genus of $I$ respectively (cf. [22]). In what follows, when we consider $\bar{g}(I), \bar{p}_{a}(I)$, etc, we always assume that $R$ is analytically unramified. Our aim of this section is to prove the following

Theorem 3.1. Assume that $R$ is Cohen-Macaulay, and put $X=\operatorname{Proj}(R(I))$, $D=\operatorname{Proj}(G(I)), \bar{X}=\operatorname{Proj}(\bar{R}(I))$ and $\bar{D}=\operatorname{Proj}(\bar{G}(I))$.
(1) If $d=1$, then $g(I)=\ell\left(H^{0}\left(X, \mathcal{O}_{X}\right) / R\right), p_{a}(I)=g(I)-e(I)+\ell(R / I), \bar{g}(I)=$ $\ell\left(H^{0}\left(\bar{X}, \mathcal{O}_{X}\right) / R\right)=\ell(\bar{R} / R)$ and $\bar{p}_{a}(I)=\bar{g}(I)-e(I)+\ell(R / \bar{I})=\ell(I \bar{R} / \bar{I})$.
(2) If $d \geqq 2$, then $g(I)=\sum_{i=1}^{d-1}(-1)^{d+i+1} \ell\left(H^{i}\left(X, \mathcal{O}_{X}\right)\right), \quad p_{a}(I)=g(I)+$ $(-1)^{d}(\chi(D)-\ell(R / I)), \quad \bar{g}(I)=\sum_{i=1}^{d-1}(-1)^{d+i+1} \ell\left(H^{i}\left(\bar{X}, \mathcal{O}_{X}\right)\right) \quad$ and $\quad \bar{p}_{a}(I)=\bar{g}(I)+$ $(-1)^{d}(\chi(\bar{D})-\ell(R / \bar{I}))$, where $\chi(D)=\sum_{i=0}^{d=1}(--1)^{i} \ell\left(H^{i}\left(D, \mathcal{O}_{D}\right)\right)$ and $\chi(\bar{D})=\sum_{i=0}^{d-1}$ $(-1)^{i} \ell\left(H^{i}\left(\bar{D}, \mathcal{O}_{\bar{D}}\right)\right)$. In particular, if $d=2$, then $g(I)=\ell\left(H^{1}\left(X, \mathcal{O}_{X}\right)\right)$ and $\bar{g}(I)=\ell\left(H^{1}\left(\bar{X}, \mathcal{O}_{X}\right)\right)$.

Lemma 3.2. Let $I$ be an ideal of a noetherian local ring ( $R, \mathrm{~m}$ ), and let $F$ be a coherent module on $X=\operatorname{Proj}(R(I))$. Then $H^{i}(X, F)=0$ for all $i \geqq \ell(I):=$ $\operatorname{dim}(G(I) / \mathfrak{m} G(I))$, and $\operatorname{Supp}_{R}\left(H^{i}(X, F)\right) \subset V(I)$ for all $i \geqq 1$. In particular, if $I$ is m-primary, then $H^{i}(X, F)=0$ for all $i \geqq \operatorname{dim}(R)$ and $H^{i}(X, F)$ is an $R$ module of finite length for all $i \geqq 1$.

Proof. This follows from [6], (4.2.2).
Q.E.D.

Proposition 3.3. Let $R$ be a noetherian ring, $M$ a finitely generated $R$-module and $I$ an ideal of $R$ which contains an $M$-regular element.
(1) Put $X=\operatorname{Proj}(R(I))$ and $F=R(I, M)^{\sim}$ the coherent module associated to $R(I, M)=\oplus_{n \geqq 0} I^{n} M$. Then

$$
H^{0}(X, F) \cong \lim _{n \rightarrow \infty} \operatorname{Hom}_{R}\left(I^{n}, I^{n} M\right) \cong \cup_{n=0}^{\infty}\left(I^{n} M: I^{n}\right)_{Q(M)},
$$

where $Q(M)=M_{S}, S=R-Z_{R}(M)$ the set of $M$-regular elements. More generally,
we have $H^{0}(X, F(r)) \cong \lim _{n \rightarrow \infty} \operatorname{Hom}_{R}\left(I^{n}, I^{n+r} M\right)$ for all $r \geqq 0$. If $\operatorname{depth}_{I}(M) \geqq 2$, then $H^{0}(X, F) \cong M$.
(2) Assume that $\bar{R}(I)$ is noetherian, and put $\bar{X}=\operatorname{Proj}(\bar{R}(I)), \bar{F}=\bar{R}(I, M)^{\sim}$, where $\bar{R}(I, M)=\oplus_{n \geqq 0} \overline{I^{n}} M$. Then $H^{0}(\bar{X}, \bar{F}(r))=\lim _{n \rightarrow \infty} \operatorname{Hom}_{R}\left(\overline{I^{n}}, \overline{I^{n+r}} M\right)$ for all $r \geqq 0$.
(3) If $R$ is reduced and $\bar{R}(I)$ is noetherian, then $H^{0}\left(\bar{X}, \mathcal{O}_{X}(r)\right) \cong \overline{I^{n}}$ for all $r \geqq 0$.

Proof. (1) Put $L=R(I, M), A=H^{0}(X, F)$ and $B=\cup_{n=0}^{\infty}\left(I^{n} M: I^{n}\right)_{Q(M)}$. By the assumption, $I=\left(a_{1}, \ldots, a_{v}\right)$ for some $M$-regular elements $a_{i}$. Put $U_{i}=$ $D_{+}\left(a_{i}\right), a_{i} \in R(I)_{1}$. Then $H^{0}\left(U_{i}, F\right)=L_{\left(a_{i}\right)}=\left\{x / a_{i}^{n} \in Q(M) \mid x \in I^{n} M, n \geqq 0\right\}, H^{0}\left(U_{i}\right.$ $\left.\cap U_{j}, F\right)=L_{\left(a_{i} a_{j}\right)}$ and $A=\operatorname{Ker}\left(\prod_{i} L_{\left(a_{i}\right)} \rightrightarrows \prod_{i, j} L_{\left(a_{i} a_{j}\right)}\right)$. Let $x$ be an element of $B$. Then $x I^{n} \subset I^{n} M$ for some $n$. Hence $x \in L_{\left(a_{i}\right)}$ for all $i$. Put $f(x)=(x, \ldots, x)$. Then it is easy to show that $f$ defines an isomorphism from $B$ to $A$. The fact $F(r)=R\left(I, I^{r} M\right)^{\sim}$ implies the second assertion. The proof of (2) is similar. (Note that $\mathcal{O}_{X}(r)=\overline{I^{r}} \mathcal{O}_{X}=I^{r} \mathcal{O}_{X}$ for any $r \geqq 0$.) (3) follows from (2) and the following lemma.
Q.E.D.

Lemma 3.4. Let I and J be ideals of a reduced noetherian ring R. Assume that I contains an R-regular element. Then $(\overline{I J}: \bar{I})_{R}=\bar{J}$.

Proof. We have only to show the inclusion $(\overline{I J}: \bar{I})_{R} \subset \bar{J}$. Take an element $x$ of $(\overline{I J}: \bar{I})_{R}$. If $R$ is an integral domain, then $\bar{I}=\cap I V \cap R$, where $V$ runs over all valuation overrings of $R$ (cf. [28]). For any $V$, put $I V=a V$. Then $x \bar{I} V \subset \overline{I J} V$, $x \bar{I} V=x I V=x a V$ and $\overline{I J} V=I J V=a J V$. Therefore $x a \in a J V$, i.e., $x \in J V$. Hence $x \in \cap J V \cap R=\bar{J}$. In general, we have $\bar{x} \in(\overline{I J R / \mathfrak{p}}: \overline{I R / p})_{R / \mathfrak{p}}=\overline{J R / \mathfrak{p}}$ for each minimal prime ideal $\mathfrak{p}$ of $R(\bar{x}$ is the image of $x$ in $R / \mathfrak{p})$. Put $S=\prod_{\mathfrak{p} \in \operatorname{Min}(R)} R / \mathfrak{p}$. Then we have $x \in \overline{J S} \cap R=\bar{J}$.
Q.E.D.

Proof of Theorem 3.1. We assume that $d \geqq 2$. The case $d=1$ is similar (or will be treated in §5). For each $r \geqq 1$, put $r D=\operatorname{Proj}\left(\oplus_{n \geqq 0} I^{n} / I^{n+r}\right)=$ $\operatorname{Spec}_{X}\left(\mathcal{O}_{X} / I^{r} \mathcal{O}_{X}\right)$, the closed subscheme of $X$ defined by $I^{r} \mathcal{O}_{X}$. From the exact sequence $0 \rightarrow I^{r} \mathcal{O}_{X} \rightarrow \mathcal{O}_{X} \rightarrow \mathcal{O}_{r D} \rightarrow 0$, we have the following exact sequence:

$$
\begin{aligned}
0 & \longrightarrow H^{0}\left(I^{r} \mathcal{O}_{X}\right) \longrightarrow H^{0}\left(\mathcal{O}_{X}\right) \longrightarrow H^{0}\left(\mathcal{O}_{r D}\right) \\
& \longrightarrow H^{1}\left(I^{r} \mathcal{O}_{X}\right) \longrightarrow H^{1}\left(\mathcal{O}_{X}\right) \longrightarrow H^{1}\left(\mathcal{O}_{r D}\right) \longrightarrow H^{2}\left(I^{r} \mathcal{O}_{X}\right) \longrightarrow \cdots .
\end{aligned}
$$

We have $H^{0}\left(\mathcal{O}_{X}\right)=R$ and $H^{0}\left(I^{r} \mathcal{O}_{X}\right)=I^{r}, H^{i}\left(I^{r} \mathcal{O}_{X}\right)=0$ for all $r \gg 0$ and all $i \geqq 1$. Hence $\ell\left(R / I^{r}\right)=\chi(r D)-\sum_{i=1}^{d-1}(-1)^{i} \ell\left(H^{i}\left(\mathcal{O}_{X}\right)\right)$ for all $r \gg 0$. Let $P$ be the polynomial associated to the function $\ell\left(R / I^{n+1}\right)$. Then for each $r \geqq 1$, we have $\chi\left(\mathcal{O}_{r D}(n)\right)=\ell\left(I^{n} / I^{n+r}\right)=\ell\left(R / I^{n+r}\right)-\ell\left(R / I^{n}\right)=P(n+r-1)-P(n-1)$ for all $n \gg 0$. Hence $\chi\left(\mathcal{O}_{r D}\right)=P(r-1)-(-1)^{d} g(I)$. Therefore $(-1)^{d} g(I)=-\chi(r D)+P(r-1)=$
$-\chi(r D)+\ell\left(R / I^{r}\right) \quad($ for all $r \gg 0)=-\sum_{i=1}^{d=1}(-1)^{i} \ell\left(H^{i}\left(\mathcal{O}_{X}\right)\right), \quad \chi(I)=P(0)=\chi(D)+$ $(-1)^{d} g(I) \quad$ and $\quad p_{a}(I)=(-1)^{d}(\chi(I)-\ell(R / I))=g(I)+(-1)^{d}(\chi(D)-\ell(R / I))$. The proof for the normal genus case is similar.
Q.E.D.

Example 3.5. If $G(R)$ is reduced, then $\overline{\mathfrak{m}^{n}}=\mathfrak{m}^{n}$ for all $n \geqq 1$. Hence $\bar{g}(R)=$ $g(R)$ and $\bar{p}_{a}(R)=p_{a}(R)$. For example, if $R=k\left[\left[X_{1}, \ldots, X_{v}\right]\right] /(f), e(R)=e$ and the initial form of $f$ is square-free, then $\bar{g}(R)=g(R)=\binom{e}{v}$ and $\bar{p}_{a}(R)=p_{a}(R)=\binom{e-1}{v}$.

## §4. Reduction exponents of ideals of local rings

In this section, $(R, \mathfrak{m}, k)$ denotes a Cohen-Macaulay local ring with infinite residue field and $\operatorname{dim}(R)=d \geqq 1$. In [21], we introduced the notion of reduction exponent $\delta_{A}(M)$ of a finitely generated graded module $M$ over a noetherian homogeneous $R$-algebra $A: \delta_{A}(M)=\min \{n \mid$ there is a minimal $M$-reduction $B$ of $A$ such that $B_{1} M_{m}=M_{m+1}$ for all $\left.m \geqq n\right\}$. If $A=\oplus_{n \geqq 0} A_{n}$ is a (not necessarily homogeneous) noetherian graded ring with $A_{0}=R$ such that $A$ is a finitely generated $R\left[A_{1}\right]$-module, then we put $\delta(A)=\delta_{R\left[A_{1}\right]}(A)$. For an ideal $I$ of $R$, put $\delta(I)=\delta(R(I))$ and $\bar{\delta}(I)=\delta(\bar{R}(I))$. We call $\delta(I)$ and $\bar{\delta}(I)$ the reduction exponent and the normal reduction exponent of $I$ respectively. Hence $\delta(I)=\min \{n \mid$ there is a minimal reduction $J$ of $I$ such that $\left.J I^{n}=I^{n+1}\right\}$ and $\bar{\delta}(I)=\min \{n \mid$ there is a minimal reduction $J$ of $\bar{I}$ such that $J \overline{I^{m}}=\overline{I^{m+1}}$ for all $\left.m \geqq n\right\}$. Note that $\bar{\delta}(I)$ is well-defined if $R$ is analytically unramified. We also put $\delta(R)=\delta(m)$ and $\delta(R)=$ $\bar{\delta}(\mathfrak{m})$.

Theorem 4.1. Let I be an m-primary ideal of $R$.
(1) The following conditions are equivalent:
(a) $\delta(I)=0$.
(b) I is a parameter ideal.
(c) $\ell\left(I^{n} / I^{n+1}\right)=\ell(R / I)\binom{n+d-1}{n}$ for all $n \geqq 1$.
(d) $e_{1}(I)=0$.

If these conditions are satisfied, then $e_{i}(I)=0(1 \leqq i \leqq d), n(I)=-d$ and $g(I)=$ $p_{a}(I)=0$.
(2) Assume that $R$ is analytically unramified. Then the following conditions are equivalent:
(a) $\delta(I)=0$.
(b) $\bar{I}$ is a parameter ideal.
(c) $\ell\left(\overline{I^{n}} / \overline{I^{n+1}}\right)=\ell(R / \bar{I})\binom{n+d-1}{n}$ for all $n \geqq 1$.
(d) $\bar{e}_{1}(I)=0$.

If these conditions are satisfied, then $R$ is a regular local ring and $\overline{I^{n}}=\bar{I}^{n}(n \geqq 1)$, $\bar{e}_{i}(I)=0(1 \leqq i \leqq d), \bar{n}(I)=-d, \bar{g}(I)=\bar{p}_{a}(I)=0$.

Proof. We only prove (2). The proof of (1) is similar. (a) $\Rightarrow(\mathrm{c}) \Rightarrow(\mathrm{d})$ is clear. (d) $\Rightarrow$ (b) follows from Lemma 4.2 below. (b) $\Rightarrow(\mathrm{a})$ : By [5], in this case, $R$ is a regular local ring and $\overline{I^{n}}=\bar{I}^{n}$ for all $n \geqq 1$.
Q.E.D.

Lemma 4.2 (cf. [19]). $\quad e_{1}(I) \geqq e(I)-\ell(R / I) \geqq 0$ and $\bar{e}_{1}(I) \geqq e(I)-\ell(R / \bar{I}) \geqq 0$.
Proof. We prove only the second assertion. By Theorem 4.4, below, we have $\ell\left(R / \overline{I^{n+1}}\right) \leqq e(I)\binom{n+d-1}{d}+\ell(R / \bar{I})\binom{n+d-1}{d-1}=e(I)\binom{n+d}{d}+(-e(I)+$ $\ell(R / \bar{I}))\binom{n+d-1}{d-1}$ for all $n \geqq 0$. Hence $0 \leqq\left(-e(I)+\ell(R / \bar{I})+\bar{e}_{1}(I)\right)\binom{n+d-1}{d-1}+$ terms of degree $\leqq d-2$ for all $n \gg 0$. Therefore $-e(I)+\ell(R / \bar{I})+\bar{e}_{1}(I) \geqq 0$. Q. E. D.

Theorem 4.3. Let $I$ be an $\mathfrak{m}$-primary ideal of $R$. Then

$$
\ell\left(R / I^{n+1}\right) \leqq e(I)\binom{n+d-1}{d}+\ell(R / I)\binom{n+d-1}{d-1} \quad \text { for all } n \geqq 0
$$

In particular, $\ell\left(I / I^{2}\right) \leqq e(I)+(d-1) \ell(R / I)$. Moreover, the following conditions are equivalent:
(1) $\quad \ell\left(R / I^{n+1}\right)=e(I)\binom{n+d-1}{d}+\ell(R / I)\binom{n+d-1}{d-1}$ for all $n \geqq 0$.
(2) $e_{i}(I)=0(2 \leqq i \leqq d)$ and $n(I) \leqq 0$.
(3) $\delta(I) \leqq 1$.
(4) $\ell\left(I / I^{2}\right)=e(I)+(d-1) \ell(R / I)$.

If these conditions are satisfied, then $p_{a}(I)=0, e_{1}(I)=e(I)-\ell(R / I), n(I)=-d$ or $-d+1, G(I)$ is Cohen-Macaulay, and $g(I)=0$ if $d \geqq 2$.

Proof. Let $J$ be a minimal reduction of $I$. Then $J$ is a parameter ideal and we have

$$
\begin{aligned}
\ell\left(R / I^{n+1}\right) & \leqq \ell\left(R / I J^{n}\right)=\ell\left(R / J^{n}\right)+\ell\left(J^{n} / I J^{n}\right) \\
& =\ell\left(R / J^{n}\right)+\ell\left(J^{n} / J^{n+1} \otimes_{R / J} R / I\right) \\
& =e(I)\binom{n+d-1}{d}+\ell(R / I)\binom{n+d-1}{d-1} \text { for all } n \geqq 0,
\end{aligned}
$$

because $J^{n} / J^{n+1}$ is a free $R / J$-module of $\operatorname{rank}\binom{n+d-1}{d-1}$. In particular, $\ell\left(I / I^{2}\right)=$ $e(I)+(d-1) \ell(R / I)-\ell\left(I^{2} / I J\right)$. Hence $(1) \Leftrightarrow I^{n+1}=I J^{n}$ for all $n \geqq 0 \Leftrightarrow I^{2}=I J$. This shows the equivalence of (1), (3) and (4). (1) $\Rightarrow(2)$ is clear. (2) $\Rightarrow(1)$ : Since $\ell(R / I)=e_{0}(I)-e_{1}(I)$, we have $\ell\left(I / I^{2}\right)=e_{0}(I) d-e_{1}(I)(d-1)=e(I)+(d-1) \ell(R / I)$. Cohen-Macaulayness of $G(I)$ follows from [28].
Q.E.D.

The following theorem is analogous to Theorem 4.3. We omit the proof.
Theorem 4.4. Assume that $R$ is analytically unramified and $\bar{I}=I$. Then

$$
\ell\left(R / \overline{I^{n+1}}\right) \leqq e(I)\binom{n+d-1}{d}+\ell(R / I)\binom{n+d-1}{d-1} \quad \text { for all } n \geqq 0
$$

and the following conditions are equivalent:
(1) $\quad \ell\left(R / \overline{I^{n+1}}\right)=e(I)\binom{n+d-1}{d}+\ell(R / I)\binom{n+d-1}{d-1}$ for all $n \geqq 0$.
(2) $\bar{e}_{i}(I)=0(2 \leqq i \leqq d), \bar{n}(I) \leqq 0$ and $\overline{I^{2}}=I^{2}$.
(3) $\bar{\delta}(I) \leqq 1$.
(4) $\ell\left(I / I^{2}\right)=e(I)+(d-1) \ell(R / I)$ and $\overline{I^{n}}=I^{n}$ for all $n \geqq 1$.

Next, we recall some results of Sally about the reduction exponent of CohenMacaulay local rings (cf. [24]).

Proposition 4.5. (1) $\delta(R)=0 \Leftrightarrow \operatorname{reg}(G(R))=0 \Leftrightarrow R$ is a regular local ring.
(2) $\delta(R) \leqq 1 \Leftrightarrow \operatorname{reg}(G(R)) \leqq 1 \Leftrightarrow \mathrm{emb}(R)=e(R)+\operatorname{dim}(R)-1$. In this case, $G(R)$ is Cohen-Macaulay.
(3) $\delta(R)=2$ if and only if $\operatorname{reg}(G(R))=2$. In this case, $G(R)$ is CohenMacaulay and $\mathrm{emb}(R) \geqq e(R)+\operatorname{dim}(R)-1-r(R)$.
(4) If $R$ is Gorenstein, then $\delta(R)=2$ if and only if $\mathrm{emb}(R)=e(R)+\operatorname{dim}(R)-$ 2. In this case, $G(R)$ is Gorenstein.
(5) If $\operatorname{reg}(G(R))=3$, then $\delta(R)=3$.

Proposition 4.6 (cf. [14]). For any ideal I of $R$, we have $\delta\left(I^{r}\right) \leqq \operatorname{dim}(R)$ for all $r \gg 0$. Moreover, if $R$ is analytically unramified, then $\bar{\delta}\left(I^{r}\right) \leqq \operatorname{dim}(R)$ for all $r \gg 0$. (Here $R$ is not necessarily Cohen-Macaulay.)

The proof of Proposition 4.6 requires some lemmas. For any real number $x$, put $\{x\}=\min \{n \in Z \mid n \geqq x\}$.

Lemma 4.7. Let $A$ be a homogeneous algebra over a noetherian ring $R$ and let $M$ be a finitely generated graded $A$-module with $\operatorname{dim}(M)=d$. Then for any $r \geqq 1$, we have

$$
\operatorname{reg}\left(M^{(r)}\right) \leqq\{(\operatorname{reg}(M)-d+1) / r+d-1\}
$$

In particular, $\operatorname{reg}\left(M^{(r)}\right) \leqq d$ for all $r \gg 0$.
Proof. If $n \geqq(\operatorname{reg}(M)-d+1) / r+d-1$, then $\operatorname{reg}(M)+1 \leqq r\{(n+1)-d\}+$ $d=r(n+1)+d(1-r) \leqq r(n+1)+i(1-r)=r(n+1-i)+i$ for all $0 \leqq i \leqq d$. Hence $\left[H_{P}^{i}(M)\right]_{r(n+1-i)}=0$ for all $0 \leqq i \leqq d$. This implies that reg $\left(M^{(r)}\right) \leqq n . \quad$ Q. E. D.

Lemma 4.8. Let $I$ be an ideal of a noetherian ring $R$, and put $A=R[I t]$, $B=R\left[I t, t^{-1}\right], G=G(I)$. Then we have $\operatorname{reg}(A)=\operatorname{reg}_{A}(B)=\operatorname{reg}(G)$.

Proof. We may assume that $R$ is local. For a graded module $M$, put $T^{n}(M)$ $=\oplus_{i+j=n}\left[H_{P}^{i}(M)\right]_{j}$. From the exactness of the sequence $0 \rightarrow B(1) \xrightarrow{t^{-1}} B \rightarrow G \rightarrow 0$,
the sequence $T^{n+1}(B)=T^{n}(B(1)) \rightarrow T^{n}(B) \rightarrow T^{n}(G)=0$ is exact for all $n>\operatorname{reg}(G)$. Since $T^{n+i}(B)=0$ for all $i \gg 0$, we have $T^{n}(B)=0$ for all $n>\operatorname{reg}(G)$, i.e., reg $(B) \leqq$ $\operatorname{reg}(G)$. If $n>\operatorname{reg}(B)$, then from the exact sequence $0=T^{n}(B) \rightarrow T^{n}(G) \rightarrow T^{n+1}$ $(B(1))=T^{n+2}(B)=0$, we have $T^{n}(G)=0$, i.e., $\operatorname{reg}(G) \leqq \operatorname{reg}(B)$. Since $[B / A]_{n}=0$ for all $n \geqq 0$, we have $H_{P}^{i}(B \mid A)=0$ for all $i>0$ and $H_{P}^{0}(B / A)=B / A$. Hence the sequence $0 \rightarrow H_{P}^{0}(A) \rightarrow H_{P}^{0}(B) \rightarrow B \mid A \rightarrow H_{P}^{1}(A) \rightarrow H_{P}^{1}(B) \rightarrow 0$ is exact, and $H_{P}^{i}(A)=$ $H_{P}^{i}(B)$ for all $i \geqq 2$. From these facts, we get $\operatorname{reg}(A)=\operatorname{reg}_{A}(B)$.
Q.E.D.

Proof of Proposition 4.6. Since $G(I)^{(r)}=R\left(I^{r}\right) \otimes_{R} R / I$, we have $\delta\left(I^{r}\right)=$ $\delta\left(R\left(I^{r}\right)\right)=\delta\left(R\left(I^{r}\right) \otimes_{R} R / I\right)=\delta\left(G(I)^{(r)}\right) \leqq \operatorname{reg}\left(G(I)^{(r)}\right) \leqq \operatorname{dim}(G(I))=\operatorname{dim}(R)$ for all $r \gg 0$. The second assertion follows from the fact $\bar{R}\left(I^{r}\right)=R\left(\overline{I^{r}}\right)$ for all $r \gg 0$.
Q.E.D.

Remark 4.9 (cf. [14]). Assume that $R$ is analytically unramified, and put $\operatorname{dim}(R)=d, \bar{X}=\operatorname{Proj}(\bar{R}(I))$. Then $H^{d-1}\left(\bar{X}, \mathcal{O}_{X}\right)=0$ if and only if $\bar{\delta}\left(I^{r}\right)<\operatorname{dim}(R)$ for all $r \gg 0$.

Proposition 4.10. Assume that $d=1$ and let I be an $\mathfrak{m}$-primary ideal of $R$. Then $\delta(I)=\operatorname{reg}(G(I))=n(I)+1$. If $R$ is analytically unramified, then we also have $\bar{\delta}(I)=\operatorname{reg}(\bar{G}(I))=\bar{n}(I)+1$.

Proof. Put $\delta(I)=n$ and let $x R$ be a minimal reduction of $I$ such that $x I^{n}=$ $I^{n+1}$. Then, since $I^{m} / I^{m+1} \cong x I^{m} / x I^{m+1}=I^{m+1} / I^{m+2}$ for all $m \geqq n$, we have $\ell\left(I^{m} /\right.$ $\left.I^{m+1}\right)=e(I)$ for all $m \geqq n$, i.e., $n(I) \leqq n-1$. Also, since $x I^{n-1} \neq I^{n}$, we have $I^{n-1} /$ $I^{n} \cong x I^{n-1} / x I^{n} \varsubsetneqq I^{n} / I^{n+1}$ and $\ell\left(I^{n-1} / I^{n}\right)<\ell\left(I^{n} / I^{n+1}\right)=e(I)$. Therefore $n(I)=n-1$. By [21], $\delta(I) \leqq \operatorname{reg}(G(I))$. Put $A=G(I), P=A_{+}$and let $x$ be the image of $x$ in $A_{1}$. Consider the exact sequence $0 \rightarrow K \rightarrow A \xrightarrow{x} A(1) \rightarrow C \rightarrow 0$. Then $C_{m}=K_{m-1}=0$ for all $m \geqq n$, and the following sequences are exact: $0 \rightarrow K \rightarrow H_{P}^{0}(A) \rightarrow H_{P}^{0}(A(1)) \rightarrow C$, $C \rightarrow H_{P}^{1}(A) \rightarrow H_{P}^{1}(A(1)) \rightarrow 0$. Hence $\left[H_{P}^{i}(A)\right]_{m} \xrightarrow{x}\left[H_{P}^{i}(A)\right]_{m+1}$ is an isomorphism for all $m \geqq n$ and $i=0,1$, which implies that $\left[H_{P}^{i}(A)\right]_{m}=0$. Therefore $\operatorname{reg}(G(I)) \leqq$ $n$. The second assertion is similarly proved.
Q.E.D.

Remark 4.11. (1) When $d=1, \delta(I)$ does not depend on the choice of a minimal reduction of $I$. Hence we define $\delta(I)$ by $\delta(I)=\delta(I R(X))$ even if $k$ is not an infinite field.
(2) After writing the manuscript, we noticed that recently K. Kubota obtained Theorem 4.3 independently (cf. Tokyo J. Math. 8 (1985), 439-448).

## §. 5. The case of dimension one (curve singularities)

In this section, let $(R, \mathfrak{m}, k)$ be a one-dimensional Cohen-Macaulay local ring with the total quotient ring $Q$, and let $I$ be an m-primary ideal of $R$. Put $S=\cup_{n=0}^{\infty}\left(I^{n}: I^{n}\right)=\lim _{n \rightarrow \infty} \operatorname{End}_{R}\left(I^{n}\right)$, the first nieghbourhood ring of $R$ with
respect to $I$ (cf. [12], [18]). Then $X=\operatorname{Proj}(R(I))$ is an affine scheme with $H^{0}\left(X, \mathcal{O}_{X}\right)=S$ (cf. Proposition 3.3). Some assertions in the following theorem may be well known (cf. [10], [12], [16], [19]). We give the proof for convenience.

Theorem 5.1. (1) $S$ is the smallest ring between $R$ and $Q$ such that $I S$ is a principal ideal. Moreover, $S$ is a finitely generated $R$-module.
(2) $\quad \ell\left(R / I^{n}\right)=e(I) n-\ell(S / R)$ for all $n \gg 0$.
(3) $e(I)=\ell(S / I S), g(I)=\ell(S / R), p_{a}(I)=g(I)-e(I)+\ell(R / I)=\ell(I S / I)=e(I)-$ $\ell\left(I / I^{2}\right)+\ell\left(I^{2} S / I^{2}\right)$, and $g(I) \geqq p_{a}(I) \geqq 0$. If $R$ is Gorenstein, then $g(I)=\ell(R / \mathfrak{c})$, where $\mathrm{c}=(R: S)$ is the conductor of $S$ in $R$.
(4) $\delta(I)=\min \left\{n \mid S=\left(I^{n}: I^{n}\right)\right\}$.
(5) $g(I)=0 \Leftrightarrow I$ is a principal ideal $\Leftrightarrow I^{r}$ is a principal ideal for some $r \Leftrightarrow$ $\delta(I)=0 \Leftrightarrow p_{a}(I)=g(I) \Leftrightarrow \ell\left(I^{n} / I^{n+1}\right)=e(I)$ for all $n \geqq 0$.
(6) $p_{a}(I)=0 \Leftrightarrow S=(I: I) \Leftrightarrow \delta(I) \leqq 1 \Leftrightarrow e(I)=\ell\left(I / I^{2}\right)$.
(7) $p_{a}(I)=e(I)-\ell\left(I / I^{2}\right)$ if and only if $\delta(I) \leqq 2$.

Proof. We may assume that $k$ is an infinite field. Let $x R$ be a minimal reduction of $I$. Then $x$ is a non zero-divisor. (1) is well known. We have $I S=$ $x S$. (2) For all $n \gg 0$, we have $I^{n}=I^{n} S=x^{n} S$ and $\ell\left(R / I^{n}\right)+\ell(S / R)=\ell\left(S / I^{n}\right)=$ $\ell\left(S / x^{n} S\right)=\ell(S / x S) n=\ell(S / I S) n$. (3) follows from (2). If $R$ is Gorenstein, then $\ell(J / I)=\ell\left(I^{-1} / J^{-1}\right)$ for any fractionary ideals $I \subset J$ of $R$. Hence $\ell(S / R)=\ell(R / c)$. (4) If $\delta(I) \leqq n$, then we have $x^{r} I^{n}=I^{n+r}$ for all $r \geqq 0$. Hence $\left(I^{n+r}: I^{n+r}\right)=\left(I^{n}: I^{n}\right)$ for all $r \geqq 0$, and we have $S=\left(I^{n}: I^{n}\right)$. Conversely, assume that $S=\left(I^{n}: I^{n}\right)$. Then for any $y \in I$, we have $y I^{m} \subset I^{m+1}=x I^{m}$ for some $m$. Hence $y / x \in\left(I^{m}: I^{m}\right) \subset$ $S=\left(I^{n}: I^{n}\right)$, i.e., $y I^{n} \subset x I^{n}$. Therefore we get $x I^{n}=I^{n+1}$, i.e., $\delta(I) \leqq n$. (5) $g(I)=$ $0 \Leftrightarrow S=R \Leftrightarrow I$ is a principal ideal $\Leftrightarrow \delta(I)=0 . \quad g\left(I^{r}\right)=g(I)$ for all $r \geqq 1$ and $g(I)-$ $p_{a}(I)=\ell(I / x I)$. This shows our assertion. (6) and (7) follow from (3) and (4). Q.E.D.

COROLLARY 5.2. (1) $g(R) \geqq p_{a}(R) \geqq 0$ and $p_{a}(R)=g(R)-e(R)+1$.
(2) $g(R)=0 \Leftrightarrow p_{a}(R)=g(R) \Leftrightarrow R$ is a discrete valuation ring.
(3) $\quad p_{a}(R)=0 \Leftrightarrow g(R)=e(R)-1 \Leftrightarrow \mathrm{emb}(R)=e(R)$.
(4) $g(R)=1 \Leftrightarrow e(R)=2 \Leftrightarrow p_{a}(R)=0, R$ is Gorenstein and is not a DVR.
(5) Assume that $R$ is Gorenstein. Then $p_{a}(R)=1 \Leftrightarrow g(R)=e(R) \Leftrightarrow \delta(R)=2 \Leftrightarrow$ $\operatorname{emb}(R)=e(R)-1$.
(6) $\quad p_{a}(R) \geqq e(R)-\mathrm{emb}(R)$, and $p_{a}(R)=e(R)-\mathrm{emb}(R)$ if and only if $\delta(R) \leqq 2$.

Proof. (1), (2), (3) and (6) follow from Theorem 5.1. (4) Assume that $g(R)=1$. Then $p_{a}(R)=0$ by (1) and (3). Hence $e(R)=g(R)-p_{a}(R)+1=2$. The other assertions are clear. (5) We have only to show the equivalence of $p_{a}(R)=1$ and $\operatorname{emb}(R)=e(R)-1$ (cf. Proposition 4.5). If $p_{a}(R)=1$, then since $\mathfrak{m S} / \mathfrak{m}=k$, we have $c=(R: S) \supset \mathfrak{m}^{2}$. Hence emb $(R) \geqq \ell(\mathfrak{m} / \mathfrak{c})=\ell(R / \mathfrak{c})-\ell(R / \mathfrak{m})=g(R)-1=$ $e(R)-1$. Therefore emb $(R)=e(R)-1$ by (3). Conversely, assume that emb $(R)$
$=e(R)-1$. Then $\mathfrak{m}^{2} \subset \mathfrak{c}$ and $\ell(R / \mathfrak{c})=g(R) \geqq e(R)$ by (3). Hence $e(R)-1=$ $\mathrm{emb}(R) \geqq \ell(\mathrm{m} / \mathrm{c})=\ell(R / \mathrm{c})-\ell(R / \mathrm{m}) \geqq e(R)-1$. Therefore $p_{a}(R)=\ell(R / \mathrm{c})-e(R)+$ $1=1$.
Q.E.D.

From now on, we assume that $R$ is a one-dimensional analytically unramified local ring, i.e., $R$ is a one-dimensional reduced local ring whose integral closure $\bar{R}$ is a finitely generated $R$-module. Let $I$ be an m-primary ideal of $R$.

Lemma 5.3. $\quad \bar{R}=\cup_{n=0}^{\infty}\left(\overline{I^{n}}: \overline{I^{n}}\right)=H^{0}\left(\bar{X}, \mathcal{O}_{X}\right)$, where $\bar{X}=\operatorname{Proj}(\bar{R}(I))$.

Proof. Considering the base change $R \rightarrow R(X)$ and a minimal reduction, we may assume that $I=x R$ for a non zero-divisor $x$ of $R$. Then for all $n \gg 0$, we have $x^{n} \bar{R} \subset R$ and $\overline{x^{n} R}=x^{n} \bar{R} \cap R=x^{n} \bar{R}$. Hence $\left(\overline{I^{n}}: \overline{I^{n}}\right)=\left(x^{n} \bar{R}: x^{n} \bar{R}\right)=\bar{R}$ for all $n \gg 0$. This implies the first assertion. The second assertion follows from Proposition 3.3.
Q.E.D.

The following Theorem 5.4 and Corollary 5.5 are analogous to Theorem 5.1 and Corollary 5.2 . So we omit the proof.

THEOREM 5.4. (1) $\quad \ell\left(R / \overline{I^{n}}\right)=e(I) n-\ell(\bar{R} / R)$ for all $n \gg 0$.
(2) $e(I)=\ell(\bar{R} / I \bar{R}), \bar{g}(I)=\ell(\bar{R} / R), \bar{p}_{a}(I)=\bar{g}(I)-e(I)+\ell(R / \bar{I})=\ell(I \bar{R} / \bar{I})$, and $\bar{g}(I) \geqq \bar{p}_{a}(I) \geqq 0$. (Note that $\bar{g}(I)$ does not depend on $I$.) If $R$ is Gorenstein, then $\bar{g}(I)=\ell(R / \mathfrak{c})$, where $\mathfrak{c}=(R: \bar{R})$.
(3) $\bar{\delta}(I)=\min \left\{n \mid \bar{R}=\left(\overline{I^{n}}: \overline{I^{n}}\right)\right\}=\min \left\{n \mid I^{n} \subset(R: \bar{R})\right\}$.
(4) $\bar{g}(I)=0 \Leftrightarrow \bar{p}_{a}(I)=\bar{g}(I) \Leftrightarrow e(I)=\ell(R / \bar{I}) \Leftrightarrow \bar{I}$ is a principal ideal $\Leftrightarrow R$ is $a$ discrete valuation ring.
(5) $\bar{p}_{a}(I)=0 \Leftrightarrow \bar{R}=(\bar{I}: \bar{I}) \Leftrightarrow \bar{\delta}(I) \leqq 1 \Leftrightarrow \ell\left(\bar{I} / \bar{I}^{2}\right)=e(I)$ and $\bar{I}^{n}=\bar{I}^{n}$ for all $n \geqq 1$.
(6) Assume that $\bar{I}=I$. Then $\bar{p}_{a}(I)=e(I)-\ell\left(I / I^{2}\right)+\ell\left(I^{2} \bar{R} / I^{2}\right)$ and $\bar{p}_{a}(I)=$ $e(I)-\ell\left(I / I^{2}\right)$ if and only if $\delta(I) \leqq 2$ and $\overline{I^{n}}=I^{n}$ for any $n \geqq 1$.
(7) $\bar{g}(I) \geqq g(I)$, and $\bar{g}(I)=g(I) \Leftrightarrow \overline{I^{n}}=I^{n}$ for all $n \gg 0 \Leftrightarrow \operatorname{Proj}(R(I))$ is normal.
(8) If $\bar{R}$ is local, then $\bar{\delta}(I)=\{\ell(R / \mathfrak{c}) / e(I)\}$.

COROLLARY 5.5. (1) $\quad \bar{g}(R) \geqq \bar{p}_{a}(R) \geqq p_{a}(R) \geqq 0, \quad \bar{g}(R) \geqq g(R) \geqq p_{a}(R) \geqq 0 \quad$ and $\bar{p}_{a}(R)=\bar{g}(R)-e(R)+1$.
(2) $\bar{g}(R)=0 \Leftrightarrow \bar{g}(R)=\bar{p}_{a}(R) \Leftrightarrow R$ is a DVR.
(3) $\bar{p}_{a}(R)=0 \Leftrightarrow \bar{R}=(\mathfrak{m}: \mathfrak{m}) \Leftrightarrow R$ is a DVR or $(R: \bar{R})=\mathfrak{m} \Leftrightarrow \bar{\delta}(R) \leqq 1 \Leftrightarrow \mathrm{emb}$ $(R)=e(R)$ and $\overline{\mathfrak{m}^{n}}=\mathfrak{m}^{n}$ for all $n \geqq 1$.
(4) $\bar{g}(R)=1 \Leftrightarrow \bar{p}_{a}(R)=0$ and $e(R)=2 \Leftrightarrow e(R)=2$ and $\overline{\mathfrak{m}^{n}}=\mathfrak{m}^{n}$ for all $n \geqq 1$.
(5) $\bar{g}(R)=2$ and $R$ is Gorenstein $\Leftrightarrow \bar{p}_{a}(R)=1$ and $e(R)=2$.
(6) $\quad \bar{p}_{a}(R) \geqq e(R)-\mathrm{emb}(R)$ and $\bar{p}_{a}(R)=e(R)-\mathrm{emb}(R)$ if and only if $\delta(R) \leqq 2$ and $\overline{\mathfrak{m}^{n}}=\mathfrak{m}^{n}$ for all $n \geqq 1$.

We call a maximal ideal of $\bar{R} / \mathrm{m} \bar{R} \otimes_{k} \bar{k}$ a geometric branch of $R$, where $\bar{k}$ is the algebraic closure of $k$.

Proposition 5.6. Assume that $k$ is perfect. Then $\bar{p}_{a}(R)=0$ and the number of geometric branches of $R$ is equal to $e(R)$ if and only if $R$ is seminormal. (The only if part is valid without the assumption on $k$.)

Proof. We may assume that $R$ is not a $D V R$. Then $R$ is seminormal $\Leftrightarrow$ $(R: \bar{R})$ is a radical ideal of $\bar{R} \Leftrightarrow(R: \bar{R})=\mathfrak{m}$ and $\mathfrak{m} \bar{R}$ is a radical ideal of $\bar{R} \Leftrightarrow \bar{p}_{a}(R)=0$ and $\bar{R} / \mathrm{m} \bar{R}$ is reduced. Hence our assertion follows from the following lemma.
Q.E.D.

Lemma 5.7. $e(R) \geqq$ the number of geometric branches of $R$, and the equality holds if and only if $\bar{R} / \mathrm{m} \bar{R}$ is a geometrically reduced $k$-algebra.

Proof. Put $S=\bar{R} / m \bar{R} \otimes_{k} \bar{k}$. Then $S$ is a finite $\bar{k}$-algebra with $\operatorname{dim}_{k}(S)=$ $e(R)$. Put $\operatorname{Card}(\operatorname{Max}(S))=n$. Since the canonical homomorphism $f: S \rightarrow$ $\prod_{n \in \operatorname{Max}(S)} S / n=\bar{k}^{n}$ is surjective, we have $\operatorname{dim}_{\bar{k}}(S) \geqq n$, and $f$ is an isomorphism (i.e., $S$ is reduced) if and only if $\operatorname{dim}_{\bar{k}}(S)=n$.
Q. E. D.

Example 5.8. Suppose that $k$ is algebraically closed and is contained in $R$.
(1) $\bar{g}(R)=1$ if and only if $\hat{R} \cong k \llbracket X, Y \rrbracket /(X Y)$ or $k \llbracket X, Y \rrbracket /\left(Y^{2}-X^{3}\right)$. The "if" part is clear. Assume that $\bar{g}(R)=1$ and $R$ is complete. If $\operatorname{Card}(\operatorname{Max}(\bar{R}))=$ 2 , then $R$ is a seminormal double point by Proposition 5.6. Hence $R \cong k \llbracket X, Y \rrbracket /$ $(X Y)$. If $\bar{R}$ is local, then $\bar{R}=k \llbracket t \rrbracket, \mathfrak{m} \bar{R}=t^{2} k \llbracket t \rrbracket$ and $R / k \llbracket t^{2}, t^{3} \rrbracket \varsubsetneqq \bar{R} / k \llbracket t^{2}, t^{3} \rrbracket \cong k$. Therefore $R=k \llbracket t^{2}, t^{3} \rrbracket \cong k \llbracket X,-Y \rrbracket /\left(Y^{2}-X^{3}\right)$.
(2) (Double points) Assume that $\operatorname{char}(k) \neq 2$. If $e(R)=2$, then $\hat{R} \cong k \llbracket X$, $Y \rrbracket /\left(Y^{2}-X^{r}\right)$ for some $r$ (cf. [7], Ex. 5.14). It is easy to show that $g(R)=1$, $p_{a}(R)=0, \bar{g}(R)=\bar{p}_{a}(R)+1=r / 2$ (if $r$ is even) or $(r-1) / 2$ (if $r$ is odd). Hence $e(R)=2$ and $\bar{g}(R)=g$ if and only if $\hat{R} \cong k \llbracket X, Y \rrbracket /\left(Y^{2}-X^{2 g}\right)$ or $k \llbracket X, Y \rrbracket /\left(Y^{2}-\right.$ $X^{2 g+1}$ ).

Example 5.9. (Monomial curve singularities). Let $H$ be a numerical semigroup, i.e., an additive submonoid of $N=\{0,1,2, \ldots\}$ such that $N-H$ is a finite set. Put $e(H)=\min \{n \in H \mid n>0\}, \quad c(H)=\min \{n \in H \mid n+N \subset H\} \quad$ and $g(H)=$ $\operatorname{Card}(N-H)$. Fix a field $k$ and put $R=k \llbracket t^{n} \mid n \in H \rrbracket$. Then $\bar{R}=k \llbracket t \rrbracket, e(R)=e(H)$, $\bar{g}(R)=g(H), \bar{p}_{a}(R)=g(H)-e(H)+1$ and $R$ is Gorenstein if and only if $c(H)=$ $2 g(H)$ (cf. [8]). We have $\bar{\delta}(R)=\{c(H) / e(H)\}$ by Theorem 5.4, (8).
(1) $\bar{p}_{a}(R)=0 \Leftrightarrow g(H)=e(H)-1 \Leftrightarrow e(H)=c(H) \Leftrightarrow H=H_{e}:=\langle e, e+1, \ldots, 2 e-1\rangle$ $=\{0, e, e+1, \ldots\}$, i.e., $H$ is an ordinary semigroup. In this case $r(R)=e(R)-1$. Hence $\bar{p}_{a}(R)=0$ and $R$ is Gorenstein if and only if $H=\langle 2,3\rangle$.
(2) $\bar{p}_{a}(R)=1 \Leftrightarrow g(H)=e(H) \Leftrightarrow H=H_{e, r}:=\{0, e, e+1, \ldots, e+r, e+r+2, \ldots\}=$
$\langle e, e+1, \ldots, e+r, e+r+2, \ldots, 2 e-1\rangle, 0 \leqq r<e-3$ or $\langle e, e+1, \ldots, 2 e-2\rangle, e \geqq 3$. In this case, $\operatorname{emb}(R)=e(R)-1, c(H)=e(R)+r+2$. Hence $\bar{p}_{a}(R)=1$ and $R$ is Gorenstein if and only if $H=H_{e, e-2}=\langle e, e+1, \ldots, 2 e-2\rangle, e \geqq 3$.
(3) $g(H)=1 \Leftrightarrow H=\langle 2,3\rangle . \quad g(H)=2 \Leftrightarrow H=\langle 2,5\rangle$ or $\langle 3,4,5\rangle . \quad g(H)=3 \Leftrightarrow$ $H=\langle 2,7\rangle,\langle 3,4\rangle,\langle 3,5,7,9\rangle$ or $\langle 4,5,6,7\rangle$.
(4) Let $H=\{0, g, g+2, g+3, \ldots\}, g \geqq 2$ (a normal semigroup). Then $\bar{g}(R)=g, g(R)=g-1, \bar{p}_{a}(R)=1, p_{a}(R)=0$ and $r(R)=g-1$.
(5) $e(H)=2$ if and only if $H=\langle 2,2 g+1\rangle, g \geqq 1$ (a hyperelliptic semigroup). In this case, $\bar{g}(R)=g, g(R)=1, \bar{p}_{a}(R)=g-1$ and $p_{a}(R)=0$.
(6) Let $H=\langle e, e+1\rangle, e \geqq 2$. Then $\bar{g}(R)=g(R)=e(e-1) / 2, \bar{p}_{a}(R)=p_{a}(R)=$ $(e-1)(e-2) / 2$ and $\delta(R)=e-1$.

Example 5.10 (Milnor number of curve singularities). Buchweitz and Greuel [3] defined the Milnor number $\mu(R)$ of a complex curve singularity $R$ by $\mu(R)=$ $\ell\left(\right.$ Coker $(c)$ ), where $c: R \rightarrow \Omega_{R / \dot{C}}^{1} \rightarrow K_{R}$ is the canonical homomorphism into the canonical module of $R$, and they showed that $\mu(R)=2 \bar{g}(R)-r(R)+1$, where $r(R)$ is the number of branches of $R$. Hence $\mu(R) \geqq \bar{g}(R)+\bar{p}_{a}(R) \geqq \bar{g}(R)$, and $\mu(R)=$ $\bar{g}(R)+\bar{p}_{a}(R)(\operatorname{resp} . \mu(R)=\bar{g}(R))$ if and only if $e(R)=r(R)\left(\operatorname{resp} . \bar{p}_{a}(R)=0\right.$ and $e(R)=$ $r(R)$, i.e., $R$ is seminormal). $\quad \mu(R)=1$ (resp. $\mu(R)=2)$ if and only if $R$ is an ordinary double point (resp. $R$ is a seminormal triple point or $\hat{R}=C \llbracket X, Y \rrbracket /\left(Y^{2}-X^{3}\right)$ ).

Example 5.11. Let $X$ be a reduced noetherian scheme such that $\operatorname{dim}\left(\mathcal{O}_{X, x}\right)$ $=1$ for any closed point $x$ of $X$, and assume that $X$ has the finite and rational normalization $p: \bar{X} \rightarrow X$, i.e., $p$ is finite and $k(y)=k(p(y))$ for any closed point $y$ of $\bar{X}$. Let $I \subset \mathcal{O}_{X}$ be the largest ideal which defines the singular locus of $X$, and let $\mathrm{B} l(X)$ be the blowing-up of $X$ along $I$. Put $X_{1}=\mathrm{B} l(X)$ and $X_{n+1}=\mathrm{B} l\left(X_{n}\right)$ for all $n \geqq 1$. Define $g(X)=\sum_{x} g\left(\mathcal{O}_{X, x}\right), \bar{g}(X)=\sum_{x} \bar{g}\left(\mathcal{O}_{X, x}\right)$, where $x$ runs over the set of closed points of $X$. Then $X_{n}=\bar{X}$ for all $n \gg 0$, and $\bar{g}(X)=\sum_{i=0}^{\infty} g\left(X_{i}\right)=$ $\sum_{i=0}^{n-1} g\left(X_{i}\right)+\bar{g}\left(X_{n}\right)$ for any $n \geqq 1$. Therefore $\bar{g}(X)=\sum_{i=0}^{n} g\left(X_{i}\right)$ if and only if $X_{n}=\bar{X}$. In particular, after blowing-up $\bar{g}(X)-g(X)+1$ times, $X$ becomes normal.

## § 6. The case of dimension two (surface singularities)

In this section, let $(R, \mathfrak{m})$ be a two-dimensional Cohen-Macaulay local ring with infinite residue field, and let $I$ be an m-primary ideal of $R$.

THEOREM 6.1. (1) (cf. [17]). $g(I)=0$ if and only if $\delta\left(I^{r}\right) \leqq 1$ for some (or sufficiently large) $r \geqq 1$.
(2) (cf. [22]). Assume that $R$ is analytically unramified. Then the following conditions are equivalent:
(a) $\bar{g}(I)=0$.
(b) $\bar{\delta}(I) \leqq 1$.
(c) $\bar{\delta}\left(I^{r}\right) \leqq 1$ for some (or all) $r \geqq 1$.

Proof. (1) If $\delta\left(I^{r}\right) \leqq 1$ for some $r$, then $g(I)=g\left(I^{r}\right)=0$ by Theorem 4.3. Conversely, if $g(I)=0$, then $g\left(I^{r}\right)=g(I)=0$ and $n\left(I^{r}\right) \leqq 0$ for all $r \gg 0$. Hence by Theorem 4.3, $\delta\left(I^{r}\right) \leqq 1$ for all $r \gg 0$.
(2) If $\bar{\delta}\left(I^{r}\right) \leqq 1$ for some $r$, then $\bar{g}(I)=\bar{g}\left(I^{r}\right)=0$ by Theorem 4.4. Conversely, assume that $\bar{g}(I)=0$ and put $\bar{X}=\operatorname{Proj}(\bar{R}(I))$ and $A=\bar{R}(I)$. Then $H_{P}^{i+1}(A)=\oplus_{n \in \mathcal{Z}} H^{i}\left(\bar{X}, \mathcal{O}_{X}(n)\right), i \geqq 1$, and the following sequence is exact:

$$
0 \longrightarrow H_{P}^{\circ}(A) \longrightarrow A \longrightarrow \oplus_{n \in Z} H^{0}\left(\bar{X}, \mathcal{O}_{X}(n)\right) \longrightarrow H_{P}^{1}(A) \longrightarrow 0 .
$$

By Lemma 3.2 and Proposition 3.3, (3), we have $H_{P}^{0}(A)=0,\left[H_{P}^{1}(A)\right]_{n}=0$ for all $n \geqq 0,\left[H_{P}^{3}(A)\right]_{n}=H^{2}\left(\bar{X}, \mathcal{O}_{X}(n)\right)=0$ for all $n \in \boldsymbol{Z}$ and $\left[H_{P}^{2}(A)\right]_{0}=H^{1}\left(\bar{X}, \mathcal{O}_{X}\right)=0$ by the assumption. Therefore we get $\bar{\delta}(I) \leqq \operatorname{reg}(\bar{R}(I)) \leqq 1$ (cf. [20]).
Q.E.D.

Corollary 6.2. Assume that $R$ is analytically unramified.
(1) $\bar{g}(R)=0$ if and only if $\mathrm{emb}(R)=e(R)+1$ and $\overline{\mathfrak{m}^{n}}=\mathfrak{m}^{n}$ for all $n \geqq 1$.
(2) $\bar{g}(R)=0$ and $R$ is Gorenstein if and only if $R$ is a regular local ring or $e(R)=2$ and $\overline{\mathfrak{m}^{n}}=\mathfrak{m}^{n}$ for all $n \geqq 1$.

Proof. This follows from Theorem 6.1 and Theorem 4.4.
Q.E.D.

Assume that $R$ is analytically unramified and normal. Then $R$ is said to be pseudo-rational if for any proper birational morphism $X \rightarrow \operatorname{Spec}(R)$ with $X$ a normal noetherian integral scheme, we have $H^{1}\left(X, \mathcal{O}_{X}\right)=0 . R$ is said to be rational if $\operatorname{Spec}(R)$ has a desingularization $X \rightarrow \operatorname{Spec}(R)$ such that $H^{1}\left(X, \mathcal{O}_{X}\right)=0$. $R$ is pseudo-rational if and only if $\bar{g}(I)=0$ for any parameter (or m-primary) ideal $I$ of $R$, and $R$ is rational if and only if $R$ is pseudo-rational and is analytically normal. For these matters, see [11], [13], [14], [15].

Corollary 6.3. Assume that $R$ is analytically unramified and normal. Then $R$ is pseudo-rational if and only if for any integrally closed m-primary ideal $I$ of $R$, we have $\ell\left(I / I^{2}\right)=e(I)+\ell(R / I)$ and $\overline{I^{n}}=I^{n}$ for all $n \geqq 1$ (in particular, $\mathrm{emb}(R)=e(R)+1$ and $\overline{\mathfrak{m}^{n}}=\mathfrak{m}^{n}$ for all $n \geqq 1$ ). In this case, $G(I)$ is CohenMacaulay for any integrally closed $\mathfrak{m}$-primary ideal I of $R$.

Example 6.4. (1) Put $R=k \llbracket X, Y \rrbracket$ and $I=\left(X^{3}, X^{2} Y, Y^{3}\right)$. Then $\bar{I}=\mathfrak{m}^{3}$, $\left(X^{3}, Y^{3}\right) I^{2}=I^{3}, \operatorname{dim}_{k}\left(\mathfrak{m}^{3 n} / I^{n}\right)=1$ and $\ell\left(R / I^{n}\right)=9 n(n-1) / 2+6 n+1$ for all $n \geqq 1$. Therefore we have $e(I)=9, n(I)=1, \delta(I)=2, p_{a}(I)=0$ and $g(I)=1$. Hence $g(\mathfrak{m})=$ $\bar{g}(I)=0<g(I)$.
(2) Put $R=k \llbracket X, Y \rrbracket$ and $I=\left(X^{4}, X^{3} Y, X Y^{3}, Y^{4}\right)$. Then $\bar{I}=\mathfrak{m}^{4}, I \mathfrak{m}^{4}=$ $\mathfrak{m}^{8}, \bar{I}=I^{r}=\mathfrak{m}^{4 r}$ for all $r \geqq 2$ and $\left(X^{4}, Y^{4}\right) I^{2}=I^{3}$. Therefore $\delta(I)=2$ and $\delta\left(I^{r}\right)=$

1 for all $r \geqq 2$. Hence the condition $g(I)=0$ does not imply $\delta(I) \leqq 1$ (cf. Theorem 6.1).
(3) (cf. [17]). Put $R=k \llbracket X, Y, Z \rrbracket /\left(Z^{3}\right)=k \llbracket x, y, z \rrbracket \quad$ and $\quad I=\left(x^{2}, y^{2}\right.$, $x z, y z$ ). Then $I \mathfrak{m}=\mathfrak{m}^{3}, \operatorname{dim}_{k}\left(\mathfrak{m}^{2} / I\right)=2, \quad I^{n+1}=I^{n}\left(x^{2}, y^{2}\right)=I^{2}\left(x^{2}, y^{2}\right)^{n-1}$ and $\operatorname{dim}_{k}\left(\mathfrak{m}^{2 n} / I^{n}\right)=n$ for all $n \geqq 2$. Therefore $\ell\left(R / I^{n+1}\right)=6 n^{2}+10 n+5$ for all $n \geqq 1$, $n(I)=1, p_{a}(I)=-1$ and $g(I)=1$. Put $S=R \llbracket t \rrbracket$ and $J=(I, t)$. Then $\ell\left(S / J^{n+1}\right)=$ $2 n^{3}+8 n^{2}+11 n+6$ for all $n \geqq 0$. Hence we have $p_{a}(J)=0$ and $g(J)=e_{3}(J)=$ $-1<0$.

Assume that $R$ is analytically normal, and let $\tilde{X} \rightarrow \operatorname{Spec}(R)$ be a desingularization of $\operatorname{Spec}(R)$. Then we call $p_{g}(R):=\ell\left(H^{1}\left(\tilde{X}, \mathcal{O}_{\tilde{X}}\right)\right)$ the geometric genus of $R$. $p_{g}(R)$ does not depend on a desingularization (cf. [9], [13]).

Proposition 6.5. If $R$ is analytically normal, then $\bar{g}(I) \leqq p_{g}(R)$ for any m -primary ideal $I$ of $R$.

Proof. Put $\bar{X}=\operatorname{Proj}(\bar{R}(I))$ and let $\tilde{X} \xrightarrow{f} \bar{X}$ be a desingularization of $\bar{X}$. Then since $f_{*}\left(\mathcal{O}_{\tilde{X}}\right)=\mathcal{O}_{X}, \quad H^{1}\left(\bar{X}, \mathcal{O}_{X}\right)=H^{1}\left(\bar{X}, f_{*}\left(\mathcal{O}_{\tilde{X}}\right)\right) \rightarrow H^{1}\left(\tilde{X}, \mathcal{O}_{\tilde{X}}\right)$ is injective by Leray's spectral sequence. Hence $\bar{g}(I)=\ell\left(H^{1}\left(\bar{X}, \mathcal{O}_{X}\right)\right) \leqq \ell\left(H^{1}\left(\tilde{X}, \mathcal{O}_{X}\right)\right)=$ $p_{g}(R)$.
Q.E.D.

Corollary 6.6. Assume that $R$ is analytically normal. Then $p_{g}(R)=1$ (i.e., $R$ is elliptic) if and only if $\bar{g}(I) \leqq 1$ for any m-primary ideal I of $R$ and $\bar{g}(I)=1$ for some $\mathfrak{m}$-primary ideal I of $R$.

Example 6.7. (1) Put $R=C \llbracket X, Y, Z \rrbracket /\left(X^{n}+Y^{n}+Z^{n}\right), n \geqq 2$. Then $p_{g}(R)$ $=\bar{g}(R)=g(R)=\binom{n}{3}$ and $\bar{p}_{a}(R)=p_{a}(R)=\binom{n-1}{3}$.
(2) Put $R=C \llbracket X, Y, Z \rrbracket /\left(Z^{2}-f(X, Y)\right)$ and assume that $R$ is normal. Then as was pointed out by S. Itoh, $R(\mathfrak{m})$ is normal (or equivalently $\bar{g}(R)=0$ ) if and only if $f \notin(X, Y)^{4}$. If $R=C \llbracket X, Y, Z \rrbracket /\left(X^{2}+Y^{3}+Z^{6}\right)$ (which is a simple elliptic singularity), then $p_{g}(R)=1$ and $\bar{g}(R)=0$. (Hence $\bar{g}(R)=0$ does not imply that $R$ is rational.) If $R=C \llbracket X, Y, Z \rrbracket /\left(X^{2}+Y^{4}+Z^{4}\right)$, then $p_{g}(R)=\bar{g}(R)=1$ (cf. [9]).
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