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The generalized Dickman distribution Dθ with parameter θ > 0 is the unique solution to the distributional
equality W =d W∗, where

W∗ =d U1/θ (W + 1), (1)

with W non-negative with probability one, U ∼ U [0,1] independent of W , and =d denoting equality in
distribution. These distributions appear in number theory, stochastic geometry, perpetuities and the study of
algorithms. We obtain bounds in Wasserstein type distances between Dθ and the distribution of

Wn = 1

n

n∑
i=1

YkBk,

where B1, . . . ,Bn,Y1, . . . , Yn are independent with Bk distributed Ber(1/k) or P(θ/k), E[Yk] = k and
Var(Yk) = σ 2

k
, and provide an application to the minimal directed spanning tree in R2. We also provide

bounds with optimal rates for the Dickman convergence of weighted sums, arising in probabilistic number
theory, of the form

Sn = 1

log(pn)

n∑
k=1

Xk log(pk),

where (pk)k≥1 is an enumeration of the prime numbers in increasing order and Xk is geometric with
parameter (1 − 1/pk), Bernoulli with success probability 1/(1 + pk) or Poisson with mean λk .

Lastly, we broaden the class of generalized Dickman distributions by studying the fixed points of the
transformation

s
(
W∗) =d U1/θ s(W + 1)

generalizing (1), that allows the use of non-identity utility functions s(·) in Vervaat perpetuities. We obtain
distributional bounds for recursive methods that can be used to simulate from this family.

Keywords: delay equation; distributional approximation; primes; utility; weighted Bernoulli sums

1. Introduction

The Dickman distribution D first made its appearance in [16] in the context of number theory for
counting the number of integers below a fixed threshold whose prime factors lie below a given
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upper bound; see the more recent work [26] for a readable explanation of how the Dickman
distribution arises there. Members from the broader class of generalized Dickman distributions
Dθ for θ > 0, of which D = D1, have since been used to approximate counts in logarithmic
combinatorial structures, including permutations and partitions in [6], and more generally for
the quasi-logarithmic class considered in [7], for the weighted sum of edges connecting vertices
to the origin in minimal directed spanning trees in [25], and for certain weighted sums of inde-
pendent random variables in [27]. Simulation of the generalized Dickman distribution has been
considered in [15], and in connection with the Quickselect sorting algorithm in [22] and [19].

Following [19], for a given θ > 0 and non-negative random variable W , define the θ -Dickman
bias distribution of W by

W ∗ =d U1/θ (W + 1), (1.1)

where U ∼ U [0,1] and is independent of W , and =d denotes equality in distribution. Though
the density of Dθ can presently be given only by specifying it somewhat indirectly as a certain
solution to a differential delay equation, it is well known [15] that the distributions Dθ are charac-
terized by satisfying W ∗ =d W uniquely, that is, Dθ is the unique fixed point of the distributional
transformation (1.1). Indeed, this property is the basis for simulating from this family using the
recursion

Wn+1 = U
1/θ
n (Wn + 1) for n ≥ 0, with W0 = 0, (1.2)

where Um,m ≥ 0 are i.i.d. U [0,1] random variables and Un is independent of Wn, see [15].
Generally, distributional characterizations and their associated transformations, such as (1.1),

provide an additional avenue to study distributions and their approximation, and have been con-
sidered for the normal [21], the exponential [23], and various other distributions that may be less
well known, such as one arising in the study of the degrees of vertices in certain preferential
attachment graphs, see [24].

In the following, Dθ will denote a Dθ distributed random variable, where the subscript may
be dropped when equal to 1. In [20], the upper bound

d1(W,Dθ) ≤ (1 + θ)d1
(
W,W ∗) (1.3)

for the Wasserstein distance between a non-negative random variable W and Dθ was proved,
where

d1(X,Y ) = sup
h∈Lip1

∣∣Eh(X) − Eh(Y )
∣∣ (1.4)

with

Lipα = {
h : ∣∣h(x) − h(y)

∣∣ ≤ α|x − y|} for α ≥ 0. (1.5)

We also apply the fact that alternatively one can write

d1(X,Y ) = infE|X − Y |, (1.6)
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where the infimum is over all joint distributions having the given X,Y marginals. The infimum
is achieved for variables taking values in any Polish space, see, for example, [28], and so in
particular for those that are real valued. For notational simplicity, we write d1(X,Y ), say, for
d1(L(X),L(Y )), where L(·) stands for the distribution, or law, of a random variable. In [20],
inequality (1.3) was used to derive a bound on the quality of the Dickman approximation for the
running time of the Quickselect algorithm.

Here our aim is two fold. First, in Section 2 we study the approximation of sums that converge
in distribution to Dickman, for instance, those of the form

Wn = 1

n

n∑
k=1

YkBk, (1.7)

where {B1, . . . ,Bn,Y1, . . . , Yn} are independent, Bk is a Bernoulli random variable with success
probability 1/k, and Yk is non-negative with EYk = k, and Var(Yk) = σ 2

k for all k = 1, . . . , n.
The most well known case is the one where Yk = k a.s., for which

Wn = 1

n

n∑
k=1

kBk. (1.8)

Sums of this type arise, for instance, in the analysis of the Quickselect algorithm for finding the
mth smallest of a list of n distinct numbers, see [22] (also [20]), and for the sum of positions of
records in a uniformly random permutation (see [30]). To state the result we will apply to such
sums, we first define the Wasserstein-2 metric

d1,1(X,Y ) = sup
h∈H1,1

∣∣Eh(Y ) − Eh(X)
∣∣, (1.9)

where, for α ≥ 0, β ≥ 0,

Hα,β = {
h : h ∈ Lipα,h′ ∈ Lipβ

}
, (1.10)

with Lipα given in (1.5). The work [3] obtains a bound of the form C
√

logn/n between Wn in
(1.8) and D in a metric weaker than d1,1 in (1.9), requiring test functions to be three times dif-
ferentiable, and with the constant C unspecified. The following theorem provides a more general
result that in the specific case of (1.8) yields a bound in the stronger metric d1,1 with a small,
explicit constant.

Theorem 1.1. Let Wn be as in (1.7) and D a standard Dickman random variable. Then with the
metric d1,1 in (1.9),

d1,1(Wn,D) ≤ 3

4n
+ 1

2n2

n∑
k=1

1

k

√(
σ 2

k + k2
)
σ 2

k ,

and in particular if Yk = k a.s., that is, for Wn as in (1.8),

d1,1(Wn,D) ≤ 3

4n
. (1.11)
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From the first bound given by the theorem, speaking asymptotically we see that Wn in (1.7)

converges to D in distribution whenever
∑n

k=1
1
k

√
(σ 2

k + k2)σ 2
k = o(n2). In particular, weak con-

vergence to the Dickman distribution occurs if σ 2
k = O(k2−ε) for some ε > 0. In Section 2, we

provide an application of Theorem 1.1 to minimal directed spanning trees in R2.
We also show the following related result for a weighted sum of independent Poisson variables.

For λ > 0, let P(λ) denote a Poisson random variable with mean λ.

Theorem 1.2. For θ > 0, let {P1, . . . ,Pn,Y1, . . . , Yn} be independent with Pk ∼P(θ/k) and Yk

non-negative with EYk = k and Var(Yk) = σ 2
k , for all k = 1, . . . , n. Then

Wn = 1

n

n∑
k=1

YkPk (1.12)

satisfies

d1,1(Wn,Dθ) ≤ θ

4n
+ θ

n

n∑
k=1

σk

k
+ θ

2n2

n∑
k=1

1

k

√(
σ 2

k + k2
)
σ 2

k ,

and in particular, in the case Yk = k a.s.,

Wn = 1

n

n∑
k=1

kPk satisfies d1,1(Wn,Dθ) ≤ θ

4n
.

Similar to the weighted sum of Bernoullis in (1.7), we have weak convergence to the Dickman
distribution if σ 2

k = O(k2−ε) for some ε > 0.
Next, we study Dickman approximation of weighted geometric and Bernoulli sums that

appear in probabilistic number theory. For geometric variables, we write X ∼ Geom(p) if
P(X = m) = (1 − p)mp for m ≥ 0. Let (pk)k≥1 be an enumeration of the prime numbers in
increasing order and �n denote the set of all positive integers having no prime factor larger than
pn. Let X1, . . . ,Xn be independent with Xk ∼ Geom(1 − 1/pk) for 1 ≤ k ≤ n, and let 	n be the
distribution of Mn given by

Mn =
n∏

k=1

p
Xk

k and let Sn = logMn

log(pn)
= 1

log(pn)

n∑
k=1

Xk log(pk). (1.13)

One can specify (see, e.g., [26]) 	n by

	n(m) = 1

πnm
for m ∈ �n

with normalizing constant necessarily satisfying πn = ∑
m∈�n

1/m. Distributional convergence
of Sn to the standard Dickman distribution was proved in [26]. In Theorem 1.3 below, we provide
a (logn)−1 convergence rate in the Wasserstein-2 norm.
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Theorem 1.3. For D a standard Dickman random variable and Sn as in (1.13) with X1, . . . ,Xn

independent variables with Xk ∼ Geom(1 − 1/pk), we have

d1,1(Sn,D) ≤ C

logn

for some universal constant C. Moreover, the order is not improvable.

One may instead consider the distribution 	′
n over �′

n, the set of square-free integers with
largest prime factor less than or equal to pn, with 	′

n(m) proportional to 1/m for all m ∈ �′
n.

Then Mn = ∏n
k=1 p

Xk

k has distribution 	′
n when Xk ∼ Ber(1/(1 + pk)) and are independent

(see, e.g., [13]). That Sn = logMn/ log(pn) converges in distribution to the standard Dickman
was proved in [13] and very recently a (log logn)3/2(logn)−1 rate was provided in [3] in a
metric defined as a supremum over a class of three times differentiable functions. We provide
the improved (logn)−1 convergence rate in the stronger Wasserstein-2 norm.

Theorem 1.4. For D a standard Dickman random variable and Sn as in (1.13) with X1, . . . ,Xn

independent variables with Xk ∼ Ber(1/(1 + pk)), we have

d1,1(Sn,D) ≤ C

logn

for some universal constant C. Moreover, the order is not improvable.

In Examples 2.1 and 2.2, we also provide such bounds when the Xk’s in (1.13) are distributed
as Poisson random variables with parameters λk > 0 given by certain functions of pk . For our
results in probabilistic number theory, we closely follow the arguments in [3].

In Section 3, we consider the connection between the class of Dickman distributions and per-
petuities. By approaching from the view of utility, we extend the scope of the Dickman distri-
butions past the currently known class. The recursion (1.2) was interpreted by Vervaat, see [37],
as the relation between the values of a perpetuity at two successive times. In particular, during
the nth time period a deposit of some fixed value, scaled to be unity, is added to the value of
an asset. During that time period, a multiplicative factor in [0,1], accounting for depreciation is
applied; in (1.2) that factor is taken to be U1/θ . The generalized Dickman distributions arise as
fixed points of this recursion, that is, solutions to W ∗ =d W where W ∗ is given in (1.1).

Measuring the value of an asset directly by its monetary value corresponds to the case where
the utility function s(·) of an asset is taken to be the identity. We consider the generalization of
(1.2) to

s(Wn+1) = U
1/θ
n s(Wn + 1). (1.14)

In [9], see also the translation [10], Daniel Bernoulli argued that utility should be given as a
concave function of the value of an asset, typically justified by observing that receiving one unit
of currency would be of more value to an individual who has very few resources than one who
has resources in abundance, see [17]. We may then interpret (1.14) in a manner similar to (1.2),
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but now in terms of utility. Again, during the nth time period, a constant value, scaled to be one,
is added to an asset. Then, at time n + 1, the utility of the asset is given by some discount factor
applied to the incremented utility of the asset. When s(·) is invertible, as for the most common
Vervaat perpetuities, one can now gain insight into their long term behavior by studying fixed
points of the transformation

W ∗ =d s−1(U1/θ s(W + 1)
)
. (1.15)

Theorem 3.3 in Section 3 shows that under mild and natural conditions on the utility function
s(·) the transformation (1.15) has a unique fixed point, say Dθ,s , which we say has the (θ, s)-
Dickman distribution, denoted here as Dθ,s . As the identity function s(x) = x recovers the class
of generalized Dickman distributions, this extended class strictly contains them. The parameter
θ > 0 here plays the same role for Dθ,s as it does for Dθ , in particular in its appearance in the
distributional bounds for simulation using recursive schemes. Theorem 3.4 generalizes the bound
(1.3) of [20] to the Dθ,s family, providing the inequality

d1(W,Dθ,s) ≤ (1 − ρ)−1d1
(
W ∗,W

)
(1.16)

with a parameter ρ given by a bound on an integral involving θ and s(·), see (3.10) and (3.11).
We apply (1.16) to assess the quality of the recursive scheme

Wn+1 = s−1(U1/θ
n s(Wn + 1)

)
for n ≥ 0 and W0 = 0, (1.17)

for the simulation of variables having the Dθ,s distribution. Simulation by these means for the
Dθ family was considered in [15], though no bounds on its accuracy were provided. An algorith-
mic method for the exact simulation from the Dθ family was given in [18] with bounds on the
expected running time. In brief, the method in [18] depends on the use of a multigamma coupler
as an update function for the kernel K(x, ·) := L(U1/θ (x + 1)), and on finding a dominating
chain so that one can simulate from its stationary distribution, a shifted geometric distribution in
this case. To extend this approach to the more general family Dθ,s , one would consider the kernel
K(x, ·) := L(U1/θ s(x + 1)), and though one can generalize the multigamma coupler for use as
an update function for this kernel, finding a suitable dominating chain in this generality may not
be straightforward.

The efficacy of a simpler recursive scheme for simulation from this family is addressed in
(3.17) of Corollary 3.2 where we show that the iterates generated by (1.17) obey the inequality

d1(Wn,Dθ,s) ≤ (1 − ρ)−1
(

θ

θ + 1

)n

E
[
s−1(U1/θ

)]
,

and which thus exhibit exponentially fast convergence. In Section 3.3, we present some instances
from the Dθ,s family that arise as limiting distributions for perpetuities when taking our utilities
s(·) from those studied in economics.

We obtain our results by extensions of [19] for the Stein’s method framework for the Dickman
distribution. The application of Stein’s method, as unveiled in [34] and further developed in [35],
begins with a characterizing equation for a given target distribution. Such a characterization is
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then used as the basis to form a Stein equation, which is usually a difference or differential
equation involving test functions in a class corresponding to a desired probability metric, such
as the class of Lip1 functions for the Wasserstein distance in (1.4). One key step of the method
requires bounds on the smoothness of solutions over the given class of test functions. For a
modern treatment of Stein’s method, see [14] and [31].

Theorems 1.4 improves on results of [3]. That work applies a different version of Stein’s
method, and in particular does not consider any form of the Stein equation, such as (1.18) or
(1.20). Consequently [3] does not obtain bounds on a Stein solution for any Dickman case, as is
achieved here in Theorems 4.7 and 4.9. Indeed, there it is noted in [2] that this last step can be
an “extremely difficult problem”.

In [19] the Stein equation used for the Dθ family was of the integral type

g(x) − Ax+1g = h(x) − E
[
h(Dθ)

]
, (1.18)

where the averaging operator Axg was given by

Axg =
⎧⎨
⎩

g(0) for x = 0,

θ

xθ

∫ x

0
g(u)uθ−1 du for x > 0.

To handle the Dθ,s family, over the range x > 0 we generalize the form of the averaging operator
to

Axg = 1

t (x)

∫ x

0
g(u)t ′(u) du, (1.19)

where t (x) = sθ (x). Smoothness bounds for solutions of (1.18), with Ax as in (1.19) and Dθ

replaced by Dθ,s , are given in Theorem 4.7 in Section 4 for a wide range of functions s(·). This
generalization requires significant extensions of existing methods.

Use of the Stein equation (1.18) is appropriate when the variable W of interest can be coupled
to some W ∗ with its θ -Dickman bias distribution. However, such direct couplings appear elusive
for all our examples in Section 2, including in particular those in probabilistic number theory,
and a different approach is needed. To handle these examples we consider instead a new Stein
equation, of differential-delay type, given by

(x/θ)f ′(x) + f (x) − f (x + 1) = h(x) − E
[
h(Dθ)

]
. (1.20)

To apply the method, uniform bounds on the smoothness of the solution f (·) over test functions
h(·) in some class H is required; we achieve such bounds for the class H1,1 in Theorem 4.9 in
Section 4.

Throughout the paper, for a real-valued measurable function f (·) on a domain S ⊂ R, ‖f ‖∞
denotes its essential supremum norm defined by

‖f ‖∞ = ess sup
x∈S

∣∣f (x)
∣∣ = inf

{
b ∈ R : m({

x : f (x) > b
}) = 0

}
, (1.21)
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where m denotes the Lebesgue measure on R. For any real valued function defined on A ⊂ S,
we define its supremum norm on A by

‖f ‖A = sup
x∈A

∣∣f (x)
∣∣. (1.22)

Unless otherwise specifically noted, integration will be with respect to m, which for simplicity
will be denoted by, say, dv when the variable of integration is v.

This work is organized as follows. We focus on sums, such as the Bernoulli and Poisson
weighted sums in (1.7) and (1.12), and sums arising in probabilistic number theory as (1.13),
in Section 2. We focus on perpetuities, with examples, in Section 3, and in Section 4 we prove
smoothness bounds on the two types of Stein solutions considered here.

2. Dickman approximation of sums

We will prove Theorems 1.1 and 1.2, starting with a simple application of the former, in Sec-
tion 2.1, and then provide the proofs of Theorems 1.3 and 1.4, in probabilistic number theory,
in Section 2.2. In this section, we deal with the form (1.20) of the Stein equation. That is, in the
proofs of Theorems 1.1, 1.2 and 2.1, we take a fixed θ > 0 and h ∈ H1,1, the function class de-
fined in (1.10), and let f ∈ Hθ,θ/2 be the solution of the Stein equation (1.20) that is guaranteed
by Theorem 4.9. Substituting our Wn of interest for x in (1.20) and taking expectation yields

E
[
h(Wn)

] − E
[
h(Dθ)

] = E
[
(Wn/θ)f ′(Wn) − (

f (Wn + 1) − f (Wn)
)]

. (2.1)

2.1. Weighted Bernoulli and Poisson sums

We begin with a simple application of Theorem 1.1 to the minimal directed spanning tree, or
MDST, following [11], first pausing to describe the construction of the MDST.

For two points (u1, v1) and (u2, v2) in R2, we write (u1, v1) � (u2, v2) if u1 ≤ u2 and v1 ≤ v2,
and write (u1, v1) � (u2, v2) otherwise. For any set of points V in R2, we say (u, v) ∈ V is a
minimal point, or sink, of V if (a, b) � (u, v) for all (a, b) ∈ V, (a, b) = (u, v).

For n ∈ N, consider a set of n + 1 distinct points V = {(ai, bi),0 ≤ i ≤ n} in [0,1] × [0,1]
where we take (a0, b0) = (0,0), the origin. Let E be the set of directed edges (ai, bi) → (aj , bj )

with i = j and (ai, bi) � (aj , bj ). Since (0,0) � (ai, bi) for all i = 1, . . . , n, the edge set E

contains all the directed edges (a0, b0) → (ai, bi) with i = 0. Let G be the collection of all
graphs G with vertex set GV = V and edge set GE ⊆ E such that for any 1 ≤ j ≤ n, there exists
a directed path from (a0, b0) to (aj , bj ) with each edge in GE . We define a MDST on V as any
graph T ∈ G that minimizes

∑
e∈GE

|e| where |e| denotes the Euclidean length of the edge e.
Clearly T is a tree and need not be unique.

Now let P be a random collection of n points uniformly and independently placed in the unit
square [0,1]2 in R2. In this random setting, the MDST on the point set V = P ∪ {(0,0)} is
uniquely defined almost surely, see [11]. By relabeling the points according to the size of their
x-coordinate, without loss of generality, we may let the points in P be (X1, Y1), . . . , (Xn,Yn)
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where Y1, . . . , Yn are independent U [0,1] random variables, and also independent of X1, . . . ,Xn,
where 0 < X1 < X2 < · · · < Xn < 1 have the distribution of the order statistics generated from a
sample of n independent U [0,1] variables.

Though the origin is the unique minimal point of V , the usual set of interest is the collection
of minimal points of P , which has size at least one. For i = 1, . . . , n, observe that (Xi, Yi) is
a minimal point of P if and only if Yj > Yi for all j < i. One much studied quantity in this
context is the sum Sn of the αth powers of the Euclidean distances between the minimal points
of the process and the origin for some α > 0; the work [25] shows that Sn converges to D2/α in
distribution as n tends to infinity.

The lower record times R1,R2, . . . of the height process Y1, . . . , Yn are also studied, see [11],
and are defined by letting R1 = 1, and for i > 1 by

Ri =
{

∞ if Yj ≥ YRi−1 for all j > Ri−1 or if Ri−1 ≥ n,

min{j > Ri−1 : Yj < YRi−1} otherwise.

In terms of these record times, the collection of the k(n) minimal points inside the unit square is
given by (XRi

, YRi
) for i = 1, . . . , k(n). We claim that the scaled sum of lower record times

Wn = 1

n

k(n)∑
i=1

Ri (2.2)

can be approximated by the Dickman distribution D in the Wasserstein-2 metric in (1.9) to within
the bound specified by inequality (1.11) of Theorem 1.1. Indeed, for 1 ≤ j ≤ n, letting Bk =
1(k ∈ {R1, . . . ,Rk(n)}) we have that

∑k(n)
i=1 Ri = ∑n

k=1 kBk . As Lemma 2.1 of [11] shows that
B1, . . . ,Bn are independent with Bk ∼ Ber(1/k) for 1 ≤ k ≤ n, Theorem 1.1 yields the claimed
bound for the Dickman approximation of (2.2).

We now present the proof of our first main result.

Proof of Theorem 1.1. Let Wn be as in (1.7) and take θ = 1 in (2.1). Letting

W(k)
n = Wn − Yk

n
Bk,

evaluating the first term on the right-hand side of (2.1) yields

E
[
Wnf

′(Wn)
] = E

[
1

n

n∑
k=1

YkBkf
′(Wn)

]
= 1

n

n∑
k=1

E

[
YkBkf

′
(

W(k)
n + Yk

n
Bk

)]

= 1

n

n∑
k=1

E

[
Ykf

′
(

W(k)
n + Yk

n

)]
P(Bk = 1) = 1

n

n∑
k=1

E

[
Yk

k
f ′

(
W(k)

n + Yk

n

)]
.

The right-hand side of (2.1) is therefore the expectation of

1

n

n∑
k=1

Yk

k
f ′

(
W(k)

n + Yk

n

)
−

∫ 1

0
f ′(Wn + u)du
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= 1

n

n∑
k=1

Yk

k

(
f ′

(
W(k)

n + Yk

n

)
− f ′

(
W(k)

n + k

n

))

+ 1

n

n∑
k=1

(
Yk

k
f ′

(
W(k)

n + k

n

)
− f ′

(
W(k)

n + k

n

))
(2.3)

+ 1

n

n∑
k=1

(
f ′

(
W(k)

n + k

n

)
− f ′

(
Wn + k

n

))

+
(

1

n

n∑
k=1

f ′
(

Wn + k

n

)
−

∫ 1

0
f ′(Wn + u)du

)
.

Using that f ∈ H1,1/2, and hence in particular that f ′(·) is Lipschitz, applying the Cauchy–
Schwarz inequality to the first difference on the right-hand side of (2.3) we find that the expecta-
tion of that term is bounded by

‖f ′′‖∞
n2

n∑
k=1

E

[ |Yk|
k

|Yk − k|
]

≤ 1

2n2

n∑
k=1

1

k

√(
σ 2

k + k2
)
σ 2

k .

The expectation of the second difference is zero as E[Yk] = k and Yk is independent of W
(k)
n . For

the expectation of the third difference, noting that E[YkBk] = 1, we similarly obtain the bound

‖f ′′‖∞
n

n∑
k=1

E
∣∣W(k)

n − Wn

∣∣ ≤ 1

2n

n∑
k=1

E

[
Yk

n
Bk

]
= 1

2n
.

Finally, for the fourth difference, applying that same bound on the second derivative of f (·),
almost surely ∣∣∣∣∣1

n

n∑
k=1

f ′
(

Wn + k

n

)
−

∫ 1

0
f ′(Wn + u)du

∣∣∣∣∣
≤

n∑
k=1

∫ k
n

k−1
n

∣∣[f ′(Wn + k/n) − f ′(Wn + u)
]∣∣du

≤ 1

2

n∑
k=1

∫ k
n

k−1
n

(k/n − u)du = 1

2

(
1

n2

n∑
k=1

k −
∫ 1

0
udu

)
= 1

4n
.

Combining these three bounds yields, via (2.1) with θ = 1, that

∣∣E[
h(Wn)

] − E
[
h(D)

]∣∣ ≤ 3

4n
+ 1

2n2

n∑
k=1

1

k

√(
σ 2

k + k2
)
σ 2

k .
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Taking the supremum over H1,1 and recalling the definition of the norm d1,1 in (1.9) now yields
the theorem. The final claim (1.11) holds as σ 2

k = 0 when Yk = k a.s. �

The proof of Theorem 1.2 proceeds along the same lines as that of Theorem 1.1, and can be
found in the supplement [12].

2.2. Dickman approximation in number theory

Let (pk)k≥1 be an enumeration of the prime numbers in increasing order. Let (Xk)k≥1 be a
sequence of independent integer valued random variables and let

Sn = 1

log(pn)

n∑
k=1

Xk log(pk) for n ≥ 1. (2.4)

Weak convergence of Sn to the Dickman distribution in the cases when the Xk’s are distributed as
geometric and Bernoulli variables is well known in probabilistic number theory, and [3] recently
provided a rate of convergence in the Bernoulli case. We give bounds in a stronger metric and
remove a logarithmic factor from their rate. We also prove such bounds when the Xk’s are dis-
tributed as geometric or Poisson with parameters given by certain functions of pk . For our results
in this area, we rely heavily on the techniques in the proof of Lemma 2.3 of [3]; in particular,
the identity (2.5) below, without remainder, is due to [3]. We begin with the following abstract
theorem.

Theorem 2.1. Let S be a non-negative random variable with finite variance such that for some
constant μ and a random variable T satisfying P(S + T = 0) = 0,

E
[
Sφ(S)

] = μE
[
φ(S + T )

] + Rφ for all φ ∈ Lip1/2, (2.5)

where the constant Rφ may depend on φ(·). Then

d1,1(S,D) ≤ |μ − 1| + 1

2
inf

(T ,U)
E|T − U | + sup

φ∈Lip1/2

|Rφ |, (2.6)

where D is a standard Dickman random variable, and the infimum is over all couplings (T ,U)

of T and U ∼ U [0,1] constructed on the same space as S, with U independent of S.

Remark 2.1. We note the connection between the relation in (2.5) and size biasing, where for a
non-negative random variable S with finite mean μ, we say Ss has the S-size biased distribution
when

E
[
Sφ(S)

] = μE
[
φ
(
Ss

)]
for all functions φ(·) for which these expectations exist. In particular, when Rφ in (2.5) is zero for
all φ ∈ Lip1/2, we obtain that Ss =d S + T ; for an application which requires the remainder, see
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Lemma 2.2. Additionally, Section 4.3 of [6] shows that the standard Dickman D is the unique
non-negative solution to the distributional equality Ws =d W + U , where U is U [0,1], and
independent of W . Hence, the error term comparing T and U in Theorem 2.1 is natural.

Proof of Theorem 2.1. We first show that the set of couplings over which the infimum is taken
in (2.6) is non-empty. Note that the case when S is identically zero is trivial since one can take
μ = 0, T = 0 and Rφ = 0 for all φ ∈ Lip1/2. For a nontrivial S, let μ = E[S], and let Ss and
U be constructed on the same space as S, independently of S, with Ss having the S-size biased
distribution and U ∼ U [0,1]. Then setting T = Ss − S identity (2.5) is satisfied with Rφ = 0 for
all φ ∈ Lip1/2, and the pair (T ,U) satisfies the conditions required of the infimum in the theorem.

Invoking Theorem 4.9 with θ = 1, for any given h ∈H1,1 there exists a function f (·) satisfying
‖f ′‖(0,∞) ≤ 1 and ‖f ′′‖(0,∞) ≤ 1/2 such that

E
[
h(S)

] − E
[
h(D)

] = E
[
Sf ′(S) + f (S) − f (S + 1)

]
.

Now consider μ and T satisfying (2.5) with (T ,U) constructed on the same space as S, with
U ∼ U [0,1] and independent of S. Then, using that P(S + T = 0) = 0 and the mean value
theorem for the second inequality and recalling definitions (1.21) and (1.22), we obtain∣∣E[

h(S)
] − E

[
h(D)

]∣∣
= ∣∣E[

Sf ′(S) − f ′(S + U)
]∣∣ = ∣∣E[

μf ′(S + T ) − f ′(S + U) + Rf ′
]∣∣

≤ ∣∣E[
μf ′(S + T ) − f ′(S + T )

]∣∣ + ∣∣E[
f ′(S + T ) − f ′(S + U)

]∣∣ + |Rf ′ |

≤ ∥∥f ′∥∥
(0,∞)

|μ − 1| + ∥∥f ′′∥∥
(0,∞)

E|T − U | + |Rf ′ | ≤ |μ − 1| + 1

2
E|T − U | + |Rf ′ |.

Now taking the infimum on the right hand side over all couplings (T ,U) satisfying the conditions
of the theorem yields

∣∣E[
h(S)

] − E
[
h(D)

]∣∣ ≤ |μ − 1| + 1

2
inf

(T ,U)
E|T − U | + |Rf ′

h
|,

where we have written f = fh to emphasize the dependence of f (·) on h(·). Taking supremum
over h ∈ H1,1 first on the right, and then on the left now yields the result upon applying defini-
tion (1.9). �

Now we will demonstrate a few applications of Theorem 2.1. In all these examples the con-
ditions that the variance of S is finite and that S + T > 0 almost surely are straightforward to
check, and will not be mentioned further. For n ≥ 1, let �n denote the set of integers with no
prime factor larger than pn, and let 	n be the distribution on �n with mass function

	n(m) = 1

πnm
for m ∈ �n,

where πn = ∑
m∈�n

1/m is the normalizing factor. One can check, see, for example, Proposition

1 in [26], that Mn = ∏n
k=1 p

Xk

k has distribution 	n, where Xk ∼ Geom(1 − 1/pk) are inde-
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pendent for 1 ≤ k ≤ n; we remind the reader that we write X ∼ Geom(p) when P(X = m) =
(1 − p)mp for m ≥ 0. For n ≥ 1, the random variable Sn as in (2.4) is therefore given by

Sn = 1

log(pn)

n∑
k=1

Xk log(pk) = logMn

log(pn)
. (2.7)

Taking the mean, we find

μn = E[Sn] = 1

log(pn)

n∑
k=1

log(pk)

pk − 1
. (2.8)

Now define the random variable I taking values in {1, . . . , n}, and independent of Sn, with mass
function

P(I = k) = log(pk)

(pk − 1) log(pn)μn

for k ∈ {1, . . . , n}. (2.9)

The next lemma closely follows the arguments in Lemmas 3 and 5 of [3], which considered only
weighted Bernoulli sums and obtained an O(log logn/ logn) bound. In Lemmas 2.2, 2.3 and
2.4 below, we consider weighted sums of geometric, Bernoulli and Poisson random variables
respectively, and obtain an O(1/ logn) bound; see the supplement [12] for detailed proofs.

Lemma 2.2. Let Sn be as in (2.7) with X1, . . . ,Xn independent with Xk ∼ Geom(1 − 1/pk), μn

as in (2.8), I with distribution given in (2.9) and independent of Sn and

Tn = log(pI )

log(pn)
and Rn,φ = 1

log(pn)

n∑
k=1

log(pk)

pk − 1
E

[
Xk

(
φ

(
Sn + log(pk)

log(pn)

)
− φ(Sn)

)]
.

Then

E
[
Snφ(Sn)

] = μnE
[
φ(Sn + Tn)

] + Rn,φ for all φ ∈ Lip1/2.

Moreover

sup
φ∈Lip1/2

|Rn,φ | = O

(
1

log2 n

)
and μn − 1 = O

(
1

logn

)
, (2.10)

and there exists a coupling between U ∼ U [0,1] and Tn with U independent of Sn, such that

E|Tn − U | = O

(
1

logn

)
.

Proof of Theorem 1.3. The upper bound follows directly from Theorem 2.1 upon invoking Lem-
ma 2.2. We prove that the order of the bound is unimprovable by lower bounding the distance
between Sn and D in the metric (1.9) by |Eh(Sn) − Eh(D)| = |μn − 1| for the choice h(x) = x,
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which is a member of H1,1, and showing that the order of that difference in (2.10) is optimal. For
details, see [12]. �

For our next example, for n ≥ 1 let �′
n denote the set of square-free integers whose largest

prime factor is less than or equal to pn and let 	′
n denote the distribution on �′

n with mass
function

	′
n(m) = 1

π ′
nm

for m ∈ �′
n,

where π ′
n = ∑

m∈�′
n

1/m is the normalizing factor. We again consider Sn as in (2.7), here for

Mn = ∏n
k=1 p

Xk

k where Xk ∼ Ber(1/(1 + pk)) are independent for 1 ≤ k ≤ n. One can check,
see, for example, [13], that Mn ∼ 	′

n. Following [3], let

μn = E[Sn] = 1

log(pn)

n∑
k=1

log(pk)

1 + pk

. (2.11)

The following lemma combines Lemmas 3 and 5 of [3]. By following tightly the same lines of
argument in [3] the bounds, we obtain in (2.14) and (2.15) are O(1/ logn) whereas [3] claims
only the order O(log logn/ logn).

Lemma 2.3. Let Sn be as in (2.7) with X1, . . . ,Xn independent with Xk ∼ Ber(1/(1 + pk)).
With μn as given in (2.11), let the random variable I take values in {1, . . . , n} with mass function

P(I = k) = log(pk)

(1 + pk) log(pn)μn

for k ∈ {1, . . . , n},

and be independent of X1, . . . ,Xn. For

Tn = log(pI )

log(pn)
− XI log(pI )

log(pn)
, (2.12)

we have

E
[
Snφ(Sn)

] = μnE
[
φ(Sn + Tn)

]
for all φ ∈ Lip1/2. (2.13)

Moreover,

μn − 1 = O

(
1

logn

)
and E

∣∣∣∣XI log(pI )

log(pn)

∣∣∣∣ = O

(
1

log2 n

)
, (2.14)

and there exists a coupling between a random variable U ∼ U [0,1] and I with U independent
of Sn such that

E

∣∣∣∣U − log(pI )

log(pn)

∣∣∣∣ = O

(
1

logn

)
. (2.15)
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Proof of Theorem 1.4. The upper bound follows directly from Theorem 2.1 upon invoking
Lemma 2.3 which gives that Rφ = 0 for all φ ∈ Lip1/2, and noting that with Tn and U as in
(2.12) and (2.15) respectively,

E|Tn − U | ≤ E

∣∣∣∣XI log(pI )

log(pn)

∣∣∣∣ + E

∣∣∣∣U − log(pI )

log(pn)

∣∣∣∣ = O

(
1

logn

)
,

by using (2.14) and (2.15) on these two terms, respectively. For a proof of the optimality of the
order of the bound, see [12]. �

We also prove that these types of convergence results hold for Sn given in (2.7) when Xk ∼
Poi(λk), k ≥ 1 for certain sequences of positive real numbers (λk)k≥1. Here we take μn equal to
the mean of Sn,

μn = 1

log(pn)

n∑
k=1

λk log(pk) and

(2.16)

P(I = k) = λk log(pk)

log(pn)μn

for k ∈ {1, . . . , n},

with I independent of Sn. Under this framework, we have the following construction of a variable
having the size bias distribution of Sn.

Lemma 2.4. For a sequence of positive real numbers (λk)1≤k≤n and independent random vari-
ables X1, . . . ,Xn with Xk ∼ Poi(λk), let

Sn = 1

log(pn)

n∑
k=1

Xk log(pk).

For μn as in (2.16) and Tn = log(pI )/ log(pn), where I is distributed as in (2.16) and is inde-
pendent of Sn, we have

E
[
Snφ(Sn)

] = μnE
[
φ(Sn + Tn)

]
for all φ ∈ Lip1/2.

The proof of this result can be found in the supplement [12], and is a direct consequence of
the well known method for size biasing a sum of independent non-negative variables with finite
mean, see, for example, [14].

We now present two applications of Lemma 2.4 with notation and assumptions as there.

Example 2.1. Let λk = 1/(1 + pk). As the mean of the Xk variables are the same here as in
Lemma 2.3, μn and the distribution of I also correspond. Taking U ∼ U [0,1] independent of Sn,
and coupling I and U similarly as in Lemma 2.3, we have that

|μn − 1| = O

(
1

logn

)
and E

∣∣∣∣U − log(pI )

log(pn)

∣∣∣∣ = O

(
1

logn

)
.
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Now, by Theorem 2.1 and Lemma 2.4, we obtain

d1,1(Sn,D) ≤ C

logn

for some universal constant C. One may show that the order of this bound is optimal by arguing
as in the proof of Theorem 1.3.

Example 2.2. Let p0 = 1 and and λk = 1 − log(pk−1)/ log(pk) for k ≥ 1. Then clearly μn = 1
in (2.16). Now to obtain a coupling (Tn,U), we take U ∼ U [0,1] independent of Sn, and define

I = k if
log(pk−1)

log(pn)
≤ U <

log(pk)

log(pn)
for 1 ≤ k ≤ n.

Then by construction we have

P(I = k) = λk log(pk)

log(pn)μn

for 1 ≤ k ≤ n.

Conditioning on I , we have

E|Tn − U | =
n∑

k=1

P(I = k)E

(∣∣∣∣ log(pk)

log(pn)
− U

∣∣∣∣∣∣∣I = k

)
≤

n∑
k=1

P(I = k)

∣∣∣∣ log(pk−1)

log(pn)
− log(pk)

log(pn)

∣∣∣∣.
Now using that pk/pk−1 ≤ 2 by Bertrand’s postulate (see, e.g., [29]) for all k ≥ 1, we obtain

E|Tn − U | ≤ log(2)

log(pn)
.

Hence from Theorem 2.1 with μn = 1 and Rφ = 0 for all φ ∈ Lip1/2, we have

d1,1(Sn,D) ≤ log(2)

2 log(pn)
≤ C

logn

for some universal constant C.

Following the distribution of a draft of this manuscript, [5] pointed out that the approach in [4]
may be used to obtain bounds in the Wasserstein-1 metric for some results in this section.

3. Perpetuities and the Dθ,s family, simulations and
distributional bounds

In this section, we develop the extension of the generalized Dickman distribution to the Dθ,s

family for θ > 0 and a function s : [0,∞) → [0,∞). As detailed in the Introduction, the recur-
sion (1.2) associated with the Dθ family can be interpreted as giving the successive values of a
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Vervaat perpetuity under the assumption that the utility function is the identity. More generally,
with utility function s(·), one obtains the recursion

s(Wn+1) = U
1/θ
n s(Wn + 1) for n ≥ 0, (3.1)

where Un,n ≥ 0 are independent and have the U [0,1] distribution, Un is independent of Wn,
and W0 has some given initial distribution. In Section 3.1, under Condition 3.1 below on s(·),
we prove Theorem 3.3 that shows that the distributional fixed points Dθ,s of (3.1) exist and are
unique. When s(·) is invertible, at it is under Condition 3.1 below, we may write (3.1) as

Wn+1 = s−1(U1/θ
n s(Wn + 1)

)
for n ≥ 0. (3.2)

In Section 3.2, we provide distributional bounds for approximation of the Dθ,s distribution.
Using direct coupling, Corollary 3.1 gives a bound on how well the utility s(Wn) in (3.1) ap-
proximates the utility of its limit Dθ,s . Next, Theorem 3.4 extends the main Wasserstein bound
(1.3) of [20] to

d1(W,Dθ,s) ≤ (1 − ρ)−1d1
(
W ∗,W

)
where W ∗ =d s−1(U1/θ s(W + 1)

)
(3.3)

for U ∼ U [0,1], independent of W . The constant ρ is defined in (3.11) as a uniform bound on an
integral involving (θ, s) given by (3.10). However, [8] shows that this quantity can be interpreted
in terms of the Markov chain (3.2) and its properties connected to those of its transition operator
(Ph)(x) = E[h(s−1(U1/θ s(x + 1)))] in this, and some more general, cases. In particular, for
h ∈ Lip1, ρ is a bound on the essential supremum norm of the derivative of the transition operator.
Though linear stochastic recursions are ubiquitous and are well known to be highly tractable, this
special class of Markov chains, despite its non-linear transitions, seems also amenable to deeper
analysis.

We apply the inequality (3.3) in Corollary 3.2 to obtain a bound on the Wasserstein distance
between the iterates Wn of (3.2) and Dθ,s . Finally in Section 3.3, we give a few examples of some
new distributions that arise as a result of utility functions that appear in the economics literature.

3.1. Existence and uniqueness of the Dθ,s distribution

In the following, we use the terms increasing and decreasing in the non-strict sense. Let ≤st
denote inequality between random variables in the stochastic order. The proofs of all the claims
in this subsection can be found in the supplement [12].

Lemma 3.1. Let θ > 0 and s : [0,∞) → [0,∞) satisfy

s(x + 1) ≤ s(x) + 1 for all x ≥ 0, (3.4)

let W0 be a given non-negative random variable and let {Wn,n ≥ 1} be generated by recursion
(3.1). Then

s(Wn+1) ≤ U
1/θ
n

(
s(Wn) + 1

)
for all n ≥ 0. (3.5)
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If in addition s(W0) ≤st Dθ , then

s(Wn) ≤st Dθ for all n ≥ 0. (3.6)

Theorem 3.3, showing the existence and uniqueness of the fixed point Dθ,s to (1.15), requires
the following condition to hold on the utility function s(·).

Condition 3.1. The function s : [0,∞) → [0,∞) is continuous, strictly increasing with s(0) = 0
and s(1) = 1, and satisfies

s(x + 1) ≤ s(x) + 1 for all x ≥ 0 (3.7)

and ∣∣s(x + 1) − s(y + 1)
∣∣ ≤ ∣∣s(x) − s(y)

∣∣ for all x, y ≥ 0. (3.8)

The following result, proven by constructing a direct coupling, shows that choice of the starting
distribution in (3.1) has vanishing effect asymptotically as measured in the d1 Wasserstein norm.

Lemma 3.2. Let θ > 0 and Condition 3.1 be in force. Let W0 and V0 be given non-negative
random variables such that the means of s(W0) and s(V0) are finite. For n ≥ 1 let s(Vn) and
s(Wn) have distributions as specified in (3.1). Then s(Wn) and s(Vn) have finite mean for all
n ≥ 0, and

d1
(
s(Wn), s(Vn)

) ≤
(

θ

θ + 1

)n

d1
(
s(W0), s(V0)

)
for all n ≥ 0. (3.9)

Define the generalized inverse of an increasing function s : [0,∞) → [0,∞) as

s−(x) = inf
{
y : s(y) ≥ x

}
with the convention that inf∅ = ∞. In particular, for X a random variable we consider s−(X)

as a random variable taking values in the extended real line. When writing the stochastic order
relation V ≤st W between two extended valued random variables, we mean that P(V ≥ t) ≤
P(W ≥ t) holds for all t in the extended real line. Note that s−(·) and s−1(·) coincide on the
range of s(·) when s(·) is continuous and strictly increasing.

Theorem 3.3. Let θ > 0 and s(·) satisfy Condition 3.1. Then there exists a unique distribution
Dθ,s for a random variable Dθ,s such that s(Dθ,s) has finite mean and satisfies Dθ,s =d D∗

θ,s ,
with D∗

θ,s given by (1.15). In addition, Dθ,s ≤st s−(Dθ ).

3.2. Distributional bounds for Dθ,s approximation and simulations

In this section, we study the accuracy of recursive methods to approximately sample from the
Dθ,s family, starting with the following simple corollary to Lemma 3.2 that gives a bound on
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how well the utility s(Wn), satisfying the recursion (3.1), approximates the long term utility of
the fixed point.

Corollary 3.1. Let θ > 0 and Condition 3.1 be in force. Then s(Wn) given by (3.1) satisfies

d1
(
s(Wn), s(Dθ,s)

) ≤
(

θ

θ + 1

)n

d1
(
s(W0), s(Dθ,s)

)
for all n ≥ 0.

Proof. The result follows from (3.9) of Lemma 3.2 by taking V0 =d Dθ,s and noting that Dθ,s

is fixed by the transformation (3.3) so that s(Vn) =d s(Dθ,s) for all n. �

Corollary 3.1 depends on the direct coupling used to prove Lemma 3.2, which constructs the
variables s(Wn) and s(Vn) on the same space. Theorem 3.4 below gives a bound for when a
non-negative random variable W is used to approximate the distribution of Dθ,s . Though direct
coupling can still be used to obtain bounds such as those in Theorem 3.4 for the Dθ family,
doing so is no longer possible for the more general Dθ,s family as iterates of (3.2) can no longer
be written explicitly when s(·) is non-linear. Theorem 3.4 below provides a Wasserstein bound
between Dθ,s and W assuming certain natural conditions on the function s(·).

For θ > 0, suppressed in the notation, and x > 0 such that s′(x) exists, let

I (x) = θs′(x)

sθ+1(x)

∫ x

0
sθ (v) dv. (3.10)

For S ⊂ [0,∞), we say a function f : [0,∞) → [0,∞) is locally absolutely continuous on S

if it is absolutely continuous when restricted to any compact sub-interval of S. Unless otherwise
stated, locally absolutely continuity will mean over the domain of f (·).

Theorem 3.4. Let θ > 0 and s : [0,∞) → [0,∞) satisfying Condition 3.1 be locally absolutely
continuous on [0,∞) and such that E[Dθ,s] < ∞. With I (·) as in (3.10), if there exists ρ ∈ [0,1)

such that

‖I‖∞ ≤ ρ, (3.11)

then for any non-negative random variable W with finite mean,

d1(W,Dθ,s) ≤ (1 − ρ)−1d1
(
W ∗,W

)
. (3.12)

In the special case s(x) = x, ‖I‖∞ = θ/(θ + 1) ∈ [0,1), and one may take ρ equal to this value.

Remark 3.1. Note that E[s−1(Dθ )] < ∞ implies E[Dθ,s] < ∞ as Dθ,s ≤st s−1(Dθ ) by Theo-
rem 3.3.

Remark 3.2. By a simple argument, similar to the one in Section 3 of [20], for θ > 0 and
s : [0,∞) → [0,∞) satisfying Condition 3.1, (3.15) below and E[Dθ,s] < ∞, for any non-
negative random variable W with finite mean, we have

d1(W,Dθ,s) ≤ (1 + θ)d1
(
W ∗,W

)
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so that (3.12) holds with ρ = θ/(θ + 1).
The use of Stein’s method in Theorem 3.4 does not require that s(·) satisfy (3.15) but does

need s(·) to be locally absolutely continuous. In addition, the alternative approach in [20] has no
scope for improvement in terms of finding the best constant ρ; Example 3.2 presents a case where
taking ρ = θ/(θ + 1) is not optimal. Theorem 3.7 below gives a verifiable criteria by which one
can show when the canonical choice ρ = θ/(θ + 1) is not improvable.

We will prove Theorem 3.4 using Stein’s method in Section 4. Here, we provide the following
corollary applicable for the simulation of Dθ,s distributed random variables. Note that when s(·)
is strictly increasing and continuous, for W independent of U ∼ U [0,1] the transform W ∗ as
given by (1.15) satisfies

W ∗ =d s−1(U1/θ s(W + 1)
) ≤ W + 1. (3.13)

Corollary 3.2. Let s : [0,∞) → [0,∞) be as in Theorem 3.4 and let {Wn,n ≥ 1} be generated
by (3.2) with W0 non-negative and EW0 < ∞, independent of {Un,n ≥ 0}. If ρ ∈ [0,1) exists
satisfying (3.11), then

d1(Wn,Dθ,s) ≤ (1 − ρ)−1d1(Wn+1,Wn). (3.14)

Moreover, if s(·) satisfies∣∣s−1(as(x)
) − s−1(as(y)

)∣∣ ≤ a|x − y| for a ∈ [0,1] and x, y ≥ 1, (3.15)

then

d1(Wn,Dθ,s) ≤ (1 − ρ)−1
(

θ

θ + 1

)n

d1(W1,W0). (3.16)

When W0 = 0,

d1(Wn,Dθ,s) ≤ (1 − ρ)−1
(

θ

θ + 1

)n

E
[
s−1(U1/θ

)]
, (3.17)

and in the particular the case of the generalized Dickman Dθ family,

d1(Wn,Dθ) ≤ θ

(
θ

θ + 1

)n

. (3.18)

Proof. Identity (3.2), the inequality in (3.13) and induction show that Wn ≤ W0 + n, and hence
EWn < ∞, for all n ≥ 0. Inequality (3.14) now follows from Theorem 3.4 noting from (1.15)
that W ∗

n =d Wn+1 for all n ≥ 0.
To show (3.16), recalling that the bound (1.6) is achieved for real valued random variables, for

every n ≥ 1 we may construct W ′
n−1 and V ′

n independent of Un such that W ′
n−1 =d Wn−1,V

′
n =d

Wn and E|V ′
n − W ′

n−1| = d1(Wn,Wn−1). Now letting

W ′′
n = s−1(U1/θ

n s
(
W ′

n−1 + 1
))

and V ′′
n+1 = s−1(U1/θ

n s
(
V ′

n + 1
))
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we have W ′′
n =d Wn and V ′′

n+1 =d Wn+1. Thus, using (1.6) followed by (3.15) we have

d1(Wn+1,Wn) ≤ E
∣∣V ′′

n+1 − W ′′
n

∣∣
= E

∣∣s−1(U1/θ
n s

(
V ′

n + 1
)) − s−1(U1/θ

n s
(
W ′

n−1 + 1
))∣∣

≤ E
[
U

1/θ
n

∣∣V ′
n − W ′

n−1

∣∣] = θ

θ + 1
d1(Wn,Wn−1).

Induction now yields

d1(Wn+1,Wn) ≤
(

θ

θ + 1

)n

d1(W1,W0)

and applying (3.14) we obtain (3.16).
Inequality (3.17) now follows from (3.16) noting in this case, using s(1) = 1, that (W0,W1) =

(0, s−1(U
1/θ

0 )), and (3.18) is now achieved from (3.17) by taking ρ to be θ/(θ + 1), as provided
by Theorem 3.4 when s(x) = x. �

In the remainder of this subsection, in Lemma 3.6 we present some general and easily ver-
ifiable conditions on s(·) for the satisfaction of (3.15), and in Theorem 3.7 ones under which
the integral bound ‖I‖∞ ≤ ρ in (3.11) holds with ρ ∈ [0,1). Lastly we show our bounds are
equivalent to what can be obtained by a direct coupling method in the cases where the latter is
available.

Condition 3.2. The function s : [0,∞) → [0,∞) is continuous at 0, strictly increasing with
s(0) = 0 and s(1) = 1, and concave.

Lemma 3.5. If a function f : [0,∞) → [0,∞) is increasing, continuous at 0 and locally abso-
lutely continuous on (0,∞), then it is locally absolutely continuous on its domain.

The proof of Lemma 3.5 is straightforward, see [12] for details.

Lemma 3.6. If s : [0,∞) → [0,∞) satisfies Condition 3.2, then it is locally absolutely continu-
ous on [0,∞), satisfies Condition 3.1 and

∣∣s−1(as(y)
) − s−1(as(x)

)∣∣ ≤ a|y − x| for all x, y ≥ 0 and a ∈ [0,1]. (3.19)

Proof. First, since s(·) is concave, it is locally absolutely continuous on (0,∞). Thus, by
Lemma 3.5, s(·) is locally absolutely continuous on its domain. Next we show s(·) is subad-
ditive, that is, that

s(x + y) ≤ s(x) + s(y) for x, y ≥ 0. (3.20)
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Taking x, y ≥ 0, we may assume both x and y are non-zero as (3.20) is trivial otherwise since
s(0) = 0. By concavity,

y

x + y
s(0) + x

x + y
s(x + y) ≤ s(x) and

x

x + y
s(0) + y

x + y
s(x + y) ≤ s(y).

Since s(0) = 0, adding these two inequalities yield (3.20). Taking y = 1 and using s(1) = 1 we
obtain (3.7). Next, the local absolute continuity and concavity of s(·) on [0,∞) imply that it is
almost everywhere differentiable on this domain, with s ′(·) decreasing almost everywhere. Thus
for x ≥ y ≥ 0, we have

s(x + 1) − s(x) =
∫ x+1

x

s′(u) du ≤
∫ x+1

x

s′(u + y − x)du

=
∫ y+1

y

s′(u) du = s(y + 1) − s(y),

which together with the fact that s(·) is increasing implies (3.8). Hence, s(·) satisfies Condi-
tion 3.1.

Lastly, we show that s(·) satisfies (3.19). Since s(0) = 0 the inequality is trivially satisfied for
a = 0, so fix some a ∈ (0,1]. Again as the result is trivial otherwise, we may take x = y; without
loss, let 0 ≤ x < y. The inverse function r(·) = s−1(·) is continuous at zero and convex on the
range S of s(·), a possibly unbounded convex subset [0,∞) that includes the origin. Letting
u = s(x) and v = s(y), as s(·), and hence r(·), are strictly increasing and x = y, inequality
(3.19) may be written

r(av) − r(au) ≤ a
(
r(v) − r(u)

)
or equivalently

r(av) − r(au)

av − au
≤ r(v) − r(u)

v − u
, (3.21)

where all arguments of r(·) in (3.21) lie in S, it being a convex set containing {0, u, v}.
The second inequality in (3.21) follows from the following slightly more general one that

any convex function r : [0,∞) → [0,∞) which is continuous at 0 satisfies by virtue of its local
absolute continuity and a.e. derivative r ′(·) being increasing: if (u1, v1) and (u2, v2) are such that
u1 = v1, u1 ≤ u2 and v1 ≤ v2, and all these values lie in the range of r(·), then

r(v1) − r(u1)

v1 − u1
= 1

v1 − u1

∫ v1

u1

r ′(w)dw =
∫ 1

0
r ′(u1 + (v1 − u1)w

)
dw

≤
∫ 1

0
r ′(u2 + (v2 − u2)w

)
dw = 1

v2 − u2

∫ v2

u2

r ′(w)dw = r(v2) − r(u2)

v2 − u2
,

as one easily has that u1 + (v1 − u1)w ≤ u2 + (v2 − u2)w for all w ∈ [0,1]. �

When the function s(·) is nice enough, we can actually say more about the constant ρ in (3.11)
of Theorem 3.4.
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Theorem 3.7. Assume that θ > 0 and s : [0,∞) → [0,∞) is concave and continuous at 0. Then
with I (x) as given in (3.10),

‖I‖∞ ≤ θ

θ + 1
. (3.22)

If moreover s(·) is strictly increasing with s(0) = 0 and limn→∞ s′(xn) < ∞ for some sequence
of distinct real numbers xn ↓ 0 in the domain of s′(·), then

‖I‖∞ = θ

θ + 1
. (3.23)

Proof. Since s(·) is concave and continuous at 0, it is locally absolutely continuous with s′(·)
decreasing almost everywhere on [0,∞). Since uθ+1 is Lipschitz on any compact interval, by
composition, sθ+1(·) is absolutely continuous on [0, x] for any x ≥ 0, and thus for almost ev-
ery x,

(θ + 1)I (x)

θ
= (θ + 1)s′(x)

sθ+1(x)

∫ x

0
sθ (v) dv ≤ 1

sθ+1(x)

∫ x

0
(θ + 1)sθ (v)s′(v) dv

= sθ+1(x) − sθ+1(0)

sθ+1(x)
≤ 1,

proving (3.22).
To prove the second claim, first note that 0 < limn→∞ s′(xn) < ∞, the existence of the limit

and second inequality holding by assumption, and the first inequality holding as s(·) is strictly
increasing and s′(·) is decreasing almost everywhere.

Thus, in the second equality using a version of the Stolz–Cesàro theorem [36] adapted to
accommodate sθ+1(xn) decreasing to zero,

lim
n→∞ I (xn) = θ lim

n→∞ s′(xn) lim
n→∞

∫ xn

0 sθ (v) dv

sθ+1(xn)

= θ lim
n→∞ s′(xn) lim

n→∞

∫ xn

xn+1
sθ (v) dv

sθ+1(xn) − sθ+1(xn+1)

= θ lim
n→∞ s′(xn) lim

n→∞

∫ xn

xn+1
sθ (v) dv

(θ + 1)
∫ xn

xn+1
sθ (v)s′(v) dv

= θ

θ + 1
lim

n→∞ s′(xn) lim
n→∞

1

s′(xn)
= θ

θ + 1
,

where the penultimate equality follows from the fact that

lim
n→∞

1

s′(xn)
= lim

n→∞
1

s′(xn+1)
≤ lim

n→∞

∫ xn

xn+1
sθ (v) dv∫ xn

xn+1
sθ (v)s′(v) dv

≤ lim
n→∞

1

s′(xn)
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and hence

‖I‖∞ ≥ θ

θ + 1
,

which together with (3.22) proves (3.23). �

The bound (3.18) of Corollary 3.2 is obtained by specializing results for the Dθ,s family,
proven using the tools of Stein’s method, to the case where s(x) = x. For this special case,
letting Vj = U

1/θ
j for j ≥ 0, the iterates of the recursion (3.2), starting at W0 = 0, can be written

explicitly as

Wn =
n−1∑
k=0

n−1∏
j=k

Vj ,

allowing one to obtain bounds using direct coupling. Interestingly, the results obtained by both
methods agree, as seen as follows. First, we show

Wn =d Yn where Yn =
n−1∑
k=0

k∏
j=0

Vj , and Y∞ ∼ Dθ where Y∞ =
∞∑

k=0

k∏
j=0

Vj .

The first claim is true since for every n ≥ 1,

(V0, . . . , Vn−1) =d (Vn−1, . . . , V0).

For the second claim, note that the limit Y∞ exists almost everywhere and has finite mean
by monotone convergence. Now using definition (1.1), with U−1 ∼ U [0,1] independent of
U0,U1, . . . and setting V−1 = U

1/θ

−1 , we have

Y ∗∞ = U
1/θ

−1 (Y∞ + 1) = V−1

( ∞∑
k=0

k∏
j=0

Vj + 1

)

=
∞∑

k=0

k∏
j=−1

Vj + V−1 =
∞∑

k=−1

k∏
j=−1

Vj

=
∞∑

k=0

k∏
j=0

Vj−1 =d

∞∑
k=0

k∏
j=0

Vj = Y∞.

Hence Y∞ ∼ Dθ . As (Yn,Y∞) is a coupling of a variable with the Wn distribution to one with
the Dθ distribution, by (1.6) we obtain

d1(Wn,Dθ) = d1(Yn,Y∞) ≤ E|Y∞ − Yn| = E

( ∞∑
k=n

k∏
j=0

Vj

)



2782 C. Bhattacharjee and L. Goldstein

=
∞∑

k=n

(
θ

θ + 1

)k+1

= θ

(
θ

θ + 1

)n

,

in agreement with (3.18).

3.3. Examples

We now consider three new distributions that arise as special cases of the Dθ,s family. Expected
Utility (EU) theory has long been considered as an acceptable paradigm for decision making
under uncertainty by researchers in both economics and finance, see e.g. [17]. To obtain tractable
solutions to many problems in economics, one often restricts the EU criterion to a certain class
of utility functions, which includes in particular the ones in Examples 3.1 and 3.3. In these two
examples, we apply the bounds provided in Corollary 3.2 for the simulation of the limiting dis-
tributions these functions give rise to via the recursion (3.2) with say, W0 = 0. For each example,
we will verify Condition 3.2, implying Condition 3.1 by Lemma 3.6, and hence existence and
uniqueness of Dθ,s .

Example 3.1. The exponential utility function u(x) = 1 − e−αx is the only model, up to linear
transformations, exhibiting constant absolute risk aversion (CARA), see [17]. Since utility is
unique up to linear transformations, we consider its scaled version

sα(x) = 1 − e−αx

1 − e−α
for x ≥ 0

characterized by a parameter α > 0. Clearly sα(·) is continuous at 0, strictly increasing with
sα(0) = 0 and sα(1) = 1 and concave. Since limx↓0 s′

α(x) = α(1−e−α)−1 ∈ (0,∞), for all θ > 0,
by (3.23) of Theorem 3.7, one can take ρ to be θ/(θ + 1) and not strictly smaller, and (3.17) of
Corollary 3.2 yields

d1(Wn,Dθ,sα ) ≤ θ

(
θ

θ + 1

)n−1

for all n ≥ 0,

using that 0 ≤ s−1
α (U1/θ ) ≤ s−1

α (1) = 1 almost surely.
Letting Wα ∼ Dθ,sα it is easy to verify that

sα(Wα) =d U1/θ sα(Wα + 1) = U1/θ
(
1 + e−αsα(Wα)

)
.

Using this identity, that Theorem 3.3 gives 0 ≤ sα(Wα) ≤st Dθ for all α > 0, and that
limα↓0 sα(x) = x for all x ≥ 0 one can show that Wα converges to Dθ as α ↓ 0. Hence, now
setting s0(x) = x, the family of models Dθ,sα , α ≥ 0 is parameterized by a tuneable values of
α ≥ 0 whose value may be chosen depending on a desired level of risk aversion, including the
canonical α = 0 case where utility is linear.
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Example 3.2. Here we show how standard Vervaat perpetuity models can be seen to assume
an implicit concave utility function, and how uncertainty in these utilities can be accommodated
using the new families we introduce. Indeed, letting θ = 1 in (1.14) and then sθ (x) = xθ , θ ∈
(0,1], it is easy to see that D1,sθ = Dθ . To model situations where these utilities are themselves
subject to uncertainty, we may let A be a random variable supported in (0,1] and consider the
mixture s(x) = E[sA(x)].

More formally, for some 0 < a ≤ 1, let μ be a probability measure on the interval (0, a], and
define

s(x) =
∫ a

0
sα(x) dμ(α).

Since 0 < a ≤ 1, each sα(·) is concave and satisfies Condition 3.2 and hence so does s(·). By
(3.22) of Theorem 3.7, for the family Dθ,s one can take ρ = θ/(θ + 1).

Fix l > 0. For x ≥ l, note that ∂xα/∂x = αxα−1 ≤ αlα−1 which is bounded and hence μ-
integrable on [0, a]. Thus by dominated convergence, since l > 0 is arbitrary, we obtain

s′(x) =
∫ a

0

∂xα

∂x
dμ(α) =

∫ a

0
αxα−1 dμ(α) for all x > 0. (3.24)

Now note that for a < 1, limx↓0 s′(x) diverges to infinity, and hence (3.23) of Theorem 3.7 cannot
be invoked. We show, in fact, that one may obtain a bound better than θ/(θ + 1) in this case.

Taking θ = 1 and computing I (x) directly from (3.10), using (3.24) for the first equality and
Fubini’s theorem for the second, we have

I (x) = [∫ a

0 αxα−1 dμ(α)][∫ x

0

∫ a

0 vα dμ(α)dv]
[∫ a

0 xα dμ(α)]2
= [∫ a

0 αxα−1 dμ(α)][∫ a

0
xα+1

α+1 dμ(α)]
[∫ a

0 xα dμ(α)]2

= [∫ a

0

∫ a

0
α

β+1xα+β dμ(α)dμ(β)]
[∫ a

0 xα dμ(α)]2
= [∫ a

0

∫ a

0
1
2 ( α

β+1 + β
α+1 )xα+β dμ(α)dμ(β)]∫ a

0

∫ a

0 xα+β dμ(α)dμ(β)

≤ sup
α,β∈[0,a]

1

2

(
α

β + 1
+ β

α + 1

)
.

Taking 0 ≤ α ≤ β ≤ a, the reverse case being handled similarly, using the simple fact that

(β − α)2 ≤ β − α for 0 ≤ α ≤ β ≤ 1

shows that for 0 ≤ α ≤ β ≤ a,

α

β + 1
+ β

α + 1
≤ 2β

β + 1
≤ 2a

a + 1

and hence one can take ρ = a/(a + 1). Note that when a = 1/2, say, we obtain the upper bound
ρ = 1/3, whereas the bound (3.22) of Theorem 3.7 gives 1/2 when θ = 1. Taking μ to be unit
mass at 1 yields ρ = 1/2 which recovers the bound on ρ for the standard Dickman derived in
[20], and as given in Theorem 3.4, for the value θ = 1.
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Example 3.3. The logarithm u(x) = logx is another commonly used utility function as it ex-
hibits constant relative risk aversion (CRRA) which often simplifies many problems encountered
in macroeconomics and finance, see [17]. Applying a shift to make it non-negative, let

s(x) = log(x + 1)/ log 2 for x ≥ 0.

Clearly s(·) satisfies Condition 3.2. To apply Corollary 3.2 it remains to compute an upper bound
ρ on the integral in (3.10). Now since limx↓0 s′(x) < ∞, by (3.23) of Theorem 3.7, we may take
ρ = θ/(θ + 1). Noting s−1(x) = 2x − 1, simulating from this distribution by the recursion

Wn+1 = (Wn + 2)U
1/θ
n − 1 for n ≥ 1 with initial value W0 = 0,

inequality (3.17) of Corollary 3.2 yields

d1(Wn,Dθ,s) ≤ θ

(
θ

θ + 1

)n−1

for all n ≥ 0,

using that 0 ≤ s−1(U1/θ ) = 2U1/θ − 1 ≤ 1 almost surely.

4. Smoothness bounds

In this section, we turn to proving Theorem 4.7 from which Theorem 3.4 readily follows. We
develop the necessary tools building on [19]. For notational simplicity, in this section given
(θ, s), let

t (x) = sθ (x) for all x ≥ 0. (4.1)

Throughout this section t : [0,∞) → [0,∞) will be strictly increasing and hence almost ev-
erywhere differentiable by Lebesgue’s Theorem, see, for example, Section 6.2 of [32], induc-
ing the measure ν satisfying dν/dv = t ′(v) on [0,∞), where v is Lebesgue measure. For
h ∈ L1([0, a], ν) for some a > 0, define the averaging operator

Axh = 1

t (x)

∫ x

0
h(v)t ′(v) dv for x ∈ (0, a] and A0h = h(0)1

(
t (0) = 0

)
. (4.2)

We first need to state several lemmas before proving Theorem 4.7. Proofs of Lemmas 4.1, 4.2
and 4.4 can be found in the supplement [12], and the remainder of the results required, Lemmas
4.3, 4.5, 4.6 and Theorem 4.7, are straightforward generalizations of results in [19]; hence we
omit the proofs.

Lemma 4.1. Let t : [0,∞) → [0,∞) be a strictly increasing function. If h ∈ L1([0, a], ν) for
some a > 0, then

f (x) = Axh satisfies
t (x)

t ′(x)
f ′(x) + f (x) = h(x) a.e. on (0, a]. (4.3)
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Conversely, if in addition t (·) is locally absolutely continuous on [0,∞) with t (0) = 0, and
f ∈ ⋃

α≥0 Lipα , then the function h(·) as given by the right-hand side of (4.3) is in L1([0, a], ν)

for all a > 0 and

f (x) = Axh for all x ∈ (0,∞). (4.4)

Lemma 4.2. Let t : [0,∞) → [0,∞) be given by t1/θ (·) = s(·) for s(·) a strictly increasing
locally absolutely continuous function on [0,∞) with s(0) = 0. Then t (·) is also locally ab-
solutely continuous on [0,∞). Moreover, for W a non-negative random variable and W ∗ with
distribution as in (1.15), for h ∈ ⋂

a∈S L1([0, a], ν) where S is the support of W + 1,

E
[
h
(
W ∗)] = E[AW+1h] (4.5)

whenever either expectation above exists, and letting f (x) = Axh for all x ∈ S,

E

[
t (W ∗)
t ′(W ∗)

f ′(W ∗) + f
(
W ∗)] = E

[
f (W + 1)

]
, (4.6)

when the expectation of either side exists.

For an a.e. differentiable function f (·), let

Dt f (x) = t (x)

t ′(x)
f ′(x) + f (x) − f (x + 1). (4.7)

Note that if f (x) = Axg for some g(·), then under the conditions of Lemma 4.1, by (4.3) we
may write (4.7) as

Dt f (x) = g(x) − Ax+1g almost everywhere. (4.8)

Condition 3.1 is assumed in some of the following statements to assure that the distribution
of Dθ,s exists uniquely. The proof of the next lemma is omitted, as it follows using Lemmas 4.1
and 4.2, similar to the proof of Lemma 3.2 in [19].

Lemma 4.3. Let θ > 0 and s(·) satisfy Condition 3.1. If s(·) is locally absolutely continuous on
[0,∞), then,

E
[
h(Dθ,s)

] = E[ADθ,s+1h] and E
[
Dt f (Dθ,s)

] = 0,

for all h(·) ∈ ⋂
a∈(0,∞) L

1([0, a], ν) and f (·) ∈ ⋃
α≥0 Lipα for which E[Dt f (Dθ,s)] exists, re-

spectively.

The second claim of the lemma and (4.7) suggest the Stein equation

t (x)

t ′(x)
f ′(x) + f (x) − f (x + 1) = h(x) − E

[
h(Dθ,s)

]
, (4.9)
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which via (4.8) may be rewritten as

g(x) − Ax+1g = h(x) − E
[
h(Dθ,s)

]
(4.10)

whenever g(·) is such that Axg exists for all x and f (x) = Axg.
To prove Theorem 3.4, we first need to identify a set of broad sufficient conditions on t (·)

under which we can find a nice solution g(·) to (4.10) when h ∈ Lip1,0, where, suppressing
dependence on θ and s(·) for notational simplicity, for α > 0, we let

Lipα,0 = {
h : [0,∞) → R : h ∈ Lipα,E

[
h(Dθ,s)

] = 0
}
. (4.11)

We note that the integral I (x) in (3.10) can be written as the one appearing in (4.13) below
when t (x) = sθ (x) as in (4.1). Also note that by Lemma 4.2, if s(·) is strictly increasing with
s(0) = 0, locally absolutely continuity of one of s(·) and t (·) implies that of the other. Hence,
given that either one is locally absolutely continuous on [0,∞), as any continuous function
h : [0,∞) → R is bounded on [0, a] for all a ≥ 0, we have h ∈ ⋂

a>0 L1([0, a], ν). As the
integrability of h(·) can thus be easily verified, it will not be given further mention.

Lemma 4.4. Let t : [0,∞) → [0,∞) be a strictly increasing and locally absolutely continuous
function on [0,∞). If h(·) is absolutely continuous on [0, a] for some a > 0 with a.e. derivative
h′(·), then with Axh as in (4.2),

(Axh)′ = t ′(x)

t2(x)

∫ x

0
h′(u)t (u) du a.e. on x ∈ (0, a]. (4.12)

If there exists some ρ ∈ [0,∞) such that

ess sup
x>0

I (x) ≤ ρ where I (x) = t ′(x)

t2(x)

∫ x

0
t (u) du, (4.13)

then Axh ∈ Lipαρ on [0,∞) whenever h ∈ Lipα for some α ≥ 0.

Remark 4.1. If θ > 0 and t (·) is given by t (·) = sθ (·) for s(·) concave and continuous at zero,
then ‖I‖∞ ≤ θ/(θ + 1) by Theorem 3.7. Hence, ρ ∈ [0,1) always exists for such choices of t (·).

Lemmas 4.5, 4.6 and Theorem 4.7 generalize Lemmas 3.5, 3.6 and Theorem 3.1 in [19] for
the generalized Dickman; their proofs follow closely those in [19] and hence are omitted.

Lemma 4.5. Let θ > 0 and s(·) satisfy Condition 3.1. Moreover assume that μ = E[Dθ,s] exists.
Then with Lipα,0 as in (4.11), for any α > 0,

suph∈Lipα,0

∣∣h(0)
∣∣ = αμ. (4.14)

To define iterates of the averaging operator on a function h(·), let A0
x+1h = h(x) and

An
x+1 = Ax+1

(
An−1

•+1

)
for n ≥ 1,
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and for a class of functions H let

An
x+1(H) = {

An
x+1h : h ∈H

}
for n ≥ 0.

Lemma 4.6. Let s(·) satisfy Condition 3.1 and be locally absolutely continuous on [0,∞). If
there exists ρ ∈ [0,∞) such that (4.13) holds, then for all θ > 0, α ≥ 0 and n ≥ 0,

An
x+1(Lipα,0) ⊂ Lipαρn,0 .

In the following, by replacing h(x) by h(x) − E[h(Dθ,s)], when handling the Stein equations
(4.9) and (4.10), without loss of generality we may assume that E[h(Dθ,s)] = 0.

For a given function h ∈ Lipα,0 for some α ≥ 0, let

h(�k)(x) = Ak
x+1h for k ≥ 0, g(x) =

∑
k≥0

h(�k)(x) and

(4.15)

gn(x) =
n∑

k=0

h(�k)(x).

Also recall definition (1.22) that for any a ≥ 0 and function f (·), ‖f ‖[0,a] = supx∈[0,a] |f (x)|.

Theorem 4.7. Let s(·) satisfy Condition 3.1 and be locally absolutely continuous on [0,∞).
Further assume that μ = E[Dθ,s] exists. If there exists ρ ∈ [0,1) such that (4.13) holds, then for
all a ≥ 0 and h ∈ Lip1,0 we have

∥∥h(�k)
∥∥[0,a] ≤ (μ + a)ρk, (4.16)

gn ∈ Lip(1−ρn+1)/(1−ρ) and g(·) given by (4.15) is a Lip1/(1−ρ) solution to (4.10).

Proof of Theorem 3.4. The proof follows by arguing as in the proof of Theorem 1.3 of [19],
with the final claim obtained by applying Theorem 3.7 to s(x) = x; we omit the details. �

In the remainder of this section, we specialize to the case of the generalized Dickman distri-
bution where for some θ > 0 we have t (x) = xθ , dν/dv = θvθ−1 and the Stein equation (4.9)
becomes

(x/θ)f ′(x) + f (x) − f (x + 1) = h(x) − E
[
h(Dθ)

]
. (4.17)

Note that the function s(x) = x trivially satisfies Condition 3.1. For notational simplicity, in what
follows, let ρi = θ/(θ + i) for i ∈ {1,2}.

Lemma 4.8. For non-negative α and β , let Hα,β be as in (1.10). For every θ > 0, if h ∈ Hα,β

then Axh ∈ C2[(0,∞)] and both Axh and Ax+1h are elements of Hαρ1,βρ2 .
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Proof. Take h ∈ Hα,β . Since h ∈ Lipα , by Lemmas 4.6 and 4.4, h(·) is ν-integrable on any
interval of the form [0, a] for all a > 0, Axh ∈ Lipαρ1

and

(Axh)′ = θ

xθ+1

∫ x

0
h′(v)vθ dv for x > 0.

Taking another derivative, we obtain

(Axh)′′ = θ

xθ+1

[
h′(x)xθ − θ + 1

x

∫ x

0
h′(v)vθ dv

]
for x > 0.

As h′ ∈ Lipβ , the function Axh is twice continuously differentiable on (0,∞) proving the first
claim. Since

xθ = θ + 1

x

∫ x

0
vθ dv

we have

(Axh)′′ = θ(θ + 1)

xθ+2

[∫ x

0

(
h′(x) − h′(v)

)
vθ dv

]
.

Taking absolute value and using that h′ ∈ Lipβ now yields

∣∣(Axh)′′
∣∣ ≤ θ(θ + 1)

xθ+2

[∫ x

0

∣∣h′(x) − h′(v)
∣∣vθ dv

]

≤ βθ(θ + 1)

xθ+2

[∫ x

0
(x − v)vθ dv

]
= βθ(θ + 1)

xθ+2

xθ+2

(θ + 1)(θ + 2)
= βθ

θ + 2
= βρ2.

Since both Axh and (Axh)′ are continuous at 0 and belong in C1[(0,∞)], we obtain Axh ∈
Hαρ1,βρ2 . The final claim is a consequence of the fact that Ax+1h is a left shift of Axh. �

Theorem 4.9. For every θ > 0 and h ∈ H1,1, there exists a solution f ∈ Hθ,θ/2 to (4.17) with
‖f ′‖(0,∞) ≤ θ and ‖f ′′‖(0,∞) ≤ θ/2.

Proof. Take h ∈ H1,1. By replacing h(·) by h − E[h(Dθ)] we may assume E[h(Dθ)] = 0.
Clearly s(x) = x satisfies Condition 3.1 and E[Dθ ] = θ (see, e.g., [15]). Also, by Theorem 3.4,
ρ = ρ1 satisfies (4.13). For h ∈ Lip1,0, Theorem 4.7 shows that g(·) given by (4.15) is a
Lip1/(1−ρ1)

solution to (4.10). Since g(·) is Lipschitz, we have g ∈ ⋂
a>0 L1([0, a], ν) and hence

f (x) = Axg is a solution to (4.17) by the equivalence of (4.9) and (4.10). Now for a > 0, for any
function h ∈ L1([0, a], ν),

‖A•h‖[0,a] = sup
x∈[0,a]

|Axh| ≤ sup
x∈[0,a]

1

xθ

∫ x

0

∣∣h(v)
∣∣θvθ−1 dv ≤ ‖h‖[0,a]. (4.18)
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Let

gn(x) =
n∑

k=0

h(�k)(x) and fn(x) = Axgn.

Since gn ∈ Lip(1−ρn+1)/(1−ρ) by Theorem 4.7, it is ν-integrable over [0, a]. Now using (4.18),
the triangle inequality and (4.16) of Theorem 4.7, noting E[Dθ ] = θ , we have

‖f − fn‖[0,a] = ‖A•g − A•gn‖[0,a] ≤ ‖g − gn‖[0,a]

≤ sup
x∈[0,a]

∑
k≥n+1

∥∥h(�k)
∥∥[0,a] ≤ (θ + a)

∑
k≥n+1

ρk
1 = (θ + a)

ρn+1
1

1 − ρ1
.

Letting n → ∞, we obtain f (x) = ∑
n≥0 Axh

(�n). Lemma 4.8 and induction imply that
Axh

(�n) ∈ C2[(0,∞)] and Axh
(�n) ∈H

ρn+1
1 ,ρn+1

2
for all n ≥ 0, and hence

∥∥(
Axh

(�n)
)′∥∥

(0,∞)
≤ ρn+1

1 and
∥∥(

Axh
(�n)

)′′∥∥
(0,∞)

≤ ρn+1
2 . (4.19)

Thus, for any a > 0, on the interval (0, a], f ′
n(x) = ∑n

k=0(Axh
(�k))′ and f ′′

n (x) =∑n
k=0(Axh

(�k))′′ converge uniformly to the corresponding infinite sums respectively, noting that
by (4.19), the infinite sums are absolutely summable. Thus we obtain (see, e.g., Theorem 7.17 in
[33])

f ′(x) = lim
n→∞f ′

n(x) and f ′′(x) = lim
n→∞f ′′

n (x) for all x ∈ [0, a].

Hence, again using (4.19), with ‖ · ‖(0,∞) the supremum norm defined as in (1.22),

∥∥f ′∥∥
(0,∞)

≤
∑
n≥0

ρn+1
1 = ρ1

1 − ρ1
= θ and

∥∥f ′′∥∥
(0,∞)

≤
∑
n≥0

ρn+1
2 = ρ2

1 − ρ2
= θ

2
.

Finally, since f (·) and f ′(·) are differentiable everywhere on (0,∞) with bounded derivative,
they are absolutely continuous on (0,∞). Also both f (·) and f ′(·) are continuous at 0 since
by definition, f (0) = A0g = g(0) = limx↓0 f (x) and f ′(0) = limx↓0 f ′(x). Now noting that if a
function is absolutely continuous on (0,∞) with bounded derivative and continuous at 0, then it
is Lipschitz, we obtain that f ∈Hθ,θ/2. �

Remark 4.2. The reasoning in the proof of Theorem 4.9 holds in greater generality in t (·), and
only specifically depends on the form t (x) = xθ when invoking Lemma 4.8.

Remark 4.3. In contrast to the bound ‖f ′′‖∞ ≤ 2‖h′‖∞ (see, e.g., (2.12) of [14]) for the solution
of Stein equation in the normal case, one cannot uniformly bound the second derivatives of the
solutions f (·) of (4.17) in Theorem 4.9 assuming only a Lipschitz condition on the test functions
h(·) in a class H; see [12] for details.
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Remark 4.4. Shortly after a draft of this manuscript was posted, as a special case of their work
on infinitely divisible laws, Arras and Houdré proved smoothness bounds in [1] for a solution to
the standard Dickman Stein equation of the form

xt (x) −
∫ 1

0
t (x + u)du = h(x) − Eh(D); (4.20)

this equation corresponds to (4.17) upon identifying t (·) and f ′(·). Lemma 5.2 in [1] shows that
when h(·) is in the class H = {h : ‖h‖∞ ≤ 1,‖h′‖∞ ≤ 1, h′(·) is continuous} then there exists a
solution t (·) to (4.20) with ‖t ′‖∞ ≤ 1. The proof of Theorem 2.1 requires a uniform bound on
f ′(·) over (0,∞) to control the coefficient of |μ − 1| in (2.6). As no such bound is provided
in [1], in the case μ = 1 one can argue as for Theorem 2.1 to produce a version of it for the
metric induced by H. As neither class H nor H1,1 in (1.10) contains the other, the first class
requiring the test functions to be uniformly bounded, and the second requiring their derivatives
to be Lipschitz, the resulting metrics they induce are incomparable.
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Supplementary Material

Supplement to: Dickman approximation in simulation, summations and perpetuities (DOI:
10.3150/18-BEJ1070SUPP; .pdf). This self contained article (also available at https://arxiv.org/
abs/1706.08192) gives detailed proofs of results that were required, but not provided, in the
current manuscript.
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