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ON DETERMINING THE POINTS OF THE SECOND
COEFFICIENT BODY (a,, as;, a,) FOR BOUNDED
REAL UNIVALENT FUNCTIONS
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1. Introduction

In studying classes of univalent functions attempts to determine the com-
plete range of the coefficients have been of primary importance. This, again,
has been connected with efforts to extremalize singular coefficients. As is well
known, in the general class S of normalized univalent functions f,

f(@)=z+az+--, lz] <1,

this trend is not relevant any more. In the class S(b) of bounded univalent
functions f,

f(@=blz+az>+--), 1z21<1, | f(2)|<1; 0<b<1,

maximizing the coefficients a,=b,/b is essentially open from n=4 upwards.
Moreover, the complicated structure of the coefficient bodies (as, a,) and (a,,
as, a,) suggests the evident fact that the coefficient body problem itself is a
very difficult one and can not give much help in maximizing singular a,-
coefficients in general. Thus, the problem of determining the first coefficient
bodies must be interpreted as a central problem itself without any special
trends for further applications.

The first characterizations for coefficient bodies in S(b) are obtained by aid
of the variational method. For (a,, a,) this is done by Charzynski and Janowski
[1]. The results, however, remain in implicit form yielding information mainly
of the general type of the extremal functions. The next body (a., as, a,) is
closely related with studies concerning a, in the class of real bounded univalent
functions Sg(b)CS(), a,R [6]. In [6] the types of the extremal functions
are classified by aid of the symbol «: 8. Here a denotes the amount of starting
points and B that of the endpoints of the slit system for the extremal image
fU); U: |z|<1l. However, also in this case the results only classify the ex-
tremal cases.

The turning point in obtaining explicit results for bodies is the work done
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together with Kortram by using Grunsky type inequalities. The idea of this
was first applied for (a;, a,) in S(b) [4] and was tested successfully for the
second coefficient body in Sg(b) yielding first algebraic parts of it [5]. However,
in both cases the results remained partial and their completion needed much
additional work and above all improving the inequalities available. This was
achieved by using so called Lowner-identities invented by Haario and Jokinen.
The results of their works are described in the compendiums [7] and [8].
Especially the missing algebraic part of (a.,, a@;, a,) in Sg(b) was found by
Jokinen by deriving a sharp inequality by aid of a proper L6wner expression [3].

Until now a great difficulty has been encountered when trying to process
elliptic parts of the body (a., as, a;). This was first discussed in [6] but, as
mentioned above, without final success. In the present paper this part will
finally be completed by combining the result of Schiffer’s differential equation
to the working idea of G. Goodman [2]. According to it extremal Lowner-
expressions remain constant in the Lowner parameter u=e ‘(t]0, c[). Apply
this to the left side of Schiffer’s equation for obtaining, in the extremal case,
the elliptic specifications 7'(x) and R(u), to be defined later on. Thus, the
finding of the elliptic cases will be based on the fact that they are solutions
of Schiffer’s equation and best presented in the characterizing function x(u) of
Lowner. Solving this & appears to be possible by aid of the constancy idea
mentioned.

Observe that in this final stage we have to get along without the con-
venience of sharp inequality which in all the former cases was at our disposal.
This implies that we loose the direction of estimation and do not know if the
extremal points belong to the upper or lower part of the surface of the body.
As will be observed in Section 5 this, however, has no essential meaning be-
cause these parts are easily converted with each other. The main problem
will be finding the proper technique of handling the elliptic integrals involved.
It appears that for developing this technique the method left, characterizing
extremal function by aid of differential equation, offers all the information to
be needed.

2. The algebraic parts

For the sake of completeness, let us repeat here the results concerning the
algebraic parts of the coefficient body (a., as, a;). The results are those col-
lected in [7] and [8].

In [8], p. 149, there is a map in the a,as;-plane where different boundary
function types are listed. On pp. 150-154 the curves on which these types are
interchanged are given in explicit form.

The first algebraic part with the extremal domains of the types 3: 3 and
1: 3 was first determined by using the Grunsky-type condition. The result is
in [7], p. 285 and the curve separating these two parts is given in equation (9),
p. 276 of [7]. This result was later refined and extended by estimating a
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properly chosen Léwner expression, a Lowner-identity, discussed in [8] pp. 122-
136. The main advancement was reached by finding the exact form for ex-
tremal k=«(u). The result is in Theorem 1, p. 133 of [8] where the points
of the upper surface of the coefficient body, connected with 3: 3- and 1: 3-
functions are determined by aid of two parameters ¢ and A:

a2=2(0'—b)—%(1—0)+—§—(1—31)(1—1V?),

as=a§+1—b2—2(02—b2)——3—(1—02)—%(1—32)(1—«/&“)

(1) | e a-spa-e),
1 2 1 3
a4=2azas—Iga§+§(l—b3)——z—baé—z(ag——za%-l—bag);
i_i 3/2 }_ §_ 3/2
b<o<l, 3 30 §2§3+30 .

The range of ¢ and 4 is given in Figure 32, p. 130 of [8]. The dividing
parabola between the types 3: 3 and 1: 3, mentioned above, has the equation

(2) as=%a§—(l+3b)a2+6b(l-—b).

This together with the above expressions of a, and a; determine the connection
of ¢ and A on this dividing line. That connection, however, is quite com-
plicated and will not be discussed here.

The idea of determining the extremal x(u) was successfully used by Jokinen
in finding the second algebraic part of the body, where the extremal functions
are of the type 2: 3 [3]. The results are described in [8], pp. 144-155. The
points of the surface of the coefficient body with boundary functions 2: 3 are
again expressable in two parameters ¢, and g,:

2 8
=== —2b-|—4a'1——40'2+—3 a3’?,
7 32 16
(3) / 03_—a%+§+b2—§0‘3/2+§0‘3,

a,=2a,a;—a3i+b*a,+2(as—ai+1—b*)— %(aa—aé-i—l—-bz)’”;

b<e,=<0,<1.

In [8], pp. 149-154, the boundary arcs of the algebraic parts of the body
are given in explicit form. This is due to the fact that the concrete expres-
sions of the exremal x(u) are available. Next, when turning to the remaining
elliptic cases we will keep this in mind and will try, again, to find information
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about £(u) yielding the elliptic boundary functions. Clearly, x(x) can not be
expressed in explicit form, and we have to confine ourselves to the determin-
ing of certain elliptic differential equations.

3. The elliptic boundary functions 2: 2

As mentioned in Section 1, the necessary condition for the boundary func-
tion is derived in [1] and is of the type of Schiffer’s differential equation, an
example of which is e.g. that in [7], p. 142, belonging to maximal a,>0 in
S(b). Because we are dealing with the type 2: 2 we can factorize the equation
according to the structure of the slit-system [6]:

f/ 2 b4 2 2 2 — b 2 2/ 52

(4) (27—) =TI =R D=5 (@~ 2+ D~ Pzt 1)
z,=¢*

fo=e'®

fo-_—e—“
§o=e—'¢

f z
Figure 1.
Here is

R=r+1/r, T=2cos@; P=p+1/p, t=2c0s¢,

with the four parameters r, p=]0, 1] and @, ¢<[0, 2x[ (Figure 1).

Suppose now that f&Sg(b) is a solution of Lowner’s differential equation
[7], p. 27 and 68. Denote u=e tc[b, 1], k=x(u) and f=f(u). The solution
sought will be f=f(b). Write (4) for b=u in the integrated form; the upper
limit f=f(u):

2__ 2__ 1/2 2 (72— 2__ 1/2
(5) Sfu:i/z 9] Tf+l)(£z Rf+1) df:S (z rz%-l)(i'/2 Pz
1 f 1 z

According to Goodman’s principle the left side is constant for ue([b, 1]

and hence the extremal x(u) satisfies the necessary condition

LSI e LT D= Rf 1)
1 f5/2

df=0.

du
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Ay s L =TSV =RIHD 0

Vil ou
-Tf+1)(f*—Rf+1
+gfaiu"' (f f+f2§2f F+D 4.
According to (11), p. 68 of [7]
of _ . S=F
ou 1-Tf+f?

and hence

A(u)zuslz(f—fs)&lﬁ_{;j'_lﬁ
+Sfu—£7u/ <f2—Tf+1>J§£z—Rf+1>w J
[/ 2RI
1 af fs/z

0 4 (*=Tf+D(*—Rf+DV?
rulys X |as=o.

This condition is now processed as follows:

w0 LoD —RIADY 6 (FP=TfHD( =R+
af fa/z au fs/z

WD N = R T = R
Performing the differentiations yields:
WA+ =RV L2-(f— T+ T —R)TA(1— )]
=ultf =T (f+ =R\ +1/2:(f+ ' =TXf+f—=R)"*(—R’)]
+8/2-u [+ f =TS+ S =R

FH S+ =R/ 2-(f— f(f A+ f71— R) ™V
=—uT'(f+ [ =R —1/2-uR (f+ = T)f+ [ —R)"1/*
+3/2-(F+f =T f +f =R

Rewrite this by using the abbreviation
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x=f+/"
x(x—R)'*41/2-(x*—4)(x—R)™*
=—uT'(x—R)"*—1/2-uR'(x—T)x—R)"/*43/2-(x—T)(x— R)"*

=
(—1/2-x43/2-T+uT’Yx—R)=2+1/2-uR’'T—1/2-uR’'x—1/2- x*
=
—3/2-RT—uT’'R+1/2-R+3/2-T4+uT’)x—1/2- x*
=2+4+1/2-uR'T—1/2-uR'x—1/2- x*
=
{ —3/2-RT—uT’R=2+1/2-uR’'T,
1/2-R+3/2-T+uT’'=—1/2-uR’,
i.e.
(6) { 44 uR'T+2uT’R+3RT =0,
R+uR' +3T+2uT’=0.

This is a system of differential equations for R and T which is simplified to
the form

,_ 3T*—2RT—4
(7) S =
o AR

This system must be integrated by starting from the initial values T=T(b),
R=R(b) and yielding the solution z=T(1), P=R(l). Clearly, in this way the
original condition (5) is satisfied by the &(u) found. The existence of the ex-
tremal function 2: 2 as a solution of (5) thus guarantes that the x(u) found
determines the elliptic solution sought.

The coefficients needed to fix the boundary points of the body (a., as, a.)
are obtained from the formulae (15), p. 70, of [7]. If x(u)=e"*’, we denote

c¢=cosJ(u). Hence T=2¢. For brevity, shorten the integral-notation:S;du:g.
Thus
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—az=2Sc=ST,

a3=4<gc)2—2Su(202—1)=(ST>2——Su(T2——2),

—a4=8(gc)s-8gc : S u(262——1)——4gu(2c2—1)gi cdu1+25u2(4cs—30)

=({r) —2fr-fur—2-fur -2 Tdu+{uwT—37).

From the latter equation (6) we obtain

(WR+2uTy=—T; S‘T =/’u(2uT+uR).
Hence
a:=/ @T+Ryu.
For a; we had above the formula
as—aéz—gu(Tz—Z).

The right side can be integrated by using the following identity :

[uX(T?+2TR+3)) =2u(T+R)T'+2u* TR’ +2u(T*+2T R +3)

. 3T*—2RT—4 4—R? .
=u(T+R) T +2uT BT +2u(T?*+2TR+3)
_ T°—RT°-2T+2R _ .,

=u T =—u(T?—-2)

Go—ai= :uZ(T2+2TR+3)
Finally, for a, there follows

——a,:—-a§+2a2(a§—as)+gu(T2—2) / :(ZuT+ uR)+Su2(T3—3T)

=03-20,0,— 2+ PY@s—a)+ | [w@—T)@T +R)+uX(T*—3T)]

a,,:—a§+2a2as+(2‘r+P)(as—a§)+Su2(T3+T2R—2R—T)

=—a§+2azas+(2‘r+P)(as—a%)——Suz(—T"’—TzR)—l/Z- SZuZ(ZR—i-T).
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In order to perform the integrations left two identities are to be considered.

[u(T*R+4T+2R)) =3u*(T*R+4T+2R)+ v’ QT R+4H)T' +u*(T*+2)R’

(TR+2BT*—2RT—4) (T2+2)(4—R2)]
R-T R—T

:u2[3T2R+12T+6R+

JAR*—2RT—2T*

=yt
R—T

[U(T+ R*T)) =3u¥(T*+ R*T)+ u* 3T+ R)T' + u2RT R’

3T*—2RT—4 4—R*
3 2 . 2 2 I
—-[37 +3R*T+1/2-(3T*+R?) R_T +2R1 I T]

=u*(—3/2-T*=3/2-RT*+6T—2R).

=2u*2R+T);

For brevity, write temporarily /}=/;
3/25u2(—T3—RT2) +Su2(6T—2R)=/u3(T3+R2T)
—
Suz(—Ts—RTz)=2/3-/us(T3+RZT)+S[2/3'u2(2R+T)+7/6~(—4u2T>]

:2/3'/u3(T3+R2T)—I—1/3‘/u3(TzR+4T+2R)+7/6 ~S—4u2T.
The last integral is obtained from
(WT*RY =3uwT*R+u*2T'TR+u’T*R’
=3uT*R+u*TQ2uT'R+uTR’)
=3u*T*R—4uw*T—-3u*RT*=—4u’T

Su"(—Ta—RTz):l/S -/u3[2T3+2R2T+T2R+4T—|—2R]+7/6 ./uSTzR
=1/6- / WAT*+9T*R+4R*T +8T +4R].

Thus we have the expression for Suz(—T3—T2R)-l—1/2~82u2(2R+T) needed for

determining a,. Let us collect the integrated expressions of the coefficients.
Remember that in the substitutions involved we denote

T=T®), R=R(b) and T()=1, R1)=P;
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1
azz/bu(2T+R),
1
®) a3:a§+/bu2(T2+2TR+3),

a4=2a,a;— a3+ (274 P)as— a%)——%/:us(ZTﬂ—GTZR+2R2T+10T+5R) .

The two parameters available are T&[—2, 2] and Re[—2, —oo[. By
integrating the system (7) (numerically) with given initial values 7 and R the
corresponding values 7 and P are determined and hence the point (8) of the
elliptic part 2: 2 of the cofficient body.

When taking R=-—2 and letting T cover the interval [—2, 2] we are deal-
ing with the limit case called the curve 2’ in Figure 38, p. 149 of [8]. This
case can be used as a test of the sharpness of the numerical integration ot (7).
Observe, that in this special case (7) can also be integrated in exact form be-
cause on 2/, obviously, R(u)=—2. Thus

dT 3T*+4T-—4
2u—=

du_  —2—T
_—
du _ T+2_ _ ) dT
7‘”2§T+2>(T—2/3>dT' 2/3 T—2/3
=

T=2/342lu"®".
Hence 7=2/3+2k and P=-—2 and we obtain from (8)

{ ay=—2/3-(1—b)+4l(1—b"112),
as=ai+7/9-(1—b*)—16/3-1(1—bY%)+41*(1—b71).

The notation [=(1—31)/6 yields the formulae of 2’ on p. 152 of [8].

When fixing —R sufficiently large and letting T cover the interval [—2, 2]
the upper boundary arc of the body emerges. In Figure 38, p. 149 of [8] the
projection is visible without any name. According to pp. 226-227 of [7] we
can find out the exact coordinates of this curve on which the boundary func-
tions are of the algebraic type 2:2;

la,|=2b|Inb],
as=1—b*+(1+1/Inb)ai,
&) a4=2a2a3—a§—b2az+%(as—a§/2)
1—b?
:(2—3b2+ — )az—f—(l—}—l/ln b)(1-+2/1n b)al .
v
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Because a, and a; in the present case belong to the uniquely determined
extremal function of the first body (as, a,) the same uniqueness remains to hold
for the boundary function of the body (a,, a,, a,).
shrinks to the curve (9) in the present case.

Hence, the part of the body

Table 1.
“ T R | a, as a,
2 | —2 | —o0782 | 1280 | —1.082
2 | —4 —0746 | 1265 | —1.034
2 | -8 | —0.693  1.232 | —0.967
C 2 | —16 | —0.628 | 1.195 | —0.892
L2 | —32 | —0565 | 1163 | —0.825
L2 —64 | —0519 1140 | —0.778
S 2 128 —0.490 | 1126 | —0.755
2 | —256| —0.474 1119 | —0.757
|2 | —512| —0464 1114 | —0.824
b=0.1, T=2

There are two more boundary curves worth considering; those on which
the elliptic types 2:2 and 1:2 unite.

The left border line is obtained for

T=2, Re]—oco, —2] and the right one for T=—2, Re]—o, —2]. Unfortu-

nately, the functions R(u) and 7T(u) are more complicated on these border

lines as was the case on 2’.

given in the above Table 1.

Table 2.
TR | a4 | a | o

2 | —2 | —0509 1.063 | —0.576
2 | —4 | 0441 103 0480
2 -8  —035 1006 0357
2 | 16 0233 0992 = —0.231
2 | —32 0136 | 0989 | —0.129 |
2 | —64 \ —0.071 | 0.990 | —0.066
2 | —128| —0.035 | 0990 | —0.032
2 —256| —0.016 | 0.99 | —0.012
2 —512| —0.004 | 0.990 |  0.002

b=0.1, T=0

Therefore we must confine ourselves on examples



92 OLLI JOKINEN AND OLLI TAMMI

The boundary arcs mentioned above define a quadrilateral inside of which
one can determine elliptic points of proper 2:2-types. For example, by fixing
Te[—2,2] and letting R cover the interval ]—oo, —27 one obtains a curve
located in the quadrilateral, e.g. that of Table 2.

In order to understand the above choices of 7" and R observe that all the
elliptic cases 2:2 emerge when T€[—2, 2] and Re]—oo, —2] or €[2, +ool.
The cases R>0 and R<0 are obtained from each other by rotation (cf. Section
5). Comparison of the corresponding a,-values shows that the former yields
points on the lower part and the latter those on the upper part of the surface
of the coefficient body.

4. The elliptic boundary functions 1:2

Above we have discussed the algebraic parts of the coefficient body and
considered also the transition curves on which the extremal type degenerates
and is then transformed to another type. Thus, e.g. on the curve 2, Figure
38, p. 149 of [8], there holds the limit case of 2:2 with the degenerated fork
on the right side of the image f(U) and a radial slit on the left side of it. It
is not difficult to check that the proper extremal type 2:3 holding in II (cf.
Figure 38) is obtained by superimposing the above-mentioned mapping with the
right radial-slit mapping. This very idea can be utilized when constructing
the remaining elliptic mappings of the type 1:2.

10) ( ; 9
’ 7 l (12)
f f
Figure 2.

Consider the schematic presentation of the mappings to be applied (Figure
2). The connection f=f(z) defines a degenerated right(-hand) elliptic mapping
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1:2, f=f(z) is the proper elliptic mapping 1:2 sought and Ff—f is a right

(-hand) radial-slit mapping. By using a parameter a<[b, 1] we write the fol-
lowing connections (cf. (4) for T=2 and (6)):

0 (L T2 R et P,

(11) b%z?fgqfﬂ—zxf+fﬂ—Rxf+fﬂ—8r=@+a*—wﬁ@+z*—zx

(12) L= re; f=KAD.

In (11) S=s+s7! and Y=0¢+¢"'. These numbers characterize the singularities
of the mapping f=/(z) in the same sence as R and P before (Figure 3).

Figure 3.

By aid of (12) compare the left sides of (10) and (11). Introduce the abbre-
viations
x=f+f71, F=f470
Thus

3 fl 2 -1 -1 -1__ — h3 ﬂ 2 — J— —
0(2%) U+ =2+ =R+ =8)=b() (1= Dx—R)x—S).
From (12) there follows

(13) §<x+m:x+2;x=%<%+m—2.

Differentiate (12) and utilize (13):

La-sop=a-7up
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L f‘) =(F— f!)f

—_
oy =w-o(5)
-
N a® (B42)(F—2)(f ¥—2/7"\:
(f'f) Zﬁ (j::zxi 2)( ) %ﬁ(?)
Hence

bs(z§)2<x—2)<x—1e><x—s>=b3(zf;') 4 F—Dx—R)(x—S)
=b'(z ’3) = (- [ (F+2)—2— R][—Z—(}?—I—Z)—Z-—S]

=as(zf-}f) (f—2)[%+2—(2+R)%][£+2—(2+S)%] .

Require here that
{ R=—2+@2+R)-b/a,

2=—2+(2+S)-b/a;

_2+S
== b
(1D 24+R
R=tgrs—2.
The limits for a are b<a<1 which implies for S:
s<s<X 9.

Because R<—2 we have for R similarly
R=-2.

The connection (14) guarantees the transformation sought :

3 Iy -1 -1 -1 _aflz” -1 20 Fy F-1
0 () U+ =D+ =R+ [ 9)=a (%) =2+ =R

Thus by starting from the two characterizing parameters R and S we deter-
mine a and R from (14). The solution of (10) yields r=T7Y(1) and P=R(1)=2
and thus f(z). The solution f of (11), which was to be determined, is finally
(cf. (12))

=K. (f(z)).
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In order to find the coefficients a, of f(z)=b(z+ a,z*+ ---) consider the right
radial-slit mapping f(z)=K,(z)=k(z+ay(k)z*+ ---) defined by

R(f+f 1 42)=z+z"142.

For the coefficients of K.(z) we have

—ay(k)=2-2k,
(15) ay(k)=3—8k+5k%,

—ayk)=4—20k+430k>—14F".
The connection (12) implies

=K (P=k(F+aO)f*+ ); k=b/a.
[n this substitute, according to (10),
F@)=a(z+ @22+ ).

Comparing the coefficients we obtain finally :
ay=d,+a-axk),

as=as+a-ay(k)-2d,+a’ as(k),

(16) ay=as+a-a(k)2as+a3)+a®- ax(k)-3d,+a®-ak);
248, b 4
T4 7 T a7 248

a,(k) from (15).

7 7 1(19)
f f

Figure 4.
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There remains the left elliptic mapping 1:2 for which the previous proce-
dure is to be repeated according to Figure 4 and the formulae (17)-(19):

2

(a7 a(z’—;;) FHF 42+ F = R)=(z 427 =)z 42— P),

I B i LGar )

b - "
19) —a—(f+f“—2)=f+f"1-2; f=Ku«(f).
Again, S=s+4s7! and R=0+0¢"! characterize the mapping sought, according to

the notations in Figure 5.
Repeat the above transformation ;

3 fl 2 -1 -3 -1 —h3 f’ 2 —_—
D(22) U+ DU+ =R+ =9=6(277 ) (4 2(x—R)x—S).
f z
Figure 5.
The formula (19) yields
20) %(x—2)=9”c—2; r=d 212
—
be . f/ 2_ s ]?"/ 2
s a( = o(])
e

f

<f’)2_a2 (34+2)(%—2) f’)?_a 9~c+2(f’)2

Th (x+2)(x—2\F/ T b x+2\F
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b (z?)z(x—l—Z)(x—R)(x-—S):b“ (z%)z%(f +2)(x—R)(x—S)
—p (z}-;)z%(%-%Z)[%(f—Z)—i—Z-R][%(%—ZH-Z—S]

B N L | DTN )
—a (zf>(x+2)[x 242 R)a][x 242 s>a].
For the parameters put
{ —R=—242—R)-b/a,
2=—242—S)-b/a;

¢29)

The limits of ¢ and R are b<a<l, R<—2 which imply for S and R:

4
—_——< .
[ 2 <S<-2,

R<S=z-2.
Thus, according to (21),

of SV -1 -1 -1 —qa8 ;,2"‘ -1 2 £ F-1
0(#%) G+ I+ 2+ RS+ f —S)=a¥zz) FHi 2+ =R

As before, given R and S determine the numbers ¢ and R and further r=
T(1), P=R(1)=2 yield f(z) from (16). The solution f of (18) is
f@=K(f@)).

This gives the coefficients a, of f(z)=b(z+a,2z?+ ---). For the left radial-slit
mapping f(z)=K;(z) we have

B(f+f1—2)=z+2"1—2
ay(k)=2—2F ,

(22) as(k)=3—8k+5k?,
a(k)=4—20k+30k2—14k"

-

From (19) there follows now
f=K(H=k(F+a(k)f*+ ); k=b/a.

The previous calculations can be repeated and they give the formulae (16) with
a,(k) from (22):
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ngdz+a N az(k);
A3=as+a-ay(k)-2@,+a*- as(k),

(23) a,=d+a-a(k)2as+ai)+a® -as(k)-3a:.+a* ayk);
a=27%, w=t= 2t
2—S"’
a,(k) from (22).

On pp. 9 and 10 the limit cases of 2:2 were discussed. Consider the pro-
jection of the body schematically given in Figure 38, p. 149 of [8]. The curves
1 and 3’ in it yield the lower boundary arcs for 1:2-mappings. The latter is
obtained when putting R=—2. The former requires S=R and thus does not

emerge without preliminary limit processes in our formulae.

The upper boundary arcs of 1:2-regions are continuations of the curve
defined in (9). These are related with the formulae (20) and (21), p. 234 of [7]
and with those on p. 10 of [4]. The coordinates involved appear to be the

following :
+a,=20Ine—2(c—b); b<a<l; 2b|Inb|<|a,| <2(1—b),

(24) ay=1-2bo+(a—b)*+(a—|a;:|)?,
+a,=2a,a;—ai+b%*a,4+2(6—0%)+206%a,(6)+0ax(0)?; a(6)=2¢ Ing.
The signs + yield the left boundary arc and the signs — the right one.

\‘\ \ \\ \\\\\\\

. \\“
\\\\ \ x \ “ \ \\ \\\\

\\\\\\\x\‘\\\\

~

-
S
= N
»&\ .-
N !

NS

X

S

Figure 6.



BOUNDED REAL UNIVALENT FUNCTIONS 99

5. The image of the coefficient body

The collection of the formulae, (1), (3), (8), (9), (16), (23) and (24) obtained,
determines the boundary points of the coefficient body (a,, a@s, a,). Those found
by using sharp inequalities can be connected, at (a,, as), with the highest or
lowest point in the direction of the a,-axis. Those found by using differential
equation may belong to any of these categories. The upper and lower sur-
faces, however, are closely connected with each other. This is seen by aid of
the rotation

T f(22)=b(z+ 10,2+ 72022+ TP, 4 ),

with z=-—1, which changes the signs of a, and a, simultanously, preserving
that of a; (cf. [7], pp. 285-286).

In Figure 6 there is a central projection of the upper surface of the co-
efficient body (a., as;, a,) for b=0.1 looked from a point a,=2, as=4, a,=6.
The regions connected with points for which the coefficient expressions have
denominators very close to zero are characterized by caps in the picture.

In the lower edge of the surface in Figure 6 there lies also the correspond-
ing elliptic strip. The net on the compartement 2:2 is obtained by aid of
lines on which T=constant €]—2, 2[. On the left 1:2-triangle the net is
obtained by using the lines S=constant ]2, + oo[ and on the right 1: 2-triangle,
simimilarly, S=constant €]—o, —2[.

In Figure 7 there is finally a stereoscopic pair of the previous surface,
looked from different direction. The projection centers are (0, —4, 1) for the
right eye picture and (—0.1, —4, 1) for the left one. The 3-dimensional im-
pression is achieved either by readjusting the looking directions of eyes to
unite the black spots in Figure 7 or more easyly, by superimposing the two com-
ponents correspondingly by aid of some proper picture shifting devise.

Figure 7.
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