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#### Abstract

Popa proved that strongly amenable subfactors of type $\mathrm{III}_{1}$ with the same type II and type III principal graphs are completely classified by their standard invariants. In this paper, we present a different proof of this classification theorem based on Connes and Haagerup's arguments on the uniqueness of the injective factor of type $\mathrm{III}_{1}$.


## 1. Introduction.

One of main problems in subfactor theory, initiated by V. F. R. Jones ([18]), is classification of subfactors, and significant contribution to this problem has been made by S. Popa from an analytic viewpoint. The main theorem in [32] says that strongly amenable subfactors of type $\mathrm{I}_{1}$ possess the generating property, showing especially that such subfactors are completely classified by their standard invariants. Furthermore, in [31], [33], he considered notions of approximate innerness and central freeness for subfactors to obtain classification from a different viewpoint and indeed showed that strongly amenable subfactors with these two properties can be classified by the same invariant (see [31] for the type $\mathrm{II}_{1}$ case and [33] for the type III case).

The most important application of the main result in [33] is classification of strongly amenable subfactors of type $\mathrm{III}_{1}$. In fact, Popa proved the approximate innerness and central freeness for inclusions of approximately finite dimensional (AFD) type $\mathrm{III}_{1}$ subfactors with the identical type II and type III principal graphs. We remark that the assumption on the graphs here is automatic for subfactors of finite depth as was shown in [16] for example.

The main purpose of this paper is to present an alternative proof for the abovementioned classification result for subfactors of type $\mathrm{III}_{1}$ by a different approach (although Popa's classification of strongly amenable subfactors of type $\mathrm{II}_{1}$ in $[\mathbf{3 2}]$ also plays a crucial role in our arguments). Our approach is based on $[\mathbf{6}]$ and $[\mathbf{1 1}]$ instead, where the uniqueness of an injective factor of type $\mathrm{III}_{1}$ is shown. More precisely, in [6] A. Connes showed that an injective factor of type $\mathrm{III}_{1}$ with the trivial bicentralizer is necessarily isomorphic to the Araki-Woods factor of type $\mathrm{III}_{1}$. Then, in [11] U. Haagerup proved the triviality of the bicentralizer for every injective factor of type $\mathrm{III}_{1}$ (and hence the desired uniqueness). Roughly speaking, this property means the existence of states with large centralizers. Also see [41], or [37, Chapter XVIII] for their theory.

[^0]To be able to employ the arguments in [6], [11] in the subfactor setting, we have to begin by formulating a "relative bicentralizer" and its triviality. In [33] as a crucial step Popa proved the existence of states with large centralizer for a certain class of subfactors of type $\mathrm{III}_{1}$. His method is similar to that in $[\mathbf{1 1}]$, and this result corresponds to the triviality of the relative bicentralizer in the current approach.

In [6], after reducing the uniqueness problem to the approximate innerness of modular automorphisms, Connes established the latter (under the triviality assumption of the bicentralizer). In our classification problem (for subfactors of type $\mathrm{III}_{1}$ ) it is also possible to reduce the problem to the approximate innerness (in the subfactor sense) of modular automorphisms (see the last part of $\S 3$ ).

The key fact for the proof for the above-mentioned approximate innerness in [6] is the equivalence between the semi-discreteness introduced by Effros and Lance ( $[8]$ ) and the injectivity ([5], see also [38]). Though a notion of semi-discreteness is missing in the subfactor setting, the Effros-Lance type characterization of amenability for subfactors of type $\mathrm{II}_{1}$ was worked out by Popa. His characterization is in terms of symmetric enveloping algebra ([35]) and was used to study various aspects of amenability and rigidity results for subfactors. What we need here is a similar characterization in the type $\mathrm{III}_{1}$ subfactor setting, and the so-called Longo-Rehren construction ([26]) as well as symmetric enveloping algebras will be used. These will be used to show the approximate innerness of modular automorphisms in the subfactor setting.

The paper is organized as follows: In $\S 2$ basic facts on classification results on subfactors and their automorphisms are collected. In $\S 3$ our classification problem (for subfactors of type $\mathrm{III}_{1}$ ) is reduced to that for torus actions on subfactors of type $\mathrm{III}_{\lambda}(0<$ $\lambda<1$ ). More precisely, we observe: what is really needed is the approximate innerness of modular automorphisms. In $\S 4$ we consider a relative version of the bicentralizer together with its fundamental properties. In $\S 5$ construction of symmetric enveloping algebras for type $\mathrm{III}_{1}$ subfactors is discussed, where the relationship to the Longo-Rehren construction has to be clarified. In $\S 6$ a (type $\mathrm{III}_{1}$ ) analogue of the Effros-Lance type characterization for strongly amenable subfactors is obtained in terms of symmetric enveloping algebras. In $\S 7$ the desired approximate innerness of modular automorphisms is established based on this characterization and hence the main result (Theorem 2.2) is proved.
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## 2. Preliminaries and notations.

Let $\mathscr{R}_{0}, \mathscr{R}_{\lambda}, \mathscr{R}_{\infty}$ be the injective factors of type $\mathrm{II}_{1}$, type $\mathrm{III}_{\lambda}(0<\lambda<1)$ and type $\mathrm{III}_{1}$ respectively. (However we remark that we never use the uniqueness of an injective factor of type $\mathrm{III}_{1}$ in our argument.) Our standard reference for general theory of von Neumann algebras is [37], for subfactor theory, $[\mathbf{9}]$ and $[\mathbf{2 2}]$, and for sector theory, $[\mathbf{1 5}]$ and [25].

### 2.1. Main theorem.

First we recall Popa's classification results on strongly amenable subfactors in [32], [31] and [33].

Let $\mathscr{N} \subset \mathscr{M}$ be an inclusion of factors with $[\mathscr{M}: \mathscr{N}]<\infty, \mathscr{E}_{0}$ the minimal conditional expectation for $\mathscr{N} \subset \mathscr{M}$, and $\mathscr{N} \subset \mathscr{M}\left(=: \mathscr{M}_{0}\right) \subset \mathscr{M}_{1} \subset \mathscr{M}_{2} \subset \cdots$ the Jones tower for $\mathscr{N} \subset \mathscr{M}$ with the $k$-th Jones projection $e_{k} \in \mathscr{M}_{k}$. (Throughout this paper, we only deal with minimal conditional expectations in the sense of [13], and inclusions of type II factors are always extremal in the sense of [32] by either assumptions or constructions.) By definition, the standard invariant for $\mathscr{N} \subset \mathscr{M}$ is the lattice of its relative commutants $\left\{\mathscr{M}_{i}^{\prime} \cap \mathscr{M}_{j}\right\}_{i \leq j}$.

Take a tunnel $\cdots \subset \mathscr{N}_{k} \subset \cdots \subset \mathscr{N}_{1}:=\mathscr{N} \subset \mathscr{M}$ for $\mathscr{N} \subset \mathscr{M}$. We define $\mathscr{N}^{\text {st }} \subset \mathscr{M}^{\text {st }}:=\bigvee_{k}\left(\mathscr{N}_{k}^{\prime} \cap \mathscr{N}\right) \subset \bigvee_{k}\left(\mathscr{N}_{k}^{\prime} \cap \mathscr{M}\right)$, and call it the model inclusion.

Popa introduced several properties related to amenability of subfactors. In this paper, we say the standard invariant of $\mathscr{N} \subset \mathscr{M}$ is amenable if its principal graph satisfies the Følner type condition in [31, Definition 3.1], ergodic if $\mathscr{N}^{\text {st }}$ and $\mathscr{M}^{\text {st }}$ are factors, and strongly amenable if it is amenable and ergodic.

Let $\mathscr{N} \subset \mathscr{M}$ be an inclusion of AFD factors of type $\mathrm{II}_{1}$ with a strongly amenable standard invariant. In [32], Popa showed that $\mathscr{N} \subset \mathscr{M}$ has the generating property, i.e, there exists a choice of a tunnel $\cdots \subset \mathscr{N}_{k} \subset \cdots \subset \mathscr{N}_{1}:=\mathscr{N} \subset \mathscr{M}$ such that $\mathscr{N}^{\text {st }} \subset \mathscr{M}^{\text {st }}=\mathscr{N} \subset \mathscr{M}$. Especially, this means that strongly amenable inclusions of AFD factors of type $\mathrm{II}_{1}$ can be classified by their standard invariants.

In [31] and [33], Popa gave another classification theorem as follows.
Theorem 2.1 ([31, Theorem 4.1], [33, Theorem 5.1]). Let $\mathscr{N} \subset \mathscr{M}$ be an approximately inner, centrally free, strongly amenable subfactor with $\mathscr{N} \cong \mathscr{N} \otimes \mathscr{R}_{0}$. Then $\mathscr{N} \subset \mathscr{M}$ is isomorphic to $\left(\mathscr{N}^{\text {st }} \subset \mathscr{M}^{\text {st }}\right) \otimes \mathscr{N}$.

When $\mathscr{N}$ and $\mathscr{M}$ are AFD factors of type $\mathrm{II}_{1}$, the above theorem gives an alternative proof of the main theorem in [32]. (In fact, it is easily shown that $\mathscr{N}^{\text {st }} \subset \mathscr{M}^{\text {st }}$ has the generating property (see [32, Remark 1.4.4]), and $\mathscr{N}^{\text {st }} \subset \mathscr{M}^{\text {st }} \cong \mathscr{N}^{\text {st }} \otimes \mathscr{R}_{0} \subset \mathscr{M}^{\text {st }} \otimes \mathscr{R}_{0}$ by the relative McDuff type theorem [2].) In the rest of this paper, if we say a strongly amenable subfactor, we always assume involved factors are injective (hence AFD).

If $\mathscr{N} \subset \mathscr{M}$ is an inclusion of AFD type $\mathrm{III}_{1}$ factors with identical type II and type III principal graphs, then $\mathscr{N} \subset \mathscr{M}$ is shown to be approximately inner and centrally free in [33]. These facts imply

Theorem 2.2. Let $\mathscr{N} \subset \mathscr{M}$ be a strongly amenable subfactor of type $I I I_{1}$ with the identical type II and type III principal graphs. Then $\mathscr{N} \subset \mathscr{M}$ is isomorphic to $\mathscr{N}^{\text {st }} \otimes \mathscr{R}_{\infty} \subset \mathscr{M}^{\text {st }} \otimes \mathscr{R}_{\infty}$.

As explained in Introduction, the aim of this paper is to show Theorem 2.2 based on the arguments in $[\mathbf{6}]$ and $[\mathbf{1 1}]$ instead.

### 2.2. Automorphism groups of subfactors.

Let $\operatorname{Aut}(\mathscr{M}, \mathscr{N})$ be the set of automorphisms of $\mathscr{M}$ preserving the inclusion globally. Every $\alpha \in \operatorname{Aut}(\mathscr{M}, \mathscr{N})$ can be extended to $\operatorname{Aut}\left(\mathscr{M}_{k}\right)$ canonically by setting $\alpha\left(e_{k}\right)=e_{k}$. The inner automorphism group of $\mathscr{N} \subset \mathscr{M}$ is defined by $\operatorname{Int}(\mathscr{M}, \mathscr{N}):=\{\operatorname{Ad} u \mid u \in$ $U(\mathscr{N})\}$. It is easy to see that the extension of $\operatorname{Ad} u \in \operatorname{Int}(\mathscr{M}, \mathscr{N})$ to $\mathscr{M}_{k}$ is also given by
the same unitary $\operatorname{Ad} u$. We denote by $\widetilde{\mathscr{N}} \subset \widetilde{\mathscr{M}}:=\mathscr{N} \rtimes_{\sigma_{\varphi}} \boldsymbol{R} \subset \mathscr{M} \rtimes_{\sigma^{\varphi \circ \mathscr{E}_{0}}} \boldsymbol{R}$ the common continuous crossed product of a subfactor $\mathscr{N} \subset \mathscr{M}$ of type III. For $\alpha \in \operatorname{Aut}(\mathscr{M})$, we denote by $\tilde{\alpha}$ the canonical extension of $\alpha$ in the sense of $[\mathbf{1 2}]$.

Definition $2.3\left(\left[\mathbf{2 4}\right.\right.$, Section 5]). Define $\Phi(\alpha):=\left\{\left.\alpha\right|_{\mathscr{M} \prime \cap \mathscr{M}_{k}}\right\}_{k=0}^{\infty}$. We call $\Phi(\alpha)$ the Loi invariant for $\alpha$.

Definition 2.4 ([3, Definition 1], [30, Definition 1.5.1]). For $\alpha \in \operatorname{Aut}(\mathscr{M}, \mathscr{N})$, we say $\alpha$ is strongly outer if $\alpha$ satisfies the following property; if $a \in \bigcup_{k} \mathscr{M}_{k}$ satisfies $\alpha(x) a=a x$ for every $x \in \mathscr{M}$, then we have $a=0$.

The strong outerness of automorphisms can be characterized by the language of sector theory as follows.

Theorem 2.5 ([3, Theorem 2], [20, Theorem 3]). Let $\mathscr{N} \subset \mathscr{M}$ be an inclusion of factors of type III, and $\gamma$ Longo's canonical endomorphism. Then $\alpha$ is non-strongly outer if and only if $\alpha$ appears as an irreducible component of $\gamma^{k}$ for some $k \geq 1$.

Definition 2.6 ([39, Definition 3.1]). Let $\mathscr{N} \subset \mathscr{M}$ be a subfactor of type III. For $\alpha \in \operatorname{Aut}(\mathscr{M}, \mathscr{N})$, we say $\alpha$ is strongly free if $\alpha$ satisfies the following property; if $a \in \bigcup_{k} \widetilde{M_{k}}$ satisfies $\tilde{\alpha}(x) a=a x$ for every $x \in \widetilde{\mathscr{M}}$, then we have $a=0$.

We denote by $\operatorname{Cnt}_{\mathrm{o}}(\mathscr{M}, \mathscr{N})\left(\operatorname{resp} . \operatorname{Cnt}_{\mathrm{f}}(\mathscr{M}, \mathscr{N})\right)$ be the set of all non-strongly outer (resp. non-strongly free) automorphisms. Both sets are normal subgroups in $\operatorname{Aut}(\mathscr{M}, \mathscr{N})$.

When $\mathscr{N}=\mathscr{M}$, we have $\operatorname{Cnt}_{\mathrm{o}}(\mathscr{M}, \mathscr{M})=\operatorname{Int}(\mathscr{M})$ and $\operatorname{Cnt}_{\mathrm{f}}(\mathscr{M}, \mathscr{M})=\operatorname{Cnt}_{\mathrm{r}}(\mathscr{M})$. It is well-known that every element in $\operatorname{Cnt}_{\mathrm{r}}(\mathscr{M})$ is expressed as the composition of an inner automorphism and an (extended) modular automorphism. A subfactor analogue of this fact has been obtained by Kosaki as the following theorem.

TheOrem $2.7\left(\left[\mathbf{2 1}\right.\right.$, Theorem 19]). Let $\mathscr{N} \subset \mathscr{M}$ be a subfactor of type $\mathrm{III}_{\lambda}, \lambda \neq 0$, and $\alpha$ a non-strongly free automorphism for $\mathscr{N} \subset \mathscr{M}$. Then $\alpha=\beta \circ \sigma_{t}^{\varphi}$ for some nonstrongly outer automorphism $\beta$.

We recall several important definitions. The approximately inner automorphism group $\overline{\operatorname{Int}}(\mathscr{M}, \mathscr{N})$ is the closure of $\operatorname{Int}(\mathscr{M}, \mathscr{N})$ in $\operatorname{Aut}(\mathscr{M})$ equipped with the usual u-topology. Define $C(\mathscr{M}, \mathscr{N}):=\left\{\left\{x_{n}\right\} \in \ell^{2}(\boldsymbol{N}, \mathscr{N}) \mid \lim _{n \rightarrow \infty}\left\|\left[\psi, x_{n}\right]\right\|=0\right.$ for every $\left.\psi \in \mathscr{M}_{*}\right\}$. By definition, an automorphism $\alpha \in \operatorname{Aut}(\mathscr{M}, \mathscr{N})$ is centrally trivial if and only if $\left\{\alpha\left(x_{n}\right)-x_{n}\right\}$ converges to $0 \sigma$-strongly* for any $\left\{x_{n}\right\} \in C(\mathscr{M}, \mathscr{N})$. We denote by $\operatorname{Cnt}(\mathscr{M}, \mathscr{N})$ the set of all centrally trivial automorphisms. Note that for a $\mathrm{II}_{1}$ subfactor $\mathscr{N} \subset \mathscr{M},\left\{x_{n}\right\}$ is in $C(\mathscr{M}, \mathscr{N})$ if and only if $\left\{\left\|\left[x_{n}, a\right]\right\|_{2}\right\}$ converges to 0 for every $a \in \mathscr{M}$.

### 2.3. Automorphism groups of strongly amenable subfactors of type II.

In the study of automorphism groups of operator algebras, the most important classes of automorphisms are approximately inner ones and centrally trivial ones. For strongly amenable subfactors of type II, these two classes are characterized in the terms of the Loi invariant and non-strong outerness.

Theorem $2.8([\mathbf{2 4}$, Theorem 5.4]). Let $\mathscr{N} \subset \mathscr{M}$ be a strongly amenable subfactor of type $I I_{1}$. Then $\operatorname{Ker} \Phi=\overline{\operatorname{Int}}(\mathscr{M}, \mathscr{N})$.

Corollary 2.9 ([40, Theorem 4.6]). Let $\mathscr{N} \subset \mathscr{M}$ be a strongly amenable subfactor of type $I I_{\infty}$. Then $\operatorname{Ker} \Phi \cap \operatorname{Ker} \bmod =\overline{\operatorname{Int}}(\mathscr{M}, \mathscr{N})$.

Theorem 2.10 ([30, Theorem 1.6]). Let $\mathscr{N} \subset \mathscr{M}$ be a subfactor of type $I I_{1}$. Then we have $\operatorname{Cnt}_{\mathrm{o}}(\mathscr{M}, \mathscr{N}) \subset \operatorname{Cnt}(\mathscr{M}, \mathscr{N})$. Moreover if $\mathscr{N} \subset \mathscr{M}$ is strongly amenable, then we also have $\operatorname{Cnt}_{\mathrm{o}}(\mathscr{M}, \mathscr{N})=\operatorname{Cnt}(\mathscr{M}, \mathscr{N})$.

Here we give a proof of Theorem 2.10 for reader's convenience, which is different from one in [30]. First we prepare

Lemma 2.11. Let $\mathscr{M} \supset \mathscr{N} \supset \cdots \supset \mathscr{N}_{k} \supset \cdots$ be a tunnel, and $\alpha \in \operatorname{Aut}(\mathscr{M}, \mathscr{N})$. If $\sup \left\{\|\alpha(u)-u\|_{2} \mid u \in U\left(\mathscr{N}_{k}\right)\right\}<1$ for some $k$, then $\alpha$ is non-strongly outer.

Proof. Set $K:=\overline{\operatorname{conv}}\left\{\alpha(u) u^{*} \mid u \in U\left(\mathscr{N}_{k}\right)\right\}$, where the closure is taken in the $\sigma$ weak topology. Then $K$ is a $\sigma$-weakly compact set. By the lower semicontinuity of $\|\cdot\|_{2}$ in the $\sigma$-weak topology, there exists a unique $a \in K$ such that $\|a\|_{2}:=\min \left\{\|b\|_{2} \mid b \in K\right\}$. Moreover by the assumption, $0 \notin K$, and hence $a \neq 0$. Since $\left\|\alpha(v) a v^{*}\right\|_{2}=\|a\|_{2}$, $\alpha(v) a=a v$ holds for every $v \in U\left(\mathscr{N}_{k}\right)$ by the uniqueness of $a$. This implies that $\alpha$ is non-strongly outer.

Proof of Theorem 2.10. First assume that $\sigma \in \operatorname{Aut}(\mathscr{M}, \mathscr{N})$ is non-strongly outer. Then we can find a non-zero $a \in \mathscr{M}_{k}$ such that $\sigma(x) a=a x$ holds for every $x \in \mathscr{M}$. Take $\left\{x_{n}\right\} \in \ell^{\infty}(\boldsymbol{N}, \mathscr{N})$ which is central in $\mathscr{M}$. Then $\left\|\left[x_{n}, a\right]\right\|_{2} \rightarrow 0$ as $n$ goes to infinity. Then $\left\{\sigma\left(x_{n}\right) a-x_{n} a\right\}=\left\{a x_{n}-x_{n} a\right\}$ converges to 0 strongly, and so does $\left\{\sigma\left(x_{n}\right) a a^{*}-x_{n} a a^{*}\right\}$. Since $a a^{*} \in \mathscr{M}^{\prime} \cap \mathscr{M}_{k}, E_{\mathscr{M}}\left(a a^{*}\right)$ is a non-zero scalar, where $E_{\mathscr{M}}$ is the minimal conditional expectation. Hence we get $\lim _{n \rightarrow \infty} \sigma\left(x_{n}\right)-x_{n}=0$ strongly.

Next we assume that $\mathscr{N} \subset \mathscr{M}$ is strongly amenable. We fix a tunnel $\cdots \subset \mathscr{N}_{k} \subset$ $\cdots \subset \mathscr{N}_{1}:=\mathscr{N} \subset \mathscr{M}$ with the generating property.

Let $\sigma$ be a strongly outer automorphism. For every $k$, we can choose $u_{k} \in U\left(\mathscr{N}_{k}\right)$ such that $\left\|\sigma\left(u_{k}\right)-u_{k}\right\|_{2} \geq 1 / 2$ by Lemma 2.11. By the generating property, $\left\{u_{k}\right\}$ is central in $\mathscr{M}$. Then $\lim \inf \left\|\sigma\left(u_{k}\right)-u_{k}\right\|_{2} \geq 1 / 2$, showing that $\sigma$ is not centrally trivial.

Corollary 2.12 ([39, Theorem 3.4]). Let $\mathscr{N} \subset \mathscr{M}$ be a strongly amenable subfactor of type $I_{\infty}$. Then $\operatorname{Cnt}_{\mathrm{o}}(\mathscr{M}, \mathscr{N})=\operatorname{Cnt}(\mathscr{M}, \mathscr{N})$.

### 2.4. Inclusions of factors of type $\mathrm{III}_{\boldsymbol{\lambda}}, \lambda \neq 0$.

Let $\mathscr{Q} \subset \mathscr{P}$ be an inclusion of factors of type $\mathrm{III}_{\lambda}, \lambda \neq 0$. When $0<\lambda<1$, we assume that $\mathscr{Q} \subset \mathscr{P}$ has the common discrete decomposition, i.e., there exists an inclusion of factors $B \subset A$ of type $\mathrm{I}_{\infty}$, and an automorphism $\theta \in \operatorname{Aut}(A, B)$ with $\bmod (\theta)=\lambda$ such that $\mathscr{Q} \subset \mathscr{P}$ is isomorphic to $B \rtimes_{\theta} \boldsymbol{Z} \subset A \rtimes_{\theta} \boldsymbol{Z}$. We refer to $\mathscr{G}_{\mathscr{P}, \mathscr{Q}}$ (resp. $\mathscr{G}_{B, A}$ ) as the type III standard invariant (resp. type II standard invariant) for $\mathscr{Q} \subset \mathscr{P}$. We also use the notation $\widetilde{\mathscr{G}}_{\mathscr{P}, \mathscr{Q}}$ to denote the type II standard invariant for $\mathscr{Q} \subset \mathscr{P}$. For subfactors of type $\mathrm{III}_{1}$, we use similar notations by considering the common continuous decomposition.

We need to clarify the relationship between $\mathscr{G}_{\mathscr{P}, \mathscr{Q}}$ and $\widetilde{G}_{\mathscr{P}, \mathscr{Q}}$.
Proposition 2.13. We have $\mathscr{Q}^{\prime} \cap \mathscr{P}_{k}=\left(B^{\prime} \cap A_{k}\right)^{\theta}$ for every $k \geq 0$. Hence $\mathscr{G}_{\mathscr{P}, \mathscr{Q}}=\mathscr{G}_{A, B}$ holds if and only if $\theta$ acts trivially on $B^{\prime} \cap A_{k}$ for every $k \geq 0$.

See [24, Proposition 3.1] for $0<\lambda<1$ case and [23, Corollary 6 ] for $\lambda=1$ case.
Remark. The type II standard invariant and the type III one coincide if and only if $\mathscr{Q} \subset \mathscr{P}$ has the same type II principal graph and type III principal graph.

The coincidence of the type II principal graph and type III one is characterized by Longo's canonical endomorphism $\gamma$ for $\mathscr{Q} \subset \mathscr{P}$.

Theorem 2.14 ([16, Theorem 3.5]). The type II principal graph and type III principal graph of $\mathscr{P} \subset \mathscr{P}_{1}$ coincide if and only if $\sigma_{t}^{\varphi}$ never appears as an irreducible component of $\gamma^{k}$ for any $k \geq 1$ and $t \notin T(\mathscr{P})$.

By combining the above theorem with Theorem 2.5, we get
Corollary 2.15. The type II principal graph and type III principal graph of $\mathscr{P} \subset \mathscr{P}_{1}$ coincide if and only if $\sigma_{t}^{\varphi}$ is strongly outer for every $t \notin T(\mathscr{P})$.

By Corollary 2.9 and Corollary 2.12, we get the following classification result for strongly amenable subfactors of type $\mathrm{III}_{\lambda}, 0<\lambda<1$.

Theorem 2.16 ([24, Theorem 6.1]). Let $\mathscr{Q} \subset \mathscr{P}$ be a strongly amenable subfactor of type $\mathrm{III}_{\lambda}, 0<\lambda<1$, with $\mathscr{G}_{\mathscr{P}, \mathscr{Q}}=\widetilde{\mathscr{G}}_{\mathscr{P}, \mathscr{Q}}$. Then $\mathscr{Q} \subset \mathscr{P}$ is isomorphic to $\mathscr{Q}^{\text {st }} \otimes \mathscr{R}_{\lambda} \subset$ $\mathscr{P}^{\text {st }} \otimes \mathscr{R}_{\lambda}$.

We have the following characterization of $\overline{\operatorname{Int}}(\mathscr{P}, \mathscr{Q})$ and $\operatorname{Cnt}(\mathscr{P}, \mathscr{Q})$.
Theorem 2.17 ([39, Theorem 3.8], [40, Theorem 4.6]). Let $\mathscr{Q} \subset \mathscr{P}$ be as in Theorem 2.16. Then we have $\overline{\operatorname{Int}}(\mathscr{P}, \mathscr{Q})=\operatorname{Ker} \Phi \cap \operatorname{Ker} \bmod$ and $\operatorname{Cnt}(\mathscr{P}, \mathscr{Q})=\operatorname{Cnt}_{\mathrm{f}}(\mathscr{P}, \mathscr{Q})$.

### 2.5. Longo-Rehren construction.

The Longo-Rehren construction was introduced originally in [26], but we need the crossed product type approach worked out in [27].

Here we collect basic definitions. Define $\operatorname{Sect}(\mathscr{M}):=\operatorname{End}(\mathscr{M}) / \sim$, where $\sim$ is the usual unitary equivalence. We denote by $[\rho]$ the equivalence class of $\rho$. The statistical dimension $d(\rho)$ is defined by $\sqrt{[\mathscr{M}: \rho(\mathscr{M})]}$. Then $d(\rho)$ is additive and multiplicative. For $\rho, \sigma \in \operatorname{End}(\mathscr{M})$, the intertwiner space $(\rho, \sigma)$ is defined by $\{a \in \mathscr{M} \mid \sigma(x) a=a \rho(x), x \in$ $\mathscr{M}\}$. If $\rho$ is irreducible, i.e., $\rho(\mathscr{M})^{\prime} \cap \mathscr{M}=\boldsymbol{C} 1$, then $(\rho, \sigma)$ has an inner product by $\langle v, w\rangle=w^{*} v 1(\in \boldsymbol{C} 1)$. Let $[\bar{\rho}]$ be the conjugate sector of $[\rho]$. Then there exist two isometries $v \in(\mathrm{id}, \rho \bar{\rho})$ and $\bar{v} \in(\mathrm{id}, \bar{\rho} \rho)$ such that $v^{*} \rho(\bar{v})=1 / d(\rho)$ and $\bar{v}^{*} \bar{\rho}(v)=1 / d(\rho)$. The standard left inverse $\phi_{\rho}$ of $\rho$ is given by $\phi_{\rho}(x)=\bar{v}^{*} \bar{\rho}(x) \bar{v}$.

Let $\Delta=\left\{\left[\rho_{i}\right]\right\}_{i \in I}$ be a set of irreducible sectors of $\mathscr{M}$ closed under conjugation and irreducible decomposition of multiplication. We assume that $I$ is at most countable. The index set $I$ is a fusion algebra in the sense of [14, Definition 1.1]. Let $j_{\mathscr{M}}$ be the canonical conjugate linear isomorphism from $\mathscr{M}$ onto $\mathscr{M}^{\text {opp }}$. Put $\hat{\rho}:=\rho \otimes j_{\mathscr{M}} \circ \rho \circ j_{\mathscr{M}}^{-1} \in$ $\operatorname{End}\left(\mathscr{M} \otimes \mathscr{M}^{\text {opp }}\right)$.

Set $N_{i, j}^{k}=\operatorname{dim}\left(\rho_{k}, \rho_{i} \rho_{j}\right)$, and $d(i):=d\left(\rho_{i}\right)$. Let $\left\{v(i, j)^{k}\right\}_{e=1}^{N_{i, j}^{k}} \in\left(\rho_{k}, \rho_{i} \rho_{j}\right)$ be an orthonormal basis, and define the canonical intertwiner $\hat{v}_{i, j}^{k} \in\left(\hat{\rho}_{k}, \hat{\rho}_{i} \hat{\rho}_{j}\right)$ as follows.

$$
\hat{v}_{i, j}^{k}:=\sqrt{\frac{d(i) d(j)}{d(k)}} \sum_{e=1}^{N_{i, j}^{k}} v(i, j)^{k} \otimes j_{\mathscr{M}}\left(v(i, j)^{k}\right) .
$$

The canonical intertwiner $\hat{v}_{i, j}^{k}$ is independent from the choice of an orthonormal basis.
Lemma 2.18. The canonical intertwiners satisfy the following relations.
(1) $\sum_{m} \hat{v}_{i, j}^{m} \hat{v}_{m, k}^{l}=\sum_{m} \hat{\rho}_{i}\left(\hat{v}_{j, k}^{m}\right) \hat{v}_{i, m}^{l}\left(\in\left(\hat{\rho}_{l}, \hat{\rho}_{i} \hat{\rho}_{j} \hat{\rho}_{k}\right)\right)$.
(2) $\sum_{m} \hat{v}_{i, j}^{m} \hat{v}_{k, l}^{m *}=\sum_{m} \hat{\rho}_{i}\left(\hat{v}_{m, l}^{j *}\right) \hat{v}_{i, m}^{k}\left(\in\left(\hat{\rho}_{k} \hat{\rho}_{l}, \hat{\rho}_{i} \hat{\rho}_{j}\right)\right)$.
(3) $\hat{v}_{i, j}^{k *} \hat{v}_{i, j}^{l}=\delta_{k, l} \frac{d(i) d(j)}{d(k)} N_{i, j}^{k}$.

See [26] for proof.
Corollary 2.19. We have $\hat{v}_{k, l}^{i *}=\hat{\rho}_{i}\left(\hat{v}_{l, l}^{0 *}\right) \hat{v}_{i, \bar{l}}^{k}$ and $\hat{v}_{i, j}^{l *}=\hat{v}_{i, i}^{0 *} \hat{\rho}_{i}\left(\hat{v}_{\bar{i}, l}^{j}\right)$.
Proof. If we put $j=0$ in Lemma 2.18(2), we get the first equation. In a similar way, we get the second one by putting $k=0$.

In what follows, we use Lemma 2.18 and Corollary 2.19 frequently.
Set $A:=\mathscr{M} \otimes \mathscr{M}^{\mathrm{opp}}, H_{j}:=L^{2}(A), j \in I$, and define an action $\pi$ of $A$ and an operator $V_{i}$ on $H:=\bigoplus_{j \in I} H_{j}$ as follows.

$$
\begin{aligned}
(\pi(x) \xi)(i) & :=\hat{\rho}_{i}(x) \xi(i), x \in A, \\
\left(V_{i} \xi\right)(j) & :=\sum_{k} \hat{v}_{j, i}^{k} \xi(k) .
\end{aligned}
$$

By using Lemma 2.18 and Corollary 2.19, we get the following relations.
Lemma 2.20. We have the following relations.
(1) $V_{i} V_{j}=\sum_{k} \pi\left(\hat{v}_{i, j}^{k}\right) V_{k}$.
(2) $V_{i} \pi(a)=\pi\left(\hat{\rho}_{i}(a)\right) V_{i}, a \in A$.
(3) $V_{i}^{*}=\pi\left(\hat{v}_{\bar{\imath}, i}^{0 *}\right) V_{\bar{\imath}}$.

Definition 2.21. Let $A(\Delta)$ be the von Neumann algebra generated by $\pi(A)$ and $\left\{V_{i}\right\}_{i \in I}$. We call $\pi(A) \subset A(\Delta)$ the Longo-Rehren inclusion associated with $\Delta$.

In fact, $A(\Delta)$ is a factor. In what follows, we identify $\pi(A)$ with $A$, and often omit $\pi$. When $\Delta$ is arising from the irreducible decomposition of $\gamma^{n}, n \geq 1$, where $\gamma$ is Longo's canonical endomorphism for a subfactor $\mathscr{N} \subset \mathscr{M}$, we say $A \subset A(\Delta)$ as the Longo-Rehren inclusion for $\mathscr{N} \subset \mathscr{M}$. By Lemma 2.20, $\left\{\sum \pi\left(a_{i}\right) V_{i} \mid a_{i} \in A, a_{i}=\right.$ 0 except for finitely many $i\}$ is a dense $*$-subalgebra in $A(\Delta)$.

Let $P$ be the projection from $H$ onto $H_{0}$, and define $\mathscr{E}_{A}(x):=P x P^{*}$ for $x \in A(\Delta)$. Then $\mathscr{E}_{A}$ is a conditional expectation from $A(\Delta)$ onto $A$ as in the case of usual crossed product construction. Set $a_{i}:=\mathscr{E}_{A}\left(a V_{i}^{*}\right), a \in A(\Delta)$. Then we have the formal expansion formula $a=\sum_{i \in I} \pi\left(a_{i}\right) V_{i}$.

Next we discuss on an operator valued weight from $A \otimes B\left(\ell^{2}(I)\right)$ to $A(\Delta)$. (Note $A(\Delta)$ is a subalgebra of $A \otimes B\left(\ell^{2}(I)\right)$.) To do so, it is convenient to express $\pi(a) V_{i}$ in
the "matrix form". Let $\left\{e_{i j}\right\}_{i, j \in I}$ be the matrix units for $B\left(\ell^{2}(I)\right)$. Then it is easy to see $\pi(a)=\sum_{i \in I} \hat{\rho}_{i}(a) \otimes e_{i i}$, and $V_{i}=\sum_{j, k \in I} \hat{v}_{j, i}^{k} \otimes e_{j, k}$ by the definition of $\pi(a)$ and $V_{i}$. Then we have the expression $\pi(a) V_{i}=\sum_{j, k} \hat{\rho}_{j}(a) \hat{v}_{j, i}^{k} \otimes e_{j k}$.

Let $\mathfrak{M}$ be a $*$-subalgebra of $A \otimes B\left(\ell^{2}(I)\right)$ generated by $\left\{x \otimes e_{i j} \mid x \in A\right\}$. Set $\bar{V}_{i}:=$ $\sum_{j, k} \hat{v}_{i, j}^{k *} \otimes e_{k, j}$, and define $\mathscr{F}_{A(\Delta)}$ as follows.

$$
\mathscr{F}_{A(\Delta)}(x):=\sum_{i} \bar{V}_{i} \hat{\rho}_{i} \otimes \operatorname{id}(x) \bar{V}_{i}^{*}, x \in \mathfrak{M}
$$

Then $\mathscr{F}_{A(\Delta)}$ is a normal operator valued weight from $A \otimes B\left(\ell^{2}(I)\right)$ to $A(\Delta)$ with the domain $\mathfrak{M}$. For example, we have the following for $y \otimes e_{i j} \in \mathfrak{M}$.

$$
\begin{aligned}
\mathscr{F}_{A(\Delta)}\left(y \otimes e_{i j}\right) & =\sum_{k} \bar{V}_{k}\left(\hat{\rho}_{k}(y) \otimes e_{i j}\right) \bar{V}_{k}^{*} \\
& =\sum_{k, l, m} v_{k, i}^{l *} \hat{\rho}_{k}(y) v_{k, j}^{m} \otimes e_{l m} \\
& =\sum_{k, l, m} \rho_{l}\left(\hat{v}_{\bar{\imath}, i}^{0 *}\right) v_{l, \bar{i}}^{k} \hat{\rho}_{k}(y) v_{k, j}^{m} \otimes e_{l m} \\
& =\sum_{l, m} \rho_{l}\left(\hat{v}_{\bar{\imath}, i}^{0 *}\right) \rho_{l} \hat{\rho}_{\bar{\imath}}(y)\left(\sum_{k} v_{l, \bar{i}}^{k} v_{k, j}^{m}\right) \otimes e_{l m} \\
& =\sum_{l, m} \rho_{l}\left(\hat{v}_{\bar{\imath}, i}^{0 *}\right) \rho_{l} \hat{\rho}_{\bar{\imath}}(y)\left(\sum_{k} \rho_{l}\left(\hat{v}_{\bar{\imath}, j}^{k}\right) \hat{v}_{l k}^{m}\right) \otimes e_{l m} \\
& =\sum_{k, l, m} \rho_{l}\left(\hat{v}_{\bar{\imath}, i}^{0 *} \hat{\rho}_{\bar{\imath}}(y) \hat{v}_{\bar{\imath}, j}^{k}\right) \hat{v}_{l k}^{m} \otimes e_{l m} \\
& =\sum_{k} \pi\left(\hat{v}_{\bar{\imath}, i}^{0 *} \hat{\rho}_{\bar{\imath}}(y) \hat{v}_{\bar{\imath}, j}^{k}\right) V_{k}
\end{aligned}
$$

It is not difficult to show $\mathscr{F}_{A(\Delta)}\left(a\left(y \otimes e_{i j}\right) b\right)=a \mathscr{F}_{A(\Delta)}\left(y \otimes e_{i j}\right) b$ for $a, b \in A(\Delta)$. The special case $y=1, i=j$ implies $\mathscr{F}_{A(\Delta)}\left(1 \otimes e_{i i}\right)=d(i)^{2}$. In fact $A \otimes B\left(\ell^{2}(I)\right)$ is the basic construction for $\pi(A) \subset A(\Delta)$, and $\mathscr{F}_{A(\Delta)}$ is the dual operator valued weight for $\mathscr{E}_{A}$.

We will construct a common Jones projection $e_{\mathscr{N}}$ for $\mathscr{N} \subset \mathscr{M}$ and $\mathscr{N}^{\text {opp }} \subset \mathscr{M}^{\text {opp }}$ inside of $A(\Delta)$. Let $\iota$ be the inclusion map $\mathscr{N} \hookrightarrow \mathscr{M}$. Let $I_{0}:=\left\{i \in I \mid \rho_{i} \prec \gamma\right\}$, $\left\{a_{i}^{e}\right\} \subset\left(\iota, \rho_{i} \iota\right)$ an orthonormal bases, and $\tilde{a_{i}}:=\sum_{e} a_{i}^{e} \otimes j_{\mathscr{M}}\left(a_{i}^{e}\right)$. Then $e_{\mathscr{N}}$ is expressed as $e_{\mathscr{N}}=[\mathscr{M}: \mathscr{N}]^{-1} \sum_{i \in I_{0}} \sqrt{d(i)} \tilde{a}_{i}^{*} V_{i}$. See [27], or Appendix A.

Conversely, let $\left\{w_{i}^{e}\right\} \subset\left(\rho_{i}, \gamma\right)$ be an orthonormal basis, and set $\tilde{w}_{i}:=\sum_{e} w_{i}^{e} \otimes$ $j_{\mathscr{M}}\left(w_{i}^{e}\right)$. Then we have $V_{i}=C \tilde{w}_{i}{ }^{*} e_{\mathscr{N}} \tilde{w}_{0}$ for some $0 \neq C \in \boldsymbol{C}$. These relations show $\operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }},\left\{V_{i}\right\}\right)=\operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }}, e_{\mathscr{N}}\right)$.

Next we recall the extension of automorphisms of a subfactor to the Longo-Rehren inclusion discussed in [28]. Let $\alpha \in \operatorname{Ker} \Phi$. Then we can find a half braiding $u(\alpha, \rho) \in$ $U(\mathscr{M})$ in the sense of $[\mathbf{1 7}]$. Namely $u(\alpha, \rho)$ satisfies the following.
(i) $\alpha \circ \rho \circ \alpha^{-1}=\operatorname{Ad} u(\alpha, \rho) \rho$,
(ii) $u(\alpha \beta, \rho)=\alpha(u(\beta, \rho)) u(\alpha, \rho)$,
(iii) For $v \in\left(\rho_{3}, \rho_{1} \rho_{2}\right), u\left(\alpha, \rho_{1}\right) \rho_{1}\left(u\left(\alpha, \rho_{2}\right)\right) v=\alpha(v) u\left(\alpha, \rho_{3}\right)$.

We briefly sketch how to find $u(\alpha, \rho)$. Fix isometries $R \in\left(\operatorname{id~}_{\mathscr{M}}, \gamma\right)$ and $\bar{R} \in$ $\left(\operatorname{id}_{\mathscr{N}},\left.\gamma\right|_{\mathscr{N}}\right)$ such that $R^{*} \bar{R}=[\mathscr{M}, \mathscr{N}]^{-\frac{1}{2}}$ and $\bar{R}^{*} \gamma(R)=[\mathscr{M}, \mathscr{N}]^{-\frac{1}{2}}$. Next we fix $u \in U(\mathscr{N})$ such that $\alpha \circ \gamma \circ \alpha^{-1}=\operatorname{Ad} u \gamma$ and $u^{*} \alpha(R)=R$. Then $u^{*} \alpha(\bar{R})=\bar{R}$ holds automatically. Set $u_{k}:=u \gamma(u) \cdots \gamma^{k-1}(u)$. Then $\alpha \circ \gamma^{k} \circ \alpha^{-1}=\operatorname{Ad} u_{k} \gamma$ holds.

Take an isometry $v \in\left(\rho, \gamma^{k}\right)$, and define $u(\alpha, \rho)$ by $u(\alpha, \rho)=\alpha\left(v^{*}\right) u_{k} v$. Then $\alpha \in \operatorname{Ker} \Phi$ assures that $u(\alpha, \rho)$ is well-defined. We can verify $u(\alpha, \rho)$ satisfy the above conditions (i), (ii) and (iii) in a similar way as in [28].

We can extend $\alpha \otimes \operatorname{id} \in \operatorname{Aut}\left(\mathscr{M} \otimes \mathscr{M}^{\text {opp }}\right)$ to $\alpha \boxtimes \mathrm{id} \in \operatorname{Aut}(A(\Delta))$ by setting

$$
\alpha \boxtimes \operatorname{id}\left(V_{i}\right)=\left(u\left(\alpha, \rho_{i}\right) \otimes 1\right) V_{i} .
$$

In fact, let $U_{\alpha} \in B\left(L^{2}(\mathscr{M})\right)$ be the standard implementing unitary for $\alpha$, and define $V \in U(H)$ by

$$
(V \xi)(i):=\left(u\left(\alpha, \rho_{i}\right)^{*} U_{\alpha} \otimes 1\right) \xi(i)
$$

Then $\operatorname{Ad} V$ gives an automorphism of $A(\Delta)$, and satisfies the above property.
In a similar way, we can extend $\alpha \otimes \alpha^{\text {opp }} \in \operatorname{Aut}\left(\mathscr{M} \otimes \mathscr{M}^{\text {opp }}\right)$ to $\alpha \boxtimes \alpha^{\text {opp }} \in \operatorname{Aut}(A(\Delta))$ by

$$
\alpha \boxtimes \alpha^{\mathrm{opp}}\left(V_{i}\right)=\left(u\left(\alpha, \rho_{i}\right) \otimes j_{\mathscr{M}}\left(u\left(\alpha, \rho_{i}\right)\right)\right) V_{i} .
$$

Both extensions fix the common Jones projection $e_{\mathscr{N}}$.
We mainly apply the above extension to the modular automorphism $\sigma_{t}^{\varphi}$. In this case, $u\left(\sigma_{t}^{\varphi}, \rho\right)$ is given by $d \rho^{-i t}\left(D \varphi: D \varphi \circ \phi_{\rho}\right)_{t}$.

## 3. Torus actions on $\mathrm{III}_{\boldsymbol{\lambda}}$ subfactors.

In this section, we will discuss how to reduce our classification theorem to that of torus actions on strongly amenable subfactors of type $\mathrm{III}_{\lambda}$.
 Fix $T>0$ and set $\theta:=\sigma_{T}^{\varphi}$. Then $\mathscr{Q} \subset \mathscr{P}:=\mathscr{N} \rtimes_{\theta} \boldsymbol{Z} \subset \mathscr{M} \rtimes_{\theta} \boldsymbol{Z}$ is a subfactor of type $I I I_{\lambda}, T=-\frac{2 \pi}{\log \lambda}$, with $\mathscr{G}_{\mathscr{M}, \mathcal{N}}=\mathscr{G}_{\mathscr{P}, \mathscr{Q}}=\tilde{\mathscr{G}}_{\mathscr{P}, \mathscr{Q}}$.

Proof. By [6, Lemma 1.1], $\mathscr{P}$ and $\mathscr{Q}$ are type $\mathrm{III}_{\lambda}$ factors. Since $\mathscr{G}_{\mathscr{M}, \mathcal{N}}=\widetilde{\mathscr{G}}_{\mathscr{M}, \mathcal{N}}$, $\sigma_{T}^{\varphi}$ is strongly outer for any non-zero $T \in \boldsymbol{R}$ by Corollary 2.15. We also have $\sigma_{T}^{\varphi} \in \operatorname{Ker} \Phi$. Thus $\mathscr{G}_{\mathscr{M}, \mathscr{N}}=\mathscr{G}_{\mathscr{P}, \mathscr{Q}}$ holds. Next we investigate $\widetilde{\mathscr{G}}_{\mathscr{P}, \mathscr{Q}}$. By standard argument, we can identify $\widetilde{\mathscr{Q}} \subset \widetilde{\mathscr{P}}$ with $\widetilde{\mathscr{N}} \rtimes_{\tilde{\theta}} \boldsymbol{Z} \subset \widetilde{\mathscr{M}} \rtimes_{\widetilde{\theta}} \boldsymbol{Z}$. In this case, $\widetilde{\theta}$ is inner. Hence

$$
\widetilde{\mathscr{Q}} \subset \widetilde{\mathscr{P}} \cong \widetilde{\mathscr{N}} \rtimes_{\widetilde{\theta}} \boldsymbol{Z} \subset \widetilde{\mathscr{M}} \rtimes_{\widetilde{\theta}} \boldsymbol{Z} \cong \widetilde{\mathscr{N}} \otimes L^{\infty}(\boldsymbol{T}) \subset \widetilde{\mathscr{M}} \otimes L^{\infty}(\boldsymbol{T})
$$

showing $\mathscr{G}_{\mathscr{M}, \mathscr{N}}=\mathscr{G}_{\mathscr{P}, \mathscr{Q}}=\widetilde{\mathscr{G}}_{\mathscr{P}, \mathscr{Q}}$.

Proposition 3.2. (i) Let $\mathscr{Q} \subset \mathscr{P}$ be a strongly amenable subfactor of type $I I I_{\lambda}$ with $\mathscr{G}_{\mathscr{P}, \mathscr{Q}}=\widetilde{\mathscr{G}}_{\mathscr{P}, \mathscr{Q}}$, and $\theta \in \operatorname{Aut}(\mathscr{P}, \mathscr{Q})$ an automorphism such that $\mathscr{Q} \rtimes_{\theta} \boldsymbol{Z} \subset \mathscr{P} \rtimes_{\theta} \boldsymbol{Z}$ is a subfactor of type $I_{1}$ with $\mathscr{G}_{\mathscr{P}, \mathscr{Q}}=\mathscr{G}_{\mathscr{P} \rtimes_{\theta} \boldsymbol{Z}, \mathscr{Q} \rtimes_{\theta} \boldsymbol{Z}}=\widetilde{\mathscr{G}}_{\mathscr{P}}^{\rtimes_{\theta} \boldsymbol{Z}, \mathscr{Q} \rtimes_{\theta} \boldsymbol{Z}}$. If the dual action $\hat{\theta}_{t}$ is strongly free for every $0 \neq t \in \boldsymbol{T}$, then $\theta$ is outer conjugate to $\mathrm{id} \mathscr{P} \otimes \sigma$, where $\sigma$ is an aperiodic automorphism of the injective type $I I_{1}$ factor $\mathscr{R}_{0}$.
(ii) Let $\mathscr{Q} \subset \mathscr{P}$ be as in (i), and $\theta$ a strongly free action of $\boldsymbol{T}$ such that $\mathscr{Q} \rtimes_{\theta} \boldsymbol{T} \subset \mathscr{P} \rtimes_{\theta} \boldsymbol{T}$ is a subfactor of type $I I I_{\lambda}$ with $\mathscr{G}_{\mathscr{P}, \mathscr{Q}}=\mathscr{G}_{\mathscr{P} \rtimes_{\theta} \boldsymbol{T}, \mathscr{Q} \rtimes_{\theta} \boldsymbol{T}}=\widetilde{\mathscr{G}}_{\mathscr{P} \rtimes_{\theta} \boldsymbol{T}, \mathscr{Q} \rtimes_{\theta} \boldsymbol{T}}$. Then $\theta$ is cocycle conjugate to $\mathrm{id}_{\mathscr{P}} \otimes \hat{\sigma}$.

Proof. (i) If the approximate innerness and central freeness of the action $(\theta, \boldsymbol{Z})$ is known, then we can apply $[\mathbf{2 4}$, Theorem $4.3(2)]$. By Theorem 2.17 , we have $\overline{\operatorname{Int}}(\mathscr{P}, \mathscr{Q})=$ $\operatorname{Ker} \Phi \cap \operatorname{Ker} \bmod$ and $\operatorname{Cnt}_{\mathrm{f}}(\mathscr{P}, \mathscr{Q})=\operatorname{Cnt}(\mathscr{P}, \mathscr{Q})$. Hence we only have to prove $\theta^{n} \notin$ $\operatorname{Cnt}_{\mathrm{f}}(\mathscr{P}, \mathscr{Q})$ for $0 \neq n \in \boldsymbol{Z}$ and $\theta \in \operatorname{Ker} \Phi \cap \operatorname{Ker} \bmod$. Since $\mathscr{Q} \rtimes_{\theta} \boldsymbol{Z}$ and $\mathscr{P} \rtimes_{\theta} \boldsymbol{Z}$ are type $\mathrm{III}_{\lambda}$ factors, $\theta$ is an outer action of $\boldsymbol{Z}$, and $\bmod \theta=\mathrm{id}$. (See [37, Lemma XVIII.4.18], for example.) Next we compute $\mathscr{Q}^{\prime} \cap\left(\mathscr{P}_{n} \rtimes_{\theta} \boldsymbol{Z}\right)$. Then it is elementary to see

$$
\mathscr{Q}^{\prime} \cap\left(\mathscr{P}_{n} \rtimes_{\theta} \boldsymbol{Z}\right)=\left\{\sum_{k} a_{k} u^{k} \mid a_{k} \in \mathscr{P}_{n}, x a_{k}=a_{k} \theta^{k}(x) \text { for every } x \in \mathscr{Q}\right\}
$$

where $u$ is the implementing unitary. Set $I_{k}^{n}:=\left\{a \in \mathscr{P}_{n} \mid x a=a \theta^{k}(x)\right.$ for every $\left.x \in \mathscr{Q}\right\}$. Then $I_{k}^{n}$ is a finite dimensional Hilbert space, and $\theta$ acts on $I_{k}^{n}$ as a unitary operator in the natural way. We claim that the action of $\theta$ on $I_{k}^{n}$ is trivial. Suppose the converse holds. Then we can find an eigenvalue $0 \neq t_{0} \in \boldsymbol{T}$ of $\theta$, and an eigenvector $a$ for $t_{0}$. Hence $\theta(a)=e^{i t_{0}} a$ holds. We will show that $\hat{\theta}_{t_{0}}$ is non-strongly outer. We have $\hat{\theta}_{t_{0}}(x) a u^{k}=x a u^{k}=a \theta^{k}(x) u^{k}=a u^{k} x$ for $x \in \mathscr{Q}$. We also have $\hat{\theta}_{t_{0}}(u) a u^{k}=e^{-i t_{0}} u a u^{k}=$ $e^{-i t_{0}} \theta(a) u^{k} u=a u^{k} u$. Hence $\hat{\theta}_{t_{0}}(x) a u^{k}=a u^{k} x$ holds for every $x \in \mathscr{Q} \rtimes_{\theta} \boldsymbol{Z}$, and this implies that $\hat{\theta}_{t_{0}}$ is non-strongly outer, and hence non-strongly free by [21, Theorem 17]. This contradicts the assumption on $\hat{\theta}$. Hence $\theta$ acts on $I_{k}^{n}$ trivially. This holds for every $k$ and $n$, and hence this especially implies $\theta \in \operatorname{Ker} \Phi$ if we consider the case $k=0$.

Next we compute $\left(\mathscr{Q} \rtimes_{\theta} \boldsymbol{Z}\right)^{\prime} \cap\left(\mathscr{P}_{n} \rtimes_{\theta} \boldsymbol{Z}\right)$. Since $\theta$ acts on $I_{k}^{n}$ trivially, $\left(\mathscr{Q} \rtimes_{\theta} \boldsymbol{Z}\right)^{\prime} \cap$ $\left(\mathscr{P}_{n} \rtimes_{\theta} \boldsymbol{Z}\right)=\left\{\sum_{k} a_{k} u^{k} \mid a_{k} \in I_{k}^{n}\right\}$. Since we assume $\mathscr{G}_{\mathscr{P}, \mathscr{Q}}=\mathscr{G}_{\mathscr{P} \rtimes_{\theta} \boldsymbol{Z}, \mathscr{Q} \rtimes_{\theta} \boldsymbol{Z}}$, we have $I_{k}^{n}=\{0\}$ for every non-zero $k \in \boldsymbol{Z}$ and $n \geq 0$. Hence $\theta$ is a strongly outer action of $\boldsymbol{Z}$. In a similar way as above, we can show that $\theta$ is a strongly free action of $\boldsymbol{Z}$.
(ii) This can be shown by using (i) and the Takesaki duality [36].

REmark. In Proposition 3.2(i), we assume strong freeness of $\hat{\theta}_{t}$. If we do not have this condition, then Proposition $3.2(\mathrm{i})$ may fail. If $\theta$ is a non-strongly outer action such that $\gamma_{h}(\theta)^{n} \neq 1$ for all non-zero $n \in \boldsymbol{Z}$, where $\gamma_{h}(\theta)$ is the higher obstruction in [19], then the standard invariant does not change by taking the crossed product. However the author does not know whether such subfactors exist or not.

Let $\mathscr{N} \subset \mathscr{M}$ and $\mathscr{Q} \subset \mathscr{P}$ be as in Proposition 3.1. Let $\mathscr{L}$ be a type $\mathrm{III}_{1}$ factor, and $\varphi_{0}$ a faithful normal state of $\mathscr{L}$. Set $\theta^{(0)}:=\sigma_{T}^{\varphi_{0}}$ and $\overline{\mathscr{L}}:=\mathscr{L} \rtimes_{\theta^{(0)}} \boldsymbol{Z}$. Then $\alpha_{t}:=\hat{\theta}_{t} \otimes \hat{\theta}_{-t}^{(0)}$ is a strongly free action of $\boldsymbol{T}$ on $\mathscr{Q} \otimes \overline{\mathscr{L}} \subset \mathscr{P} \otimes \overline{\mathscr{L}}$ with $\bmod \alpha_{t}=$ id.

LEMMA 3.3. $\quad$ The crossed product $(\mathscr{Q} \otimes \overline{\mathscr{L}}) \rtimes_{\alpha} \boldsymbol{T} \subset(\mathscr{P} \otimes \overline{\mathscr{L}}) \rtimes_{\alpha} \boldsymbol{T}$ is a subfactor of type $I I I_{\lambda}$, and the standard invariant of this subfactor is equal to that of $\mathscr{Q} \subset \mathscr{P}$.

Proof. As in the proof of [6, Lemma I.1], we can identify $(\mathscr{Q} \otimes \overline{\mathscr{L}}) \rtimes_{\alpha} \boldsymbol{T} \subset$ $(\mathscr{P} \otimes \overline{\mathscr{L}}) \rtimes_{\alpha} \boldsymbol{T}$ and $(\mathscr{N} \otimes \mathscr{L}) \rtimes_{\sigma_{T}^{\varphi \otimes \varphi_{0}}} \boldsymbol{Z} \subset(\mathscr{M} \otimes \mathscr{L}) \rtimes_{\sigma_{T}^{\varphi \otimes \varphi_{0}}} \boldsymbol{Z}$, which is a subfactor of type III . Moreover since $\mathscr{N} \otimes \mathscr{L}^{T} \subset \mathscr{M} \otimes \mathscr{L}$ has the same type III and type II standard invariants, so does $(\mathscr{N} \otimes \mathscr{L}) \rtimes_{\sigma_{T}^{\varphi \otimes \varphi_{0}}} \boldsymbol{Z} \subset(\mathscr{M} \otimes \mathscr{L}) \rtimes_{\sigma_{T}^{\varphi \otimes \varphi_{0}}} Z$. (See Proposition 3.1)

When $\mathscr{N} \subset \mathscr{M}$ is strongly amenable and $\mathscr{L}=\mathscr{R}_{\infty}$ in Lemma 3.3, we can apply Proposition 3.2 since $\alpha_{t}$ is strongly free for $t \neq 0$. Hence $\alpha$ is cocycle conjugate to id $\mathscr{P} \otimes \hat{\sigma}$.

Proposition 3.4. Let $\mathscr{N} \subset \mathscr{M}$ be a strongly amenable subfactor of type $I I_{1}$, and $\mathscr{Q} \subset \mathscr{P}$ as in Proposition 3.1. If $\hat{\theta}_{t}$ is cocycle conjugate to $\hat{\theta}_{t} \otimes \mathrm{id}_{\mathscr{R}_{\lambda}} \otimes \hat{\sigma}_{t}$, then $\mathscr{N} \subset \mathscr{M}$ is isomorphic to $\mathscr{N}^{\text {st }} \otimes \mathscr{R}_{\infty} \subset \mathscr{M}^{\text {st }} \otimes \mathscr{R}_{\infty}$.

Proof. By Theorem 2.16, $\mathscr{Q} \subset \mathscr{P}$ is isomorphic to $\mathscr{N}^{\text {st }} \otimes \mathscr{R}_{\lambda} \subset \mathscr{M}^{\text {st }} \otimes \mathscr{R}_{\lambda}$. On one hand, $\mathrm{id}_{\mathscr{R}_{\lambda}} \otimes \hat{\sigma}_{t}$ is cocycle conjugate to $\hat{\theta}_{-t}^{(0)} \otimes \hat{\theta}_{t}^{(0)}$. On the other hand $\hat{\theta}_{t} \otimes \hat{\theta}_{-t}^{(0)}$ is cocycle conjugate to $\mathrm{id} \mathscr{P} \otimes \hat{\sigma}_{t}$, and hence cocycle conjugate to $\mathrm{id}_{\mathscr{M}^{\text {st }}} \otimes \mathrm{id}_{\mathscr{R}_{\lambda}} \otimes \hat{\sigma}_{t}$. Therefore

$$
\begin{aligned}
\hat{\theta}_{t} & \sim \hat{\theta}_{t} \otimes \mathrm{id}_{\mathscr{R}_{\lambda}} \otimes \hat{\sigma}_{t} \\
& \sim \hat{\theta}_{t} \otimes \hat{\theta}_{-t}^{(0)} \otimes \hat{\theta}_{t}^{(0)} \\
& \sim \mathrm{id}_{\mathscr{M}^{\mathrm{st}}} \otimes \mathrm{id}_{\mathscr{R}_{\lambda}} \otimes \hat{\sigma}_{t} \otimes \hat{\theta}_{t}^{(0)} \\
& \sim \mathrm{id}_{\mathscr{M}^{\mathrm{st}}} \otimes \hat{\theta}_{t}^{(0)}
\end{aligned}
$$

holds. By the Takesaki duality, we get $\mathscr{N} \subset \mathscr{M} \cong \mathscr{N}^{\text {st }} \otimes \mathscr{R}_{\infty} \subset \mathscr{M}^{\text {st }} \otimes \mathscr{R}_{\infty}$.
Thanks to Proposition 3.4, all we need for classification of type $\mathrm{III}_{1}$ subfactors is the cocycle conjugacy of $\hat{\theta}_{t}$ to $\hat{\theta}_{t} \otimes \mathrm{id}_{\mathscr{R}_{\lambda}} \otimes \hat{\sigma}_{t}$. However, this follows from the following two conditions by the same argument as in [6].
(1) $\mathscr{N} \subset \mathscr{M} \cong \mathscr{N} \otimes \mathscr{R}_{\lambda} \subset \mathscr{M} \otimes \mathscr{R}_{\lambda}$,
(2) $\sigma_{T}^{\varphi} \in \overline{\operatorname{Int}}(\mathscr{M}, \mathscr{N})$.

According to [37, Chapter XVIII], a subfactor satisfying the condition (1) is called a relatively $\lambda$-stable subfactor.

We sketch how to deduce $\hat{\theta}_{t} \cong \hat{\theta}_{t} \otimes \mathrm{id}_{\mathscr{R}_{\lambda}} \otimes \hat{\sigma}_{t}$ from the above conditions.
Let $\varphi_{1}$ be a periodic state on $\mathscr{R}_{\lambda}$. By (1), we may assume $\theta=\sigma_{T}^{\varphi} \otimes \sigma_{T}^{\varphi_{1}}=\sigma_{T}^{\varphi} \otimes \mathrm{id}_{\mathscr{R}_{\lambda}}$. This implies $\hat{\theta}_{t} \sim \hat{\theta}_{t} \otimes \operatorname{id}_{\mathscr{R}_{\lambda}}$. Also by (1), we have $\mathscr{N} \subset \mathscr{M} \cong \mathscr{N} \otimes \mathscr{R}_{0} \subset \mathscr{M} \otimes \mathscr{R}_{0}$. Hence we can find a centralizing sequence $\left\{u_{n}\right\}$ such that $u_{n}^{2}=0$ and $u_{n}^{*} u_{n}+u_{n} u_{n}^{*}=1$. Since $u_{n}$ can be chosen in $\mathscr{R}_{0}$, we can assume $\sigma_{t}^{\varphi}\left(u_{n}\right)=u_{n}$. By (2), there exists $\left\{v_{n}\right\} \subset U(\mathscr{N})$ such that $\sigma_{T}^{\varphi}=\lim _{n \rightarrow \infty} \operatorname{Ad} v_{n}$. Let $U$ be the implementing unitary in $\left(\mathscr{N} \otimes \mathscr{R}_{0}\right) \rtimes_{\theta} \boldsymbol{Z}$. Define $w_{n}:=u_{n}\left(v_{n}^{*} \otimes 1\right) U \in\left(\mathscr{N} \otimes \mathscr{R}_{0}\right) \rtimes_{\theta} \boldsymbol{Z}$. Then $\left\{w_{n}\right\}$ is a centralizing sequence of $\left(\mathscr{M} \otimes \mathscr{R}_{0}\right) \rtimes_{\theta} \boldsymbol{Z}$. We have $w_{n}^{2}=0, w_{n} w_{n}^{*}+w_{n}^{*} w_{n}=1$ and $\hat{\theta}_{t}\left(w_{n}\right)=e^{i t} w_{n}$. Thus we get $\hat{\theta}_{t} \cong \hat{\theta}_{t} \otimes \hat{\sigma}_{t}$ in a similar way as in [37, Lemma XVIII.4.22].

Moreover the condition (1) follows from the condition (2). In [6, Theorem II.2], Connes gave the "local" characterization of property $L_{\lambda}^{\prime}[\mathbf{1}]$. It is not difficult to translate [6, Theorem II.2] to subfactor case. For readers' convenience we prepare a subfactor version of [ $\mathbf{6}$, Theorem II.2].

Theorem 3.5. Let $\mathscr{N} \subset \mathscr{M}$ be a subfactor of type III. Then $\mathscr{N} \subset \mathscr{M}$ is relatively $\lambda$-stable if and only if the following holds. For any $\varepsilon>0$, faithful normal states $\varphi_{1}, \cdots, \varphi_{n}$ on $\mathscr{M}$, there exists a non-zero $x \in \mathscr{N}$ such that

$$
\left\|\left(\Delta_{\varphi_{j}}^{\frac{1}{2}}-\lambda^{\frac{1}{2}}\right) x \xi_{j}\right\|^{2} \leq \varepsilon \sum \varphi_{i}\left(x^{*} x\right)
$$

where $\xi_{j} \in L^{2}(\mathscr{M})_{+}$is the representing vector for $\varphi_{j}$, i.e., $\varphi_{j}(x)=\left\langle x \xi_{j}, \xi_{j}\right\rangle$.
The arguments in [6, Theorem II.4] together with this result yield
Theorem 3.6. Let $A \subset B$ be a subfactor of type III, $(\theta, \boldsymbol{Z})$ an approximately inner, outer action on $A \subset B$. If $A \rtimes_{\theta} \boldsymbol{Z} \subset B \rtimes_{\theta} \boldsymbol{Z}$ is relatively $\lambda$-stable, then so is $A \subset B$.

In our case, $\mathscr{Q} \subset \mathscr{P}=\mathscr{N} \rtimes_{\theta} \boldsymbol{Z} \subset \mathscr{M} \rtimes_{\theta} \boldsymbol{Z}$ is obviously relatively $\lambda$-stable due to Theorem 2.16, thus so is $\mathscr{N} \subset \mathscr{M}$ under the condition (2). Therefore the rest of this paper is devoted to show the approximate innerness of modular automorphisms (i.e., the condition (2)).

## 4. Relative bicentralizer.

Let $\mathscr{N} \subset \mathscr{M}$ be a subfactor of type $\mathrm{III}_{1}$ with finite index and $\mathscr{E}_{0}$ the minimal expectation.

As an analogue of [11], we introduce a notion of the relative bicentralizer for $\mathscr{N} \subset$ $\mathscr{M}$.

Definition 4.1. (i) Let $\varphi$ be a faithful normal state of $\mathscr{M}$ with $\varphi \circ \mathscr{E}_{0}=\varphi$. Set $C(\varphi):=\left\{\left\{x_{n}\right\} \in l^{\infty}(N, N) \mid \lim _{n \rightarrow \infty}\left\|\left[x_{n}, \varphi\right]\right\|=0\right\}$.
(ii) Define $B(\varphi)$ as the set of $a \in \mathscr{M}$ such that $x_{n} a-a x_{n}$ converges to zero $\sigma$-strongly for every $\left\{x_{n}\right\} \in C(\varphi)$. We call $B(\varphi)$ the relative bicentralizer of $\varphi$.

It is clear that $\mathscr{N}^{\prime} \cap \mathscr{M} \subset B(\varphi)$. It is also easy to see $B(\varphi) \subset \mathscr{N}_{\varphi}^{\prime} \cap \mathscr{M}$ since $\mathscr{N}_{\varphi}$ is embedded in $C(\varphi)$ as constant sequences. Hence if $\mathscr{N}^{\prime} \cap \mathscr{M}=\mathscr{N}_{\varphi}^{\prime} \cap \mathscr{M}$, then we have $B(\varphi)=\mathscr{N}^{\prime} \cap \mathscr{M}$. This condition is satisfied as long as $\mathscr{N} \subset \mathscr{M}$ is the tensor product of a type $\mathrm{II}_{1}$ subfactor and $\mathscr{R}_{\infty}$, for example.

We collect basic facts on the relative bicentralizer.
Set $C_{\varphi}(a, \delta):=\overline{\operatorname{conv}}\left\{u^{*} a u \mid u \in U(\mathscr{N}),\|[u, \varphi]\| \leq \delta\right\}$, where the closure is taken in the $\sigma$-weak topology.

Lemma 4.2. For $a \in \mathscr{M}, a \in B(\varphi)$ if and only if $\{a\}=\bigcap_{\delta>0} C_{\varphi}(a, \delta)$.
Proof. The same proof as in [11, Lemma 1.2] works with obvious changes.
As in [11, Proposition 1.3], it is shown that $B(\varphi)$ is a von Neumann subalgebra in $\mathscr{M}$ by the above lemma.

Proposition 4.3. Following four conditions are equivalent.
(i) $B(\varphi)=\mathscr{N}^{\prime} \cap \mathscr{M}$.
(ii) $C_{\varphi}(a, \delta) \cap \mathscr{N}^{\prime} \cap \mathscr{M} \neq \varnothing$ for every $a \in \mathscr{M}$ and every $\delta>0$.
(iii) $E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi}(a) \in C_{\varphi}(a, \delta)$ for every $a \in \mathscr{M}$ and $\delta>0$.

Proof. (i) $\Rightarrow($ ii $)$. Put $C_{\varphi}(a):=\bigcap_{\delta>0} C_{\varphi}(a, \delta)$. Then $C_{\varphi}(a)$ is a $\sigma$-weakly compact convex set, and $C_{\varphi}(a) \neq \varnothing$ since $a \in C_{\varphi}(a, \delta)$ for every $\delta$. Let $\mathfrak{H}_{\varphi}$ be the completion of $\mathscr{M}$ with $\varphi$-norm. Then $C_{\varphi}(a)$ is a norm closed convex subset of $\mathfrak{H}_{\varphi}$. Hence there exists a unique element $b \in C_{\varphi}(a)$ with $\left\|b \xi_{\varphi}\right\|=\min \left\{\left\|x \xi_{\varphi}\right\| \| x \in C_{\varphi}(a)\right\}$. If $a^{\prime} \in C_{\varphi}(a, \delta)$, then $C_{\varphi}\left(a^{\prime}, \delta\right) \subset C_{\varphi}(a, 2 \delta)$. Hence $C_{\varphi}(b)=\bigcap_{\delta>0} C_{\varphi}(b, \delta) \subset \bigcap_{\delta>0} C_{\varphi}(a, 2 \delta)=C_{\varphi}(a)$. If $\|[u, \varphi]\| \leq \delta$, then $\left\|u^{*} b u\right\|_{\varphi}^{2} \leq\|b\|_{\varphi}^{2}+\delta\|b\|_{\varphi}^{2}$. By the lower semicontinuity of $\varphi$-norm in the $\sigma$-weak topology, $\|x\|_{\varphi}^{2} \leq\|b\|_{\varphi}^{2}+\delta\|b\|_{\varphi}^{2}$ for every $x \in C_{\varphi}(b, \delta)$. Hence $\|x\|_{\varphi}^{2} \leq\|b\|_{\varphi}^{2}$ holds for $x \in C_{\varphi}(b)$. Since $x \in C_{\varphi}(b) \subset C_{\varphi}(a)$, we get $x=b$, and hence $C_{\varphi}(b)=\{b\}$ holds. By Lemma 4.2 and the assumption, we have $b \in B(\varphi)=\mathscr{N}^{\prime} \cap \mathscr{M}$.
(ii) $\Rightarrow$ (iii). First note that $\mathscr{N}^{\prime} \cap \mathscr{M}$ is finite dimensional. So the sets $C_{\varphi}(a, \delta) \cap \mathscr{N}^{\prime} \cap$ $\mathscr{M}, \delta>0$, form a decreasing family of nonempty compact sets. Thus their intersection is also non-empty. Hence there exists $b \in C_{\varphi}(a) \cap \mathscr{N}^{\prime} \cap \mathscr{M}$. For every $u \in U(\mathscr{N})$ with $\|[u, \varphi]\| \leq \delta$ and $x \in \mathscr{N}^{\prime} \cap \mathscr{M}$, we have

$$
\begin{aligned}
\left|\varphi\left(u^{*} a u x\right)-\varphi(a x)\right| & =\left|\left(u \varphi u^{*}-\varphi\right)(a x)\right| \\
& \leq\left\|u \varphi u^{*}-\varphi\right\|\|a x\| \\
& \leq \delta\|a x\|,
\end{aligned}
$$

and we get $|\varphi(b x)-\varphi(a x)|=0$ for every $x \in \mathscr{N}^{\prime} \cap \mathscr{M}$. Since $0=\varphi(b x)-\varphi(a x)=$ $\varphi\left(\left(b-E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi}(a)\right) x\right)$ holds, we get $b=E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi}(a)$, where $E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi}$ is the $\varphi$-preserving conditional expectation on $\mathscr{N}^{\prime} \cap \mathscr{M}$.
(iii) $\Rightarrow(\mathrm{i})$. We have $a-E_{\mathcal{N}^{\prime} \cap \mathfrak{M}}(a) \in \overline{\operatorname{conv}}\left\{a-u^{*} a u \mid u \in U(\mathscr{N}),\|[u, \varphi]\| \leq \delta\right\}$. By the lower semicontinuity of $\varphi$-norm in the $\sigma$-weak topology, we get $\left\|a-E_{\mathcal{N}^{\prime} \cap \mathscr{M}}(a)\right\|_{\varphi} \leq$ $\sup \left\{\left\|a-u^{*} a u\right\|_{\varphi} \mid u \in U(\mathscr{N}),\|[u, \varphi]\| \leq \delta\right\}$.

Here if $a \in B(\varphi)$, then the right hand side of the above inequality converges to 0 as $\delta \rightarrow 0$. Hence we get $a=E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi}(a)$ and $B(\varphi) \subset \mathscr{N}^{\prime} \cap \mathscr{M}$.
(iii) $\Leftrightarrow$ (iv). This follows from the duality argument.

Corollary 4.4. If $B(\varphi)=\mathscr{N}^{\prime} \cap \mathscr{M}$ holds for some $\varphi$ with $\varphi \circ \mathscr{E}_{0}=\varphi$, then $B(\psi)=\mathscr{N}^{\prime} \cap \mathscr{M}$ holds for every normal faithful state $\psi$ with $\psi \circ \mathscr{E}_{0}=\psi$.

Proof. The same proof as in [11, Corollary 1.5] works by using Proposition 4.3 and the Connes-Størmer transitivity [7].

Proposition 4.5. Let $\mathscr{N} \subset \mathscr{M}$ be a subfactor of type $I I I_{1}$ with $[\mathscr{M}: \mathscr{N}]<\infty$, and assume $B(\varphi)=\mathscr{N}^{\prime} \cap \mathscr{M}$. Then for any $\varepsilon>0, \delta>0$ and any $\psi_{1}, \cdots, \psi_{n} \in \mathscr{M}_{*}$, there exist $u_{1}, \cdots, u_{m} \in U(\mathscr{N})$ and $\lambda_{1}, \cdots, \lambda_{m}>0$ such that $\sum_{i=1}^{m} \lambda_{i}=1,\left\|\left[u_{i}, \varphi\right]\right\|<\delta$ and $\left\|\psi_{j} \circ E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi}-\psi_{j} \circ P\right\|<\varepsilon, j=1, \cdots, n$, where $P(x)=\sum_{i} \lambda_{i} u_{i}^{*} x u_{i}$.

Proof. We prove by induction. When $n=1$, the proposition follows from Proposition 4.3(iv). Assume that the proposition holds for $n-1$. Take $\psi_{1}, \cdots, \psi_{n} \in \mathscr{M}_{*}$. By the induction hypothesis, for any $\varepsilon^{\prime}>0$ and $\delta^{\prime}>0$, we can find $u_{1}, \cdots, u_{m} \in U(\mathscr{N})$ and $\lambda_{1}, \cdots, \lambda_{m}>0$ satisfying the conclusion of proposition for $\varepsilon^{\prime}, \delta^{\prime}$ and $\psi_{1}, \cdots, \psi_{n-1}$. Apply

Proposition 4.3(iv) to $\psi_{n} \circ P$. Then we can find $v_{1}, \cdots, v_{l} \in U(\mathscr{N})$ and $\mu_{1}, \cdots, \mu_{l}>0$ such that $\sum \mu_{i}=1,\left\|\left[v_{i}, \varphi\right]\right\|<\delta^{\prime}$ and $\left\|\psi_{n} \circ P \circ E_{\mathcal{N}^{\prime} \cap \mathscr{M}}-\psi_{n} \circ P \circ Q\right\|<\varepsilon^{\prime}$, where $Q(x)=\sum \mu_{j} v_{j}^{*} x v_{j}$. It is clear that $P \circ E_{\mathscr{N}^{\prime} \cap \mathscr{M}}^{\varphi}=E_{\mathscr{N}^{\prime} \cap \mathscr{M}}^{\varphi}$ holds, and hence we get $\left\|\psi_{n} \circ E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi}-\psi_{n} \circ P \circ Q\right\|<\varepsilon^{\prime}$. By the choice of $\left\{u_{i}\right\}$ and $\left\{v_{j}\right\},\left\|\left[u_{i} v_{j}, \varphi\right]\right\|<2 \delta^{\prime}$ holds. Next we will estimate $\left\|\psi_{i} \circ E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi}-\psi_{i} \circ P \circ Q\right\|, 1 \leq i \leq n-1$. Since we have

$$
\begin{aligned}
& \left\|\psi_{i} \circ E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi}-\psi_{i} \circ P \circ Q\right\| \\
& \quad \leq\left\|\psi_{i} \circ\left(E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi}-E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi} \circ Q\right)\right\|+\left\|\psi_{i} \circ E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi} \circ Q-\psi_{i} \circ P \circ Q\right\| \\
& \quad \leq\left\|\psi_{i} \circ\left(E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi}-E_{\mathcal{N}^{\prime} \cap \mathscr{M}} \circ Q\right)\right\|+\varepsilon^{\prime},
\end{aligned}
$$

we have to estimate $\left\|E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi}-E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi} \circ Q\right\|$. Let $\|\cdot\|_{1}$ be the $L^{1}$ norm on $\mathscr{N}^{\prime} \cap \mathscr{M}$ for $\left.\varphi\right|_{\mathscr{N}^{\prime} \cap \mathscr{M}}$. (Note that the restriction of $\varphi$ on $\mathscr{N}^{\prime} \cap \mathscr{M}$ is a tracial state.) Then we have

$$
\sup \left\{\mid \varphi(y x)\left\|x \in \mathscr{N}^{\prime} \cap \mathscr{M},\right\| x \| \leq 1\right\}=\|y\|_{1}, y \in \mathscr{N}^{\prime} \cap \mathscr{M}
$$

On the other hand, we have the following inequality.

$$
\begin{aligned}
\left|\varphi\left(\left(E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi}(y)-E_{\mathscr{N}^{\prime} \cap \mathscr{M}}^{\varphi} \circ Q(y)\right) x\right)\right| & =|\varphi(y x-Q(y) x)| \\
& =\left|\varphi\left(y x-\sum_{i} \mu_{i} v_{i}^{*} y x v_{i}\right)\right| \\
& \leq \sum_{i} \mu_{i}\left|\varphi(y x)-v_{i} \varphi v_{i}^{*}(y x)\right| \\
& =\sum_{i} \mu_{i}\left|\left(\varphi-v_{i} \varphi v_{i}^{*}\right)(y x)\right| \\
& \leq \delta^{\prime}\|y x\| .
\end{aligned}
$$

Combining these, we get $\left\|E_{\mathcal{N}^{\prime} \cap \mathscr{M}}(y)-E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi} \circ Q(y)\right\|_{1} \leq \delta^{\prime}\|y\|$. Since $\mathscr{N}^{\prime} \cap \mathscr{M}$ is finite dimensional, there exists a constant $0 \neq C$ such that $\|\cdot\|_{1} \geq C\|\cdot\|$. Hence we get $\left\|E_{\mathcal{N}^{\prime} \cap \mathfrak{M}}^{\varphi}(y)-E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi} \circ Q(y)\right\| \leq \delta^{\prime} / C\|y\|$, and $\left\|E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi}-E_{\mathcal{N}^{\prime} \cap \mathfrak{M}}^{\varphi} \circ Q\right\| \leq \delta^{\prime} / C$. Finally we get $\left\|\psi_{i} \circ E_{\mathcal{N}^{\prime} \cap \mathscr{M}}^{\varphi}-\psi_{i} \circ P \circ Q\right\|<\max \left\|\psi_{i}\right\| \delta^{\prime} / C+\varepsilon^{\prime}$. If we take $\varepsilon^{\prime}$ and $\delta^{\prime}$ in such a way that $2 \delta^{\prime}<\delta$ and $\max \left\|\psi_{i}\right\| \delta^{\prime} / C+\varepsilon^{\prime}<\varepsilon$, then $\left\{\lambda_{i} \mu_{j}\right\}$ and $\left\{u_{i} v_{j}\right\}$ satisfy the conclusion of the proposition for $n$.

Let $\mathscr{N} \subset \mathscr{M}$ be an inclusion of AFD factors of type $\mathrm{III}_{1}$ with $\mathscr{G}_{\mathscr{M}, \mathscr{N}}=\widetilde{\mathscr{G}}_{\mathscr{M}, \mathscr{N}}$, and $\mathscr{E}_{k}$ the minimal conditional expectation from $\mathscr{M}_{k}$ onto $\mathscr{M}_{k-1}$. We extend $\varphi$ to $\mathscr{M}_{k}$ by $\varphi \circ \mathscr{E}_{1} \circ \cdots \circ \mathscr{E}_{k}$, and denote by $\varphi$ for simplicity.

Popa proved the following theorem in [33, Theorem 4.2].
THEOREM 4.6. Let $\mathscr{N} \subset \mathscr{M}$ be an inclusion of AFD type III factors, and $\varphi_{0}$ be a dominant weight for $\mathscr{M}$ with $\varphi_{0} \circ \mathscr{E}_{0}=\varphi_{0}$. If we have $\mathscr{N}_{\varphi_{0}}^{\prime} \cap \mathscr{M}=\mathscr{N}^{\prime} \cap \mathscr{M}$, then there exists a faithful normal state $\varphi$ such that $\varphi \circ \mathscr{E}_{0}=\varphi$ and $\mathscr{N}_{\varphi} \cap \mathscr{M}=\mathscr{N}^{\prime} \cap \mathscr{M}$.

Here is an important corollary.

Corollary 4.7. Let $\mathscr{N} \subset \mathscr{M}$ be as above. Then we have $\mathscr{N}^{\prime} \cap \mathscr{M}_{k}=B(\varphi)$ for every $k$ and every faithful normal state $\varphi$ of $\mathscr{M}_{k}$ such that $\varphi=\varphi \circ \mathscr{E}_{0} \circ \cdots \circ \mathscr{E}_{k}$.

Proof. Since $\mathscr{G}_{\mathscr{M}, \mathcal{N}}=\widetilde{\mathscr{G}}_{\mathscr{M}, \mathcal{N}}$, we have $\mathscr{N}^{\prime} \cap \mathscr{M}_{k}=\mathscr{N}_{\varphi_{0}}^{\prime} \cap\left(\mathscr{M}_{k}\right)_{\varphi_{0}}$ for every $k$ and a dominant weight $\varphi_{0}$. By combining this with the relative commutant theorem $\mathscr{N}_{\varphi_{0}}^{\prime} \cap \mathscr{M}_{k}=\mathscr{N}_{\varphi_{0}}^{\prime} \cap\left(\mathscr{M}_{k}\right)_{\varphi_{0}}\left(\left[33\right.\right.$, Theorem 4.3]), we get $\mathscr{N}_{\varphi_{0}}^{\prime} \cap \mathscr{M}_{k}=\mathscr{N}^{\prime} \cap \mathscr{M}_{k}$. By the above Popa's theorem, there exists a faithful normal state $\varphi$ on $\mathscr{M}_{k}$ such that $\varphi=$ $\varphi \circ \mathscr{E}_{1} \circ \cdots \circ \mathscr{E}_{k}$ and $\mathscr{N}^{\prime} \cap \mathscr{M}_{k}=\mathscr{N}_{\varphi}^{\prime} \cap \mathscr{M}_{k}$. By Corollary 4.4, we get the conclusion.

Set $\mathscr{M}_{\infty}:=\left(\bigcup_{k} \mathscr{M}_{k}\right)^{-}$, where the closure is taken in the GNS representation with respect to $\varphi$.

Proposition 4.8. We can find $\left\{u_{n}^{k}\right\}_{k=1}^{m_{n}} \subset U(\mathscr{N})$ and $\left\{\lambda_{n}^{k}\right\}_{k=1}^{m_{n}} \subset \boldsymbol{R}_{+}^{*}$ such that $\sum_{k=1}^{m_{n}} \lambda_{n}^{k}=1$ for each $n, \sup _{k}\left\|\left[u_{n}^{k}, \varphi\right]\right\| \leq 1 / n$ and $\psi \circ P_{n} \rightarrow \psi \circ E_{\mathcal{N}^{\prime} \cap \mathscr{M}_{\infty}}^{\varphi}, n \rightarrow \infty$, for every $\psi \in\left(\mathscr{M}_{\infty}\right)_{*}$, where $P_{n}(x)=\sum_{k=1}^{m_{n}} \lambda_{n}^{k} u_{n}^{k *} x u_{n}^{k}$.

Proof. Let $E_{k}^{\infty}$ be a $\varphi$ preserving conditional expectation from $\mathscr{M}_{\infty}$ onto $\mathscr{M}_{k}$. By the martingale convergence theorem [4, Lemma I.2], we have $\lim _{k \rightarrow \infty}\left\|\psi-\psi \circ E_{k}^{\infty}\right\|=0$. Let $V_{k}$ be a dense countable subset of $\left(\mathscr{M}_{k}\right)_{*}$. We regard $\varphi \in\left(\mathscr{M}_{k}\right)_{*}$ as the element of $\left(\mathscr{M}_{\infty}\right)_{*}$ via $\varphi \rightarrow \varphi \circ E_{k+1}^{\infty}$. Set $V:=\bigcup_{k} V_{k}$. Then $V$ is a dense countable subset of $\left(\mathscr{M}_{\infty}\right)_{*}$. We index $V$ as $\left\{\psi_{i}\right\}_{i=1}^{\infty}$. By the definition of $V$, there exists $k>0$ such that $\psi_{i} \circ E_{k}^{\infty}=\psi_{i}, 1 \leq i \leq n$. We regard $\psi_{i}$ as a normal functional on $\mathscr{M}_{k}$, and apply Proposition 4.5. Then we can find $\lambda_{k}^{n} \subset \boldsymbol{R}_{+}^{*}, \sum_{k} \lambda_{k}^{n}=1$, and $\left\{u_{k}^{n}\right\} \subset U(\mathscr{N})$ such that $\left\|\psi_{i} \circ P_{n}-\psi_{i} \circ E_{\mathcal{N}^{\prime} \cap \mathscr{M}_{k}}\right\|<1 / n$ and $\left\|\left[\psi_{i}, u_{k}^{n}\right]\right\| \leq 1 / n$, where $P_{n}=\sum_{k} \lambda_{k}^{n} \operatorname{Ad} u_{k}^{n}$. Then we get $\left\|\psi_{i} \circ P_{n}-\psi_{i} \circ E_{\mathcal{N}^{\prime} \cap M_{\infty}}^{\varphi}\right\|<1 / n$ since $E_{\mathcal{N}^{\prime} \cap \mathscr{M}_{k}}^{\varphi} \circ E_{k}^{\infty}=E_{k}^{\infty} \circ E_{\mathcal{N}^{\prime} \cap \mathscr{M}_{\infty}}^{\varphi}$ and $E_{k}^{\infty} \circ P_{n}=P_{n} \circ E_{k}^{\infty}$. These $\left\{\lambda_{k}^{n}\right\}$ and $\left\{u_{k}^{n}\right\}$ are desired ones.

By Proposition 4.8, $P_{n}(x)$ converges to $E_{\mathcal{N}^{\prime} \cap \mathscr{M}_{k}}^{\varphi}(x) \sigma$-strongly* for $x \in \mathscr{M}_{k}$. This fact is crucial in later sections.

## 5. Symmetric enveloping algebras and Longo-Rehren inclusions.

Now we discuss how to construct the symmetric enveloping algebra for a subfactor $\mathscr{N} \subset \mathscr{M}$ of type $\mathrm{III}_{1}$, since details of construction in type III case is not presented in [35].

First we fix a tunnel $\mathscr{M} \supset \mathscr{N}=: \mathscr{M}_{-1} \supset \mathscr{M}_{-2} \supset \cdots$ for $\mathscr{N} \subset \mathscr{M}$. Let $e_{k} \in \mathscr{M}_{k}$ be the Jones projection for $\mathscr{M}_{k-1} \supset \mathscr{M}_{k-2}$, and $\mathscr{E}_{k}$ the minimal conditional expectation from $\mathscr{M}_{k}$ on $\mathscr{M}_{k-1}$. We assume $\mathscr{M}$ acts on $L^{2}(\mathscr{M})$, and identify $\mathscr{M}^{\text {opp }}$ with $\mathscr{M}^{\prime}=J \mathscr{M} J$ via $j_{\mathscr{M}}(x) \leftrightarrow J x J$. Set $e_{k}:=j_{\mathscr{M}}\left(e_{2-k}\right)$ for $k \geq 2$. Then $\mathscr{M} \subset \mathscr{M}_{1} \subset \cdots \subset \mathscr{M}_{k}:=\operatorname{Alg}\left\langle\mathscr{M}_{k-1}, e_{k}\right\rangle \subset \mathscr{M}_{k+1} \subset \cdots$ is algebraically isomorphic to the Jones tower, and each $\mathscr{M}_{k}$ is $\sigma$-weakly closed in $B\left(L^{2}(\mathscr{M})\right)$. Set $B_{0}:=\bigcup_{k \geq 0} \mathscr{M}^{\text {opp }} \mathscr{M}_{k} \mathscr{M}^{\text {opp }} \subset B_{1}:=C^{*}\left(\mathscr{M}^{e_{\mathcal{N}}}, \mathscr{M}^{\text {opp }}\right) \subset B\left(L^{2}(\mathscr{M})\right)$. Then $B_{0}$ is a dense $*$-subalgebra in $B_{1}$. See [35]. In fact, we have $B_{0}=\operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }}, e_{\mathscr{N}}\right)$.

We recall the construction of the symmetric enveloping algebra for type $\mathrm{II}_{1}$ case, so assume $\mathscr{N} \subset \mathscr{M}$ is of type $\mathrm{II}_{1}$ for a moment. The relative Dixmier property [34] (also see [ $\mathbf{3 5}$, Appendix]) enable us to construct a conditional expectation $E$ from $B_{1}$ on $\mathscr{M}^{\text {opp }}$ by $x y z \in \mathscr{M}^{\text {opp }} \mathscr{M}_{k} \mathscr{M}^{\mathrm{opp}} \rightarrow x E_{\mathscr{M}^{\prime} \cap \mathscr{M}_{k}}(y) z \in \mathscr{M}^{\mathrm{opp}}$. Indeed assume $0=\sum_{i} x_{i} y_{i} z_{i} \in$ $\mathscr{M}^{\text {opp }} \mathscr{M}_{k} \mathscr{M}^{\text {opp }}$. Then we can choose $\left\{\lambda_{n}^{k}\right\}_{k=1}^{m_{n}} \subset \boldsymbol{R}_{+}^{*}, \sum_{k} \lambda_{n}^{k}=1$, and $\left\{u_{n}^{k}\right\}_{k=1}^{m_{k}} \subset U(\mathscr{M})$
such that $P_{n}\left(y_{i}\right):=\sum_{k=1}^{m_{n}} \lambda_{n}^{k} u_{n}^{k^{*}} y_{i} u_{n}^{k}$ converges to $E_{\mathscr{M}^{\prime} \cap \mathscr{M}_{k}}\left(y_{i}\right)$ in the norm topology for every $i$. (In fact, $\sigma$-strong convergence is enough in the following argument since $\mathscr{M}_{k}$ is $\sigma$-weakly closed.) It follows that

$$
\begin{aligned}
\sum_{i} x_{i} E_{\mathscr{M}^{\prime} \cap \mathscr{M}_{k}}\left(y_{i}\right) z_{i} & =\lim _{n} \sum_{i} x_{i} P_{n}\left(y_{i}\right) z_{i} \\
& =\lim _{n} \sum_{i} x_{i}\left(\sum_{k} \lambda_{n}^{k} u_{n}^{k^{*}} y_{i} u_{n}^{k}\right) z_{i} \\
& =\lim _{n} \sum_{k} \lambda_{n}^{k} u_{n}^{k^{*}} \sum_{i}\left(x_{i} y_{i} z_{i}\right) u_{n}^{k} \\
& =0,
\end{aligned}
$$

so $E$ is well-defined. Then it is shown that $\operatorname{tr}_{\mathscr{M} \text { opp }} \circ E$ is a unique tracial state for $B_{1}$. Then by GNS construction, we get the symmetric enveloping algebra as $\mathscr{M} \underset{e_{\mathcal{N}}}{ } \mathscr{M}^{\mathrm{opp}}$ := $\pi_{\operatorname{tr}_{\mathcal{M}} \text { opp } \circ E}\left(B_{1}\right)^{\prime \prime}$, which is a $\mathrm{I}_{1}$ factor due to the uniqueness of a tracial state.

In the type III case, it is not clear if we have such a projection $E$. However when $\mathscr{N} \subset \mathscr{M}$ is a strongly amenable subfactor of type $\mathrm{III}_{1}$ with $\mathscr{G}_{\mathscr{M}, \mathcal{N}}=\widetilde{\mathscr{G}}_{\mathscr{M}, \mathscr{N}}$, we can use Proposition 4.8 instead of the relative Dixmier property. Namely, let $P_{n}$ be as in Proposition 4.8. Then $x y z \rightarrow x E_{\mathscr{M}^{\prime} \cap \mathscr{M}_{k}}(y) z=\lim _{n \rightarrow \infty} x P_{n}(y) z$ is shown to be a welldefined map from $B_{0}$ onto $\mathscr{M}^{\text {opp }}$ in a similar way as above. This map can be extended to a conditional expectation $E$ from $B_{1}$ onto $\mathscr{M}^{\text {opp }}$. Then we get a state $\psi$ on $B_{1}$ by $\psi(x):=\left\langle E(x) \xi_{\varphi}, \xi_{\varphi}\right\rangle$, where $\xi_{\varphi} \in L^{2}(\mathscr{M})_{+}$is the representing vector for $\varphi$.

Definition 5.1. Define the symmetric enveloping algebra for $\mathscr{N} \subset \mathscr{M}$ as $\mathscr{M} \underset{e_{\mathcal{N}}}{\boxtimes}$ $\mathscr{M}^{\text {opp }}:=\pi_{\psi}\left(B_{1}\right)^{\prime \prime}$, where $\pi_{\psi}$ is the GNS representation for $\psi$.

Though the symmetric enveloping algebra for a strongly amenable subfactor of type $\mathrm{III}_{1}$ is defined, it is not clear that this construction produces indeed an factor, or independent on the choice of $\varphi$. Here we already have (another) similar construction, the Longo-Rehren construction. We compare these ones.

To do so, we recall the canonical implementation for endomorphisms of $\mathscr{M}$. Let $W_{\rho}$ be the canonical implementing isometry for $\rho$ defined as in [10, Appendix A]. Namely fix a faithful normal state $\varphi \in M_{*}$, and we define $W_{\rho}$ by $W_{\rho}\left(x \xi_{\varphi}\right)=\rho(x) \xi_{\varphi \circ \phi_{\rho}}$ for $\rho \in \operatorname{End}(\mathscr{M})$. Indeed, $W_{\rho}$ is an isometry. See [10, Appendix A] for more properties of $W_{\rho}$.

Denote $W_{\rho_{i}}$ by $W_{i}$ for simplicity for $i \in I$. Then $\left\{d(j) W_{j}\right\}_{j \in I}$ satisfy the same relations as $\left\{V_{i}\right\}$ in the Longo-Rehren construction by [10, Proposition A.4], i.e., $d(i) W_{i} d(j) W_{j}=\sum_{k} \hat{v}_{i, j}^{k} d(k) W_{k}$ and $W_{i} x J y J=\rho_{i}(x) \rho^{\mathrm{opp}}\left(j_{\mathcal{M}}(y)\right) W_{\rho}$ hold for $x, y \in \mathscr{M}$. (Of course, $\hat{v}_{i, j}^{k}=\sum_{e} \sqrt{\frac{d(i) d(j)}{d(k)}} v\left({ }_{i, j}^{k}\right)^{e} J v\left(_{i, j}^{k}\right)^{e} J$, in this case.) We can identify $d(i) W_{i} \in B\left(L^{2}(\mathscr{M})\right)$ and $V_{i} \in A(\Delta)$. Hence we have a ${ }^{*}$-homomorphism $\operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\mathrm{opp}},\left\{V_{i}\right\}\right) \rightarrow B\left(L^{2}(\mathscr{M})\right)$ by $\pi\left(x \otimes j_{\mathscr{M}}(y)\right) V_{i} \rightarrow x J y J d(i) W_{i}$, which we call the canonical map.

We also have the formula $e_{\mathscr{N}}=[\mathscr{M}: \mathscr{N}]^{-1} \sum_{i \in I_{0}} \sqrt{d(i)} \tilde{a}_{i}^{*} d(i) W_{i}$ for the common

Jones projection with the same notations as in $\S 2.5$. (Also see Appendix A.) As a consequence we have $B_{0}=\operatorname{Alg}\left(\mathscr{M}, J \mathscr{M} J, e_{\mathscr{N}}\right)=\operatorname{Alg}\left(\mathscr{M}, J \mathscr{M} J,\left\{W_{i}\right\}\right)$.

Let $(A:=) \mathscr{M} \otimes \mathscr{M}^{\text {opp }} \subset A(\Delta)$ be the Longo-Rehren inclusion for $\mathscr{N} \subset \mathscr{M}$. As was explained $\S 2.5$, we can construct the common Jones projection $e_{\mathcal{N}}$ in $A(\Delta)$. Once we have the common Jones projection, we can construct a Jones tower for $\mathscr{N} \subset \mathscr{M}$ within $A(\Delta)$ as in the symmetric enveloping algebra case, and we have $\bigcup_{k} \mathscr{M}^{\mathrm{opp}} \mathscr{M}_{k} \mathscr{M}^{\mathrm{opp}}=$ $\operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }},\left\{V_{i}\right\}\right)$.

Lemma 5.2. We have the following.
(1) $\varphi \otimes \varphi^{\mathrm{opp}} \circ \mathscr{E}_{A}(x y z)=\varphi^{\mathrm{opp}}\left(x E_{\mathscr{M}^{\prime} \cap \mathscr{M}_{k}}(y) z\right), x, z \in \mathscr{M}^{\mathrm{opp}}, y \in \mathscr{M}_{k}(\subset A(\Delta))$.
(2) $\psi\left(\sum_{i} a_{i} W_{i}\right)=\varphi \otimes \varphi^{\mathrm{opp}}\left(a_{0}\right)$ for $\sum_{i} a_{i} W_{i} \in \operatorname{Alg}\left(\mathscr{M}, J \mathscr{M} j\right.$, $\left.\left\{W_{i}\right\}\right)$.

Proof. (1) Note that since $\mathscr{M}^{\prime} \cap A(\Delta)=\mathscr{M}^{\text {opp }}, E_{\mathscr{M}^{\prime} \cap \mathscr{M}_{k}}^{\varphi}(y) \in \mathscr{M}^{\text {opp }}$. Then we have

$$
\begin{aligned}
\mid \varphi & \otimes \varphi^{\mathrm{opp}} \circ \mathscr{E}_{A}(x y z)-\varphi \otimes \varphi^{\mathrm{opp}} \circ \mathscr{E}_{A}\left(x P_{n}(y) z\right) \mid \\
& =\left|\varphi \otimes \varphi^{\mathrm{opp}} \circ \mathscr{E}_{A}(x y z)-\sum_{k} \lambda_{n}^{k} \varphi \otimes \varphi^{\mathrm{opp}} \circ \mathscr{E}_{A}\left(x u_{n}^{k^{*}} y u_{n}^{k} z\right)\right| \\
& \leq \sum_{k} \lambda_{n}^{k}\left|\varphi \otimes \varphi^{\mathrm{opp}} \circ \mathscr{E}_{A}(x y z)-u_{n}^{k} \varphi u_{n}^{k *} \otimes \varphi^{\mathrm{opp}} \circ \mathscr{E}_{A}(x y z)\right| \\
& =\sum_{k} \lambda_{n}^{k}\left|\left(\varphi-u_{n}^{k} \varphi u_{n}^{k *}\right) \otimes \varphi^{\mathrm{opp}} \circ \mathscr{E}_{A}(x y z)\right| \\
& \leq \frac{1}{n}\|\mathscr{E}(x y z)\| \rightarrow 0
\end{aligned}
$$

if $n \rightarrow \infty$.
To prove (2), we begin with the following lemma. (In the following, we use notations in §2.5.)

Lemma 5.3. For every $x \in \mathscr{M}$ and $0 \neq j \in I_{0}$, we have $E_{\mathscr{M}^{\prime} \cap \mathscr{M}_{1}}^{\varphi}\left(x w_{j}^{e *} e_{\mathscr{N}} w_{0}^{f}\right)=0$.
Proof. We verify $\varphi \circ \mathscr{E}_{1}\left(y x w_{j}^{e *} e_{\mathcal{N}} w_{0}^{f}\right)=0$ for every $y \in \mathscr{M}^{\prime} \cap \mathscr{M}_{1}$, which implies the conclusion since $\varphi \circ \mathscr{E}_{1}\left(y x w_{j}^{e *} e_{\mathcal{N}} w_{0}^{f}\right)=\varphi \circ \mathscr{E}_{1}\left(y E_{\mathscr{M}^{\prime} \cap \mathscr{M}_{1}}\left(x w_{j}^{e *} e_{\mathcal{N}} w_{0}^{f}\right)\right)$. First note that there exists a unique $z \in \mathscr{N}^{\prime} \cap \mathscr{M}$ such that $z e_{\mathscr{N}}=y e_{\mathscr{N}}$ by the push-down lemma. Then we have

$$
\begin{aligned}
\varphi \circ \mathscr{E}_{1}\left(y x w_{j}^{e *} e_{\mathscr{N}} w_{0}^{f}\right) & =\varphi \circ \mathscr{E}_{1}\left(x w_{j}^{e *} y e_{\mathcal{N}} w_{0}^{f}\right) \\
& =\varphi \circ \mathscr{E}_{1}\left(x w_{j}^{e *} z e_{\mathscr{N}} w_{0}^{f}\right) \\
& =[\mathscr{M}: \mathscr{N}]^{-1} \varphi\left(x w_{j}^{e *} z w_{0}^{f}\right) .
\end{aligned}
$$

It is easy to see $w_{j}^{e *} z w_{0}^{f} \in\left(\mathrm{id}, \rho_{j}\right)$. Hence $w_{j}^{e *} z w_{0}^{f}=0$ for $j \neq 0$.

Proof of Lemma 5.2(2). We compute $\psi\left(x J y J W_{j}\right)$ for $x, y \in \mathscr{M}$. As was explained in §2.5, we have

$$
W_{j}=C \tilde{w}_{j}^{*} e_{\mathcal{N}} \tilde{w}_{0}=C \sum_{e, f} w_{j}^{e *} J w_{j}^{e *} J e_{\mathcal{N}} w_{0}^{f} J w_{0}^{f} J
$$

for some nonzero constant $C$.
Hence for $0 \neq j \in I_{0}$, we have

$$
\begin{aligned}
\psi\left(x J y J W_{j}\right) & =C \psi\left(x J y J \sum_{e, f} w_{j}^{e *} J w_{j}^{e *} J e_{\mathscr{N}} w_{0}^{f} J w_{0}^{f} J\right) \\
& =C \sum_{e, f} \psi\left(J y w_{j}^{e *} J x w_{j}^{e *} e_{\mathscr{N}} w_{0}^{f} J w_{0}^{f} J\right) \\
& =C \sum_{e, f} \varphi^{\mathrm{opp}}\left(J y w_{j}^{e *} J E_{\mathscr{M ^ { \prime } \cap \mathscr { M } _ { 1 }}}^{\varphi}\left(x w_{j}^{e *} e_{\mathscr{N}} w_{0}^{f}\right) J w_{0}^{f} J\right) \\
& =0 .
\end{aligned}
$$

In a similar way, we can show $\psi\left(x J y J W_{j}\right)=0$ for all $0 \neq j \in I$ by considering $\mathscr{M}_{-k} \subset$ $\mathscr{M} \subset \mathscr{M}_{k}$ instead of $\mathscr{N} \subset \mathscr{M} \subset \mathscr{M}_{1}$. Note that $\psi(x J y J)=\varphi(x) \varphi^{\mathrm{opp}}(J y J)=\varphi \otimes_{\text {alg }}$ $\varphi^{\mathrm{opp}}(x \otimes J y J)$.

Take $\sum_{i} x_{i} W_{i} \in \operatorname{Alg}\left(\mathscr{M}, J \mathscr{M} J,\left\{W_{j}\right\}_{j \in \Delta}\right), x_{i} \in \operatorname{Alg}(\mathscr{M}, J \mathscr{M} J)$, and assume $\sum_{i} x_{i} W_{i}=0$. We have $\left(\sum_{i} x_{i} W_{i}\right)^{*}\left(\sum_{j} x_{j} W_{j}\right)=\sum_{i, j, k} \hat{v}_{\bar{\imath}, i}^{0 *} \rho_{\bar{\imath}}\left(x_{i}^{*} x_{j}\right) \hat{v}_{\bar{\imath}, j}^{k} W_{k}$. By the above argument, $0=\psi\left(\left(\sum_{i} x_{i} W_{i}\right)^{*} \sum_{j} x_{j} W_{j}\right)=\varphi \otimes_{\text {alg }} \varphi^{\mathrm{opp}}\left(\sum_{i} \hat{v}_{\bar{\imath}, i}^{0 *} \hat{\rho}_{\bar{\imath}}\left(x_{i}^{*} x_{i}\right) \hat{v}_{\bar{i}, i}^{0}\right)$. Thus we get $\hat{\rho}_{\bar{\imath}}\left(x_{i}\right) \hat{v}_{, i, i}^{0}=0$ for every $i$, and we get $x_{i}=x_{i} \hat{v}_{i, \bar{i}}^{0 *} \hat{\rho}_{i}\left(\hat{v}_{\bar{i}, i}^{0}\right)=\hat{v}_{i, \hat{i}}^{0 *} \hat{\rho}_{i}\left(\hat{\rho}_{\bar{\imath}}\left(x_{i}\right) \hat{v}_{\bar{i}, i}^{0}\right)=0$. Hence the map $\mathscr{E}$

$$
\mathscr{E}: \operatorname{Alg}\left(\mathscr{M}, J \mathscr{M} J,\left\{W_{j}\right\}\right) \ni \sum_{i} a_{i} W_{i} \rightarrow a_{0} \in \operatorname{Alg}(\mathscr{M}, J \mathscr{M} J)
$$

is well-defined. Thus we have

$$
\psi\left(\sum a_{i} W_{i}\right)=\varphi \otimes \varphi^{\mathrm{opp}}\left(a_{0}\right)=\varphi \otimes \varphi^{\mathrm{opp}} \circ \mathscr{E}
$$

on $\operatorname{Alg}\left(\mathscr{M}, J \mathscr{M} J,\left\{W_{j}\right\}_{j \in I}\right)=\operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }}, e_{\mathscr{N}}\right)$.
Now we can state the main result in this section.
Theorem 5.4. Let $\psi$ be a state on $C^{*}\left(\mathscr{M}, e_{\mathcal{N}}, J \mathscr{M} J\right)$ defined as above. Let $\pi_{\psi}$ be the $G N S$ representation of $C^{*}\left(\mathscr{M}, e_{\mathcal{N}}, J \mathscr{M} J\right)$ via $\psi$. Then $\mathscr{M} \underset{e_{\mathcal{N}}}{\boxtimes} \mathscr{M}^{\mathrm{ppp}}=$ $\pi_{\psi}\left(C^{*}\left(\mathscr{M}, \mathscr{M}^{\mathrm{opp}}, e_{\mathscr{N}}\right)\right)^{\prime \prime}$ is isomorphic to $A(\Delta)$ in the canonical way.

Proof. By Lemma 5.2 , the canonical map $\operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }},\left\{V_{i}\right\}\right) \rightarrow$ $\operatorname{Alg}\left(\mathscr{M}, J \mathscr{M} J,\left\{W_{i}\right\}\right)$ can be extended to a unitary $V$ between $L^{2}\left(A(\Delta), \varphi \otimes \varphi^{\circ \mathrm{pp}} \circ \mathscr{E}_{A}\right)$ and $L^{2}\left(B_{1}, \psi\right)$. Then it is easy to see $A(\Delta) \cong \pi_{\psi}\left(B_{1}\right)^{\prime \prime}$ via $V$.

## 6. Approximation property for Longo-Rehren inclusion and EffrosLance type characterization.

Let $\mathscr{N} \subset \mathscr{M}$ be a strongly amenable subfactor of type $\mathrm{III}_{1}$, and $\pi(A) \subset A(\Delta)$ the Longo-Rehren inclusion for $\mathscr{N} \subset \mathscr{M}$. (We write an isomorphism $\pi$ from $A$ into $A(\Delta)$ explicitly for a while, and freely use notations in $\S 2.5$.) We often write $x \otimes j_{\mathscr{M}}(y) \in$ $\mathscr{M} \otimes \mathscr{M}^{\text {opp }}$ as $x j_{\mathscr{M}}(y)$ for simplicity.

Lemma 6.1. Let $\mathscr{M}$ be an injective factor of type III $_{1}$. Then there exist finite dimensional factors $M_{n}$, unital completely positive maps $S_{n}: \mathscr{M} \rightarrow M_{n}$ and $T_{n}: M_{n} \rightarrow$ $\mathscr{M}$ such that $\lim _{n \rightarrow \infty} T_{n} \circ S_{n}(x)=x$ in strong* topology and $\lim _{n \rightarrow \infty}\left\|\psi \circ T_{n} \circ S_{n}-\psi\right\|=0$ for every $\psi \in \mathscr{M}_{*}$.

Proof. Fix $T>0$, set $\theta:=\sigma_{T}^{\varphi}$ for some faithful normal state $\varphi$ on $\mathscr{M}$. Then $\mathscr{P}:=$ $\mathscr{M} \rtimes_{\theta} \boldsymbol{Z}$ is an injective type $\mathrm{III}_{\lambda}$ factor, $(T=-2 \pi / \log \lambda)$, and hence we can identify $\mathscr{P}$ with the infinite tensor product factor $\bigotimes_{k=1}^{\infty}\left(M_{2}(\boldsymbol{C}), \varphi_{\lambda}\right)$, where $\varphi_{\lambda}\left(\begin{array}{cc}a & b \\ c & d\end{array}\right)=\frac{a}{1+\lambda}+\frac{\lambda d}{1+\lambda}$. Set $M_{n}:=\bigotimes_{k=1}^{n} M_{2}(\boldsymbol{C})$, and let $E_{n}$ be the $\bigotimes_{k=1}^{\infty} \varphi_{\lambda}$ preserving conditional expectation from $\mathscr{P}$ on $M_{n}$. Then $E_{n}(x)$ (resp $\psi \circ E_{n}$ ) converge to $x$ (resp. $\psi$ ) in strong* (resp. norm) topology for $x \in \mathscr{P}$ (resp. $\psi \in \mathscr{P}_{*}$ ). Let $E_{\mathscr{M}}$ be the conditional expectation from $\mathscr{P}$ on $\mathscr{M}$. Define $S_{n}:=\left.E_{n}\right|_{\mathscr{M}}$ and $T_{n}:=\left.E_{\mathscr{M}}\right|_{M_{n}}$. Then these $T_{n}$ and $S_{n}$ are desired ones. Indeed we have

$$
\lim _{n \rightarrow \infty} T_{n} \circ S_{n}(x)=\lim _{n \rightarrow \infty} E_{\mathscr{M}} \circ E_{n}(x)=E_{\mathscr{M}}(x)=x
$$

in strong* topology and

$$
\begin{aligned}
\lim _{n \rightarrow \infty}\left\|\psi \circ T_{n} \circ S_{n}-\psi\right\| & =\lim _{n \rightarrow \infty}\left\|\left.\psi \circ E_{\mathscr{M}} \circ E_{n}\right|_{\mathscr{M}}-\left.\psi \circ E_{\mathscr{M}}\right|_{\mathscr{M}}\right\| \\
& \leq \lim _{n \rightarrow \infty}\left\|\psi \circ E_{\mathscr{M}} \circ E_{n}-\psi \circ E_{\mathscr{M}}\right\|=0 .
\end{aligned}
$$

To state the following lemmas, we need some definitions and results on amenable fusion algebras in [14]. Let $\mu$ be a measure on $I$ given by $\mu(\{i\})=d(i)^{2}$. We denote the pairing between $\ell^{1}(I, \mu)$ and $\ell^{\infty}(I)$ by $\langle\cdot, \cdot\rangle_{\mu}$.

A right convolution operator $\lambda_{i}^{r}$ on $\ell^{1}(I, \mu)$ is defined by

$$
\lambda_{i}^{r}(f)(j)=\sum_{k} \frac{d(k)}{d(i) d(j)} N_{j, i}^{k} f(k), f \in \ell^{1}(I, \mu) .
$$

In [14, Theorem 4.6], Hiai and Izumi proved that the amenability of $\mathscr{G}_{\mathcal{N} \subset \mathscr{M}}$ in the sense of Popa, i.e., the principal graph of $\mathscr{N} \subset \mathscr{M}$ satisfies the Følner type condition in [31, Definition 3.1], is equivalent to the existence of an almost invariant finite subset in $I$. Namely, for any finite set $J \subset I$ and $\varepsilon>0$, there exists a finite subset $F \subset I$ such that

$$
\left\|\lambda_{i}^{r}\left(\chi_{F}\right)-\chi_{F}\right\|_{1, \mu}<\varepsilon\left\|\chi_{F}\right\|_{1, \mu}
$$

for any $i \in J$.

LEMMA 6.2. Let $F \subset I$ be a finite set, and set $e_{F}:=\sum_{i \in F} 1 \otimes e_{i i} \in A \otimes B\left(\ell^{2}(I)\right)$. Define $S_{F}: A(\Delta) \rightarrow A \otimes M_{|F|}(\boldsymbol{C})$ by $S_{F}(x)=e_{F} x e_{F}$, and $T_{F}: A \otimes M_{|F|}(\boldsymbol{C}) \rightarrow A(\Delta)$ by $T_{F}(x)=\frac{1}{\left\|\chi_{F}\right\|_{1, \mu}} \mathscr{F}_{A(\Delta)}(x)$. Let $\Psi$ be a completely positive map from $A$ into itself. Then

$$
T_{F} \circ \Psi \otimes \mathrm{id} \circ S_{F}\left(\pi(a) V_{i}\right)=\frac{1}{\left\|\chi_{F}\right\|_{1, \mu}} \sum_{j, k \in F, l \in I} \pi\left(\hat{v}_{\bar{\jmath}, j}^{0 *} \hat{\rho}_{\bar{\jmath}}\left(\Psi\left(\hat{\rho}_{j}(a) \hat{v}_{j, i}^{k}\right)\right) \hat{v}_{\bar{\jmath}, k}^{l}\right) V_{l}
$$

holds.
Proof. First note $\left\|\chi_{F}\right\|_{1, \mu}=\mathscr{F}_{A(\Delta)}\left(e_{F}\right)$. Hence $T_{F}$ is unital. The above lemma is shown by the following computation. (Recall matrix form representation in $\S 2$.)

$$
\begin{aligned}
T_{F} & \circ(\Psi \otimes \mathrm{id}) \circ S_{F}\left(\pi(a) V_{i}\right) \\
& =\sum_{j, k \in F} T_{F} \circ(\Psi \otimes \mathrm{id})\left(\hat{\rho}_{j}(a) \hat{v}_{j, i}^{k} \otimes e_{j, k}\right) \\
& =\frac{1}{\left\|\chi_{F}\right\|_{1, \mu}} \sum_{j, k \in F, l \in I} \bar{V}_{l}\left(\hat{\rho}_{l}\left(\Psi\left(\hat{\rho}_{j}(a) \hat{v}_{j, i}^{k}\right)\right) \otimes e_{j, k}\right) \bar{V}_{l}^{*} \\
& =\frac{1}{\left\|\chi_{F}\right\|_{1, \mu}} \sum_{j, k \in F, l, m, n \in I} \hat{v}_{l, j}^{m *} \hat{\rho}_{l}\left(\Psi\left(\hat{\rho}_{j}(a) \hat{v}_{j, i}^{k}\right)\right) \hat{v}_{l, k}^{n} \otimes e_{m, n} \\
& =\frac{1}{\left\|\chi_{F}\right\|_{1, \mu}} \sum_{j, k \in F, l, m, n \in I} \hat{\rho}_{m}\left(\hat{v}_{\bar{\jmath}, j}^{0 *}\right) \hat{v}_{m, \bar{j}}^{l} \hat{\rho}_{l}\left(\Psi\left(\hat{\rho}_{j}(a) \hat{v}_{j, i}^{k}\right)\right) \hat{v}_{l, k}^{n} \otimes e_{m, n}
\end{aligned}
$$

(by Corollary 2.19)
$=\frac{1}{\left\|\chi_{F}\right\|_{1, \mu}} \sum_{j, k \in F, l, m, n \in I} \hat{\rho}_{m}\left(\hat{v}_{\bar{\jmath}, j}^{0 *}\right) \hat{\rho}_{m} \hat{\rho}_{\bar{\jmath}}\left(\Psi\left(\hat{\rho}_{j}(a) \hat{v}_{j, i}^{k}\right)\right) \hat{v}_{m, \bar{j}}^{l} \hat{v}_{l, k}^{n} \otimes e_{m, n}$
$=\frac{1}{\left\|\chi_{F}\right\|_{1, \mu}} \sum_{j, k \in F, l, m, n \in I} \hat{\rho}_{m}\left(\hat{v}_{\bar{\jmath}, j}^{0 *} \hat{\rho}_{\bar{\jmath}}\left(\Psi\left(\hat{\rho}_{j}(a) \hat{v}_{j, i}^{k}\right)\right) \hat{\rho}_{m}\left(\hat{v}_{\bar{\jmath}, k}^{l}\right) \hat{v}_{m, l}^{n} \otimes e_{m, n}\right.$
(by Lemma 2.18(1))
$=\frac{1}{\left\|\chi_{F}\right\|_{1, \mu}} \sum_{j, k \in F, l \in I} \pi\left(\hat{v}_{\bar{\jmath}, j}^{0 *} \hat{\rho}_{\bar{\jmath}}\left(\Psi\left(\hat{\rho}_{j}(a) \hat{v}_{j, i}^{k}\right)\right) \hat{v}_{\bar{\jmath}, k}^{l}\right) V_{l}$.
LEmma 6.3. There exist finite dimensional factors $N_{n}$, unital completely positive maps $S_{n}: A(\Delta) \rightarrow A \otimes N_{n}$ and $T_{n}: A \otimes N_{n} \rightarrow A(\Delta)$ such that $T_{n} \circ S_{n}(x) \rightarrow x \sigma$-strongly* for $x \in \operatorname{Alg}\left(\pi(A),\left\{V_{i}\right\}\right)$.

Proof. At first we compute $\left\langle\lambda_{i}^{r}\left(\chi_{F}\right), \chi_{F}\right\rangle_{\mu}$. Then we have

$$
\begin{aligned}
\left\langle\lambda_{i}^{r}\left(\chi_{F}\right), \chi_{F}\right\rangle_{\mu} & =\sum_{j \in I} \lambda_{i}^{r}\left(\chi_{F}\right)(j) \chi_{F}(j) d(j)^{2}=\sum_{j, k \in I} \frac{d(k)}{d(i) d(j)} N_{j, i}^{k} \chi_{F}(k) \chi_{F}(j) d(j)^{2} \\
& =\sum_{j, k \in F} \frac{d(k) d(j)}{d(i)} N_{j, i}^{k}
\end{aligned}
$$

By Hiai-Izumi's Følner type condition, we can find a sequence $\left\{F_{n}\right\}$ of finite subsets in $I$ such that

$$
\lim _{n \rightarrow \infty} \frac{\left\|\lambda_{i}^{r}\left(\chi_{F_{n}}\right)-\chi_{F_{n}}\right\|_{1, \mu}}{\left\|\chi_{F_{n}}\right\|_{1, \mu}}=0
$$

for every $i \in I$. Set $N_{n}:=M_{\left|F_{n}\right|}(\boldsymbol{C})$. Let $T_{n}:=T_{F_{n}}, S_{n}:=S_{F_{n}}$ be the unital completely positive maps constructed in Lemma 6.2.

By Lemma 6.2 and the above computation, we have

$$
\begin{aligned}
T_{n} \circ S_{n}\left(\pi(a) V_{i}\right) & =\frac{1}{\left\|\chi_{F_{n}}\right\|_{1, \mu}} \sum_{j, k \in F_{n}, l \in I} \pi\left(\hat{v}_{\bar{j}, j}^{0 *} \hat{\rho}_{\bar{\jmath}}\left(\hat{\rho}_{j}(a) \hat{v}_{j, i}^{k}\right) \hat{v}_{\bar{j}, k}^{l}\right) V_{l} \\
& =\frac{1}{\left\|\chi_{F_{n}}\right\|_{1, \mu}} \sum_{j, k \in F_{n}, l \in I} \pi\left(a \hat{v}_{\bar{j}, j}^{0 *} \hat{\rho}_{\bar{\jmath}}\left(\hat{v}_{j, i}^{k}\right) \hat{v}_{\bar{\jmath}, k}^{l}\right) V_{l} \\
& =\frac{1}{\left\|\chi_{F_{n}}\right\|_{1, \mu}} \sum_{j, k \in F_{n}, l \in I} \pi\left(a \hat{v}_{\bar{j}, k}^{i *} \hat{v}_{\bar{j}, k}^{l}\right) V_{l} \\
& =\frac{1}{\left\|\chi_{F_{n}}\right\|_{1, \mu}} \sum_{j, k \in F_{n}} \frac{d(j) d(k)}{d(i)} N_{\bar{\jmath}, k}^{i} \pi(a) V_{i} \\
& =\frac{1}{\left\|\chi_{F_{n}}\right\|_{1, \mu}} \sum_{j, k \in F_{n}} \frac{d(j) d(k)}{d(i)} N_{j, i}^{k} \pi(a) V_{i} \\
& =\frac{\left\langle\lambda_{i}^{r}\left(\chi_{F_{n}}\right), \chi_{F_{n}}\right\rangle_{\mu}}{\left\|\chi_{F_{n}}\right\|_{1, \mu}} \pi(a) V_{i} .
\end{aligned}
$$

Here

$$
\begin{aligned}
\left|\frac{\left\langle\lambda_{i}^{r}\left(\chi_{F_{n}}\right), \chi_{F_{n}}\right\rangle_{\mu}}{\left\|\chi_{F_{n}}\right\|_{1, \mu}}-1\right| & =\left|\frac{\left\langle\lambda_{i}^{r}\left(\chi_{F_{n}}\right), \chi_{F_{n}}\right\rangle_{\mu}-\left\langle\chi_{F_{n}}, \chi_{F_{n}}\right\rangle_{\mu}}{\left\|\chi_{F_{n}}\right\|_{1, \mu}}\right| \\
& \leq \frac{\left\|\lambda_{i}^{r}\left(\chi_{F_{n}}\right)-\chi_{F_{n}}\right\|_{1, \mu}\left\|_{F_{n}}\right\|_{\infty}}{\left\|\chi_{F_{n}}\right\|_{1, \mu}} \\
& \rightarrow 0
\end{aligned}
$$

as $n$ goes to infinity. Hence $\lim _{n \rightarrow \infty} T_{n} \circ S_{n}\left(\pi(a) V_{i}\right)=\pi(a) V_{i}$ holds.
Now we can present the Effros-Lance type characterization on the amenability of $\mathscr{N} \subset \mathscr{M}$.

Theorem 6.4. Let $(\varrho, K)$ be a representation of $\operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\mathrm{opp}},\left\{V_{i}\right\}\right)$ such that $\left.\varrho\right|_{\mathscr{M}}$ and $\left.\varrho\right|_{\mathscr{M}}$ opp are normal. Then $\|\varrho(x)\|_{B(K)} \leq\|x\|_{A(\Delta)}$ for every $x \in$ $\operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }},\left\{V_{i}\right\}\right)$.

Proof. Take a unit vector $\xi \in K$. Let $T_{n}^{(1)}, S_{n}^{(1)}$ be as in Lemma 6.1, and $T_{n}^{(2)}$, $S_{n}^{(2)}$ as in Lemma 6.3. Set $\hat{T}_{n}^{(1)}=T_{n}^{(1)} \otimes T_{n}^{(1) \text { opp }}$ and $\hat{S}_{n}^{(1)}=S_{n}^{(1)} \otimes S_{n}^{(1) \text { opp }}$. Let $\omega_{\xi}$ be a
vector state associated with $\xi$ and define a normal state $\psi_{m, n}$ on $A(\Delta)$ by

$$
\psi_{m, n}=\omega_{\xi} \circ \varrho \circ T_{n}^{(2)} \circ\left(\hat{T}_{m}^{(1)} \otimes \operatorname{id}_{n}\right) \circ\left(\hat{S}_{m}^{(1)} \otimes \operatorname{id}_{n}\right) \circ S_{n}^{(2)}
$$

where $\mathrm{id}_{n}$ is the identity map on $N_{n}$.
Indeed, since $\left(\hat{S}_{m}^{(1)} \otimes \mathrm{id}_{n}\right) \circ S_{n}^{(2)}$ is a normal unital completely positive map from $A(\Delta)$ to $M_{m} \otimes M_{m}^{\text {opp }} \otimes N_{n}$, and $\omega_{\xi} \circ \varrho \circ T_{n}^{(2)} \circ\left(\hat{T}_{m}^{(1)} \otimes \mathrm{id}_{n}\right)$ is a normal state on $M_{m} \otimes M_{m}^{\text {opp }} \otimes N_{n}$, $\psi_{m, n}$ is a normal state on $A(\Delta)$. Note that $T_{n}^{(2)} \circ\left(\hat{T}_{m}^{(1)} \otimes \operatorname{id}_{n}\right)\left(M_{m} \otimes M_{m}^{\text {opp }} \otimes N_{n}\right) \subset$ $\operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }},\left\{V_{i}\right\}\right)$, and hence $\varrho \circ T_{n}^{(2)} \circ\left(\hat{T}_{m}^{(1)} \otimes \operatorname{id}_{n}\right)$ is well defined. Hence we have $\left|\psi_{m, n}(x)\right| \leq\|x\|_{A(\Delta)}$ for $x \in \operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }},\left\{V_{i}\right\}\right)$.

We will verify $\lim _{n \rightarrow \infty} \lim _{m \rightarrow \infty} \psi_{m, n}(x)=\omega_{\xi} \circ \varrho(x)$ for $\pi\left(x j_{\mathcal{M}}(y)\right) V_{i} \in$ $\operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }},\left\{V_{i}\right\}\right)$. By Lemma 6.2 , we have

$$
\begin{aligned}
& T_{n}^{(2)} \circ\left(\hat{T}_{m}^{(1)} \otimes \operatorname{id}_{n}\right) \circ\left(\hat{S}_{m}^{(1)} \otimes \operatorname{id}_{n}\right) \circ S_{n}^{2}\left(\pi\left(x j_{\mathscr{M}}(y)\right) V_{i}\right) \\
& \quad=\frac{1}{\left\|F_{n}\right\|_{1, \mu}} \sum_{j, k \in F_{n}, l \in I} \pi\left(\hat{v}_{\bar{\jmath}, j}^{0 *} \hat{\rho}_{\bar{\jmath}}\left(\hat{T}_{m}^{(1)} \circ \hat{S}_{m}^{(1)}\left(\hat{\rho}_{j}\left(x j_{\mathscr{M}}(y)\right) \hat{v}_{j, i}^{k}\right)\right) \hat{v}_{\bar{\jmath}, k}^{l}\right) V_{l} \\
& \quad=\frac{1}{\left\|F_{n}\right\|_{1, \mu}} \sum_{j, k \in F_{n}, l \in I} \pi\left(\hat{v}_{\bar{\jmath}, j}^{0 *}\right) \pi\left(\rho_{\bar{\jmath}} T_{m}^{(1)} S_{m}^{(1)} \rho_{j}(x) \otimes j_{\mathscr{M}}\left(\rho_{\bar{\jmath}} T_{m}^{(1)} S_{m}^{(1)} \rho_{j}(y)\right) \pi\left(\hat{v}_{j, i}^{k} \hat{v}_{\bar{\jmath}, k}^{l}\right) V_{l} .\right.
\end{aligned}
$$

Then

$$
\left.\left.\begin{array}{l}
\psi_{m, n}\left(x j_{\mathscr{M}}(y) V_{i}\right) \\
\qquad=\frac{1}{\left\|F_{n}\right\|_{1, \mu}} \sum_{j, k \in F_{n}, l \in I}\left\langle\varrho\left(\hat{v}_{\bar{J}, j}^{0 *}\right) \varrho\left(\rho_{\bar{\jmath}} T_{m}^{(1)} S_{m}^{(1)} \rho_{j}(x)\right)\right. \\
\end{array} \quad \varrho\left(j_{\mathscr{M}}\left(\rho_{\bar{\jmath}} T_{m}^{(1)} S_{m}^{(1)} \rho_{j}(y)\right)\right) \varrho\left(\hat{v}_{j, i}^{k} \hat{v}_{\bar{J}, k}^{l}\right) \varrho\left(V_{l}\right) \xi, \xi\right\rangle\right) .
$$

holds. Since $\left.\varrho\right|_{\mathscr{M}}$ and $\left.\varrho\right|_{\mathscr{M}}$ opp are normal, and $\left\{T_{m}^{(1)} \circ S_{m}^{(1)}(a)\right\}_{m=1}^{\infty}$ converges to $a$ strongly* for every $a \in \mathscr{M}$,

$$
\begin{aligned}
\lim _{m \rightarrow \infty} \psi_{m, n}(x) & =\frac{1}{\left\|F_{n}\right\|_{1, \mu}} \sum_{j, k \in F_{n}, l \in I}\left\langle\varrho\left(\hat{v}_{\bar{j}, j}^{0 *}\right) \varrho\left(\rho_{\bar{\jmath}} \rho_{j}(x)\right) \varrho\left(j_{\mathscr{M}}\left(\rho_{\bar{\jmath}} \rho_{j}(y)\right)\right) \varrho\left(\hat{v}_{j, i}^{k} \hat{v}_{\bar{j}, k}^{l}\right) \varrho\left(V_{l}\right) \xi, \xi\right\rangle \\
& =\omega_{\xi} \circ \varrho \circ T_{n}^{(2)} \circ S_{n}^{(2)}\left(\pi\left(x j_{\mathcal{M}}(y)\right) V_{i}\right)
\end{aligned}
$$

for $\pi\left(x j_{\mathscr{M}}(y)\right) V_{i} \in \operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }},\left\{V_{i}\right\}\right)$. By letting $n \rightarrow \infty$, we have

$$
\lim _{n \rightarrow \infty} \lim _{m \rightarrow \infty} \psi_{m, n}\left(\pi\left(x j_{\mathscr{M}}(y)\right) V_{i}\right)=\omega_{\xi} \circ \varrho\left(\pi\left(x j_{\mathscr{M}}(y)\right) V_{i}\right)
$$

for $\pi\left(x j_{\mathscr{M}}(y)\right) V_{i} \in \operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }},\left\{V_{i}\right\}\right)$. Thus $\lim _{n \rightarrow \infty} \lim _{m \rightarrow \infty} \psi_{m, n}(x)=\omega_{\xi} \circ \varrho(x)$ for every $x \in \operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }},\left\{V_{i}\right\}\right)$. It follows

$$
\|\varrho(x) \xi\|^{2}=\omega_{\xi} \circ \varrho\left(x^{*} x\right) \leq\left\|x^{*} x\right\|_{A(\Delta)}=\|x\|_{A(\Delta)}^{2}
$$

This holds for any unit vector $\xi$, and hence we have $\|\varrho(x)\|_{B(K)} \leq\|x\|_{A(\Delta)}$.
As a corollary to Theorem 6.4, we have
Corollary 6.5. We have $C^{*}\left(\mathscr{M}, J \mathscr{M} J, e_{\mathscr{N}}\right) \cong C_{\min }^{*}\left(\mathscr{M}, \mathscr{M}^{\mathrm{opp}}, e_{\mathscr{N}}\right)$ via the natural isomorphism, where $C_{\min }^{*}\left(\mathscr{M}, \mathscr{M}^{\mathrm{opp}}, e_{\mathscr{N}}\right)\left(=C_{\min }^{*}\left(\mathscr{M}, \mathscr{M}^{\mathrm{opp}},\left\{V_{i}\right\}\right)\right)$ is the $C^{*}$ subalgebra in $A(\Delta)$ generated by $\mathscr{M}, \mathscr{M}^{\mathrm{opp}}$ and $e_{\mathcal{N}}$.

Proof. Let $W_{l} \in B\left(L^{2}(\mathscr{M})\right)$ be the canonical implementing isometry for $\rho_{l}$. Then the canonical map $\pi\left(x \otimes j_{\mathscr{M}}(y)\right) V_{l} \in A(\Delta) \rightarrow x J y J d(l) W_{l} \in B\left(L^{2}(\mathscr{M})\right)$ is a representation of $\operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }},\left\{V_{i}\right\}\right)$, which is normal on $\mathscr{M}$ and $\mathscr{M}^{\text {opp }}$. By Theorem 6.4, $\left\|\sum_{i} a_{i} d(i) W_{i}\right\|_{B\left(L^{2}(\mathscr{M})\right)} \leq\left\|\sum_{i} \pi\left(a_{i}\right) V_{i}\right\|_{A(\Delta)}, a_{i} \in \operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }}\right)$.

On the other hand, $\left\|\sum_{i} a_{i} d(i) W_{i}\right\|_{B\left(L^{2}(\mathscr{M})\right)} \geq\left\|\sum_{i} \pi\left(a_{i}\right) V_{i}\right\|_{A(\Delta)}$ by Theorem 5.4. Hence $\left\|\sum_{i} a_{i} d(i) W_{i}\right\|_{B\left(L^{2}(\mathcal{M})\right)}=\left\|\sum_{i} \pi\left(a_{i}\right) V_{i}\right\|_{A(\Delta)}$ holds. It follows that the canonical map is extended to the isomorphism between $C^{*}\left(\mathscr{M}, J \mathscr{M} J,\left\{W_{i}\right\}\right)$ and $C_{\text {min }}^{*}\left(\mathscr{M}, \mathscr{M}^{\text {opp }},\left\{V_{i}\right\}\right)$.

In the above argument, we approximate $\omega_{\xi} \circ \varrho$ by a double sequence $\left\{\psi_{m, n}\right\}$. However we would like to approximate by a sequence of normal states (Proposition 6.7), which will be crucial in the proof of Lemma 7.6.

Lemma 6.6. Fix a faithful normal state $\varphi$ on $\mathscr{M}$. Let $\xi \in L^{2}(\mathscr{M})_{+}$be the representing vector for $\varphi$. For any finite set $\left\{x_{k}\right\}_{1 \leq k \leq m},\left\{y_{k}\right\}_{1 \leq k \leq m} \subset \mathscr{M}$, finite subset $J \subset I$ and $\varepsilon>0$, we can find a normal state $\psi^{\prime}$ on $A(\Delta)$ such that
(1) $\left|\psi^{\prime}\left(x_{k} j_{\mathcal{M}}\left(y_{k}\right) V_{i}\right)-\left\langle x_{k} J y_{k} J V_{i} \xi, \xi\right\rangle\right|<\varepsilon, 1 \leq k \leq m, i \in J$,
(2) $\left\|\left.\psi^{\prime}\right|_{\mathscr{M} \otimes \boldsymbol{C} 1}-\varphi\right\|<\varepsilon$,
(3) $\left\|\left.\psi^{\prime}\right|_{\boldsymbol{C} 1 \otimes \mathscr{M}^{\text {opp }}}-\varphi^{\mathrm{opp}}\right\|<\varepsilon$.
(From now on, we omit $\pi$, and write $a V_{i}$ instead of $\pi(a) V_{i}$.)
Proof. The argument in the proof of Theorem 6.4 shows the existence of a state on $A(\Delta)$ satisfying (1). We see this more carefully. Set $X:=\left\{x_{k} j_{\mathcal{M}}\left(y_{k}\right) V_{i} \mid 1 \leq k \leq\right.$ $m, i \in J\}$. Let $T_{n}^{(i)}, i=1,2$, be as in the proof of Theorem 6.4. Then we can find $n \in \boldsymbol{N}$ such that $\left|\langle x \xi, \xi\rangle-\left\langle T_{n}^{(2)} \circ S_{n}^{(2)}(x) \xi, \xi\right\rangle\right|<\varepsilon / 2$ for $x \in X$.

By Lemma 6.1, we choose $T_{m}^{(1)}$, and $S_{m}^{(1)}$ such that

$$
\begin{gathered}
\left|\left\langle T_{n}^{(2)} \circ S_{n}^{(2)}(x) \xi, \xi\right\rangle-\left\langle T_{n}^{(2)} \circ\left(\hat{T}_{m}^{(1)} \circ S_{m}^{\hat{(1)}} \otimes \operatorname{id}_{n}\right) \circ S_{n}^{(2)}(x) \xi, \xi\right\rangle\right|<\varepsilon / 2, x \in X \\
\left\|\varphi \circ \phi_{i} \circ T_{m}^{(1)} \circ S_{m}^{(1)}-\varphi \circ \phi_{i}\right\|<\varepsilon, i \in J,
\end{gathered}
$$

where $\phi_{i}$ is the standard left inverse for $\rho_{i}$. Note $\phi_{i}$ is given by $\phi_{i}(x)=v\left(\frac{0}{\bar{z}, i}\right)^{*} \rho_{\bar{\imath}}(x) v\left(\frac{0}{\bar{z}}, i\right)$ in the notation in $\S 2$.

Set $\psi^{\prime}:=\psi_{m, n}$. Then $\psi^{\prime}$ satisfies the condition (1). Next we will verify (2). (In the following, we denote $T_{n}^{(i)}$ and $S_{m}^{(i)}$ by $T^{(i)}$ and $S^{(i)}$ for simplicity.)

By Lemma 6.2,

$$
\begin{aligned}
T^{(2)} & \circ\left(\hat{T}^{(1)} \circ \hat{S}^{(1)} \otimes \mathrm{id}\right) \circ S^{(2)}(a \otimes 1) \\
= & \frac{1}{\left\|\chi_{F}\right\|_{1, \mu}} \sum_{j, k \in F, l \in I} \hat{v}_{\bar{j}, j}^{0 *} \hat{\rho}_{\bar{\jmath}}\left(\hat{T}^{(1)} \circ \hat{S}^{(1)}\left(\left(\rho_{j}(a) \otimes 1\right) \hat{v}_{j, 0}^{k}\right)\right) \hat{v}_{\bar{\jmath}, k}^{l} V_{l} \\
= & \frac{1}{\left\|\chi_{F}\right\|_{1, \mu}} \sum_{j \in F, l \in I} \hat{v}_{\bar{J}, j}^{0 *}\left(\rho_{\bar{\jmath}} \circ T^{(1)} \circ S^{(1)} \circ \rho_{j}(a) \otimes 1\right) \hat{v}_{\bar{\jmath}, j}^{l} V_{l} \\
= & \frac{1}{\left\|\chi_{F}\right\|_{1, \mu}} \sum_{j \in F, l \in I, 1 \leq e \leq N_{\bar{\jmath}, j}^{l}} \frac{d(j)^{2}}{\sqrt{d(l)}} v\left(\frac{\bar{\jmath}_{j}, j}{0}\right)^{*} \rho_{\bar{\jmath}} \circ T^{(1)} \circ S^{(1)} \circ \rho_{j}(a) v\left(\left(_{\bar{\jmath}, j}^{l}\right)^{e}\right. \\
& \otimes j_{\mathscr{M}}\left(v \left(\left(_{\bar{\jmath}, j}^{0}\right)^{*} v\left(\left(_{\bar{\jmath}, j}^{l}\right)^{e}\right) V_{l}\right.\right. \\
= & \frac{1}{\left\|\chi_{F}\right\|_{1, \mu}} \sum_{j \in F} d(j)^{2} \phi_{j} \circ T^{(1)} \circ S^{(1)} \circ \rho_{j}(a) \otimes 1
\end{aligned}
$$

holds. Hence we have

$$
\left.\psi^{\prime}\right|_{\mathscr{M} \otimes \boldsymbol{C}}=\frac{1}{\left\|\chi_{F}\right\|_{1, \mu}} \sum_{j \in F} d(j)^{2} \varphi \circ \phi_{j} \circ T^{(1)} \circ S^{(1)} \circ \rho_{j} .
$$

By the choice of $T^{(1)}, S^{(1)}$,

$$
\begin{aligned}
\left\|\psi^{\prime} \mid \mathscr{M} \otimes \boldsymbol{C}-\varphi\right\| & =\frac{1}{\left\|\chi_{F}\right\|_{1, \mu}}\left\|\sum_{j \in F} d(j)^{2}\left(\varphi \circ \phi_{j} \circ T^{(1)} \circ S^{(1)} \circ \rho_{j}-\varphi \circ \phi_{j} \circ \rho_{j}\right)\right\| \\
& \leq \frac{1}{\left\|\chi_{F}\right\|_{1, \mu}} \sum_{j \in F} d(j)^{2}\left\|\varphi \circ \phi_{j} \circ T^{(1)} \circ S^{(1)} \circ \rho_{j}-\varphi \circ \phi_{j} \circ \rho_{j}\right\| \\
& \leq \frac{1}{\left\|\chi_{F}\right\|_{1, \mu}} \sum_{j \in F} d(j)^{2}\left\|\varphi \circ \phi_{j} \circ T^{(1)} \circ S^{(1)}-\varphi \circ \phi_{j}\right\| \\
& <\frac{\varepsilon}{\left\|\chi_{F}\right\|_{1, \mu}} \sum_{j \in F} d(j)^{2} \\
& =\varepsilon .
\end{aligned}
$$

Hence we have the condition (2). The condition (3) can be shown in a similar way.
Proposition 6.7. Let $\varphi$ and $\xi$ be as in the previous lemma. Then there exists a sequence $\left\{\psi_{n}\right\}$ of normal states on $A(\Delta)$ such that $\lim _{n \rightarrow \infty} \psi_{n}(a)=\langle a \xi, \xi\rangle$ for every $a \in \operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }},\left\{V_{i}\right\}\right)$.

Proof. First we prove $V_{l}^{*}(x \otimes 1) V_{l}=d(l)^{2} \phi_{l}(x)$. This can be shown as follows.

$$
\begin{aligned}
V_{l}^{*}(x \otimes 1) V_{l} & =\hat{v}_{\bar{l}, l}^{0 *} V_{\bar{l}}(x \otimes 1) V_{l} \\
& =\hat{v}_{\bar{l}, l}^{0 *}\left(\rho_{\bar{l}}(x) \otimes 1\right) V_{\bar{l}} V_{l} \\
& =\sum_{m} \hat{v}_{\bar{l}, l}^{0 *}\left(\rho_{\bar{l}}(x) \otimes 1\right) \hat{v}_{\bar{l}, l}^{m} V_{m} \\
& =\sum_{m, 1 \leq e \leq N_{\bar{l}, l}^{m}} \frac{d(l)^{2}}{\sqrt{d(m)}} v\left(\frac{0}{\bar{l}, l}\right)^{*} \rho_{\bar{l}}(x) v\left(\frac{m}{\bar{l}, l}\right)^{e} \otimes j_{\mathscr{M}}\left(v\left(\frac{0}{\bar{l}, l}\right)^{*} v\left(\frac{\bar{l}_{l, l}}{m}\right)^{e}\right) V_{m} \\
& =d(l)^{2} v\left(\left(_{\bar{l}, l}\right)^{*} \rho_{\bar{l}}(x) v\left(\frac{0}{\bar{l}, l}\right) \otimes 1\right. \\
& =d(l)^{2} \phi_{l}(x) \otimes 1 .
\end{aligned}
$$

We also have $V_{l}^{*}\left(1 \otimes j_{\mathscr{M}}(y)\right) V_{l}=j_{\mathscr{M}}\left(\phi_{l}(y)\right)$.
Let $\left\{x_{i}\right\}_{i=1}^{\infty}$ be a strongly dense countable subset in the unit ball $(\mathscr{M})_{1}$ of $\mathscr{M},\left\{I_{n}\right\}$ an increasing sequence of finite subsets of $I$ such that $\bigcup I_{n}=I$. Set $\psi(a)=\langle a \xi, \xi\rangle$. By Lemma 6.6, for each $n \in \boldsymbol{N}$, there exists a normal state $\psi_{n}$ on $A(\Delta)$ such that
(1.n) $\left|\psi\left(x_{i} j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right)-\psi_{n}\left(x_{i} j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right)\right|<1 / n, 1 \leq i, j \leq n, l \in I_{n}$,
(2.n) $\left\|\left.\psi_{n}\right|_{\mathscr{M}}-\varphi\right\|<1 / n$,
(3.n) $\left\|\left.\psi_{n}\right|_{\mathscr{M}^{\text {opp }}}-\varphi^{\mathrm{opp}}\right\|<1 / n$.

We will prove $\lim _{n \rightarrow \infty} \psi_{n}(a)=\psi(a), a \in \operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }},\left\{V_{i}\right\}\right)$. Fix $x \in(\mathscr{M})_{1}$, $j \in \boldsymbol{N}$ and $l \in I$. First we verify $\lim _{n \rightarrow \infty} \psi_{n}\left(x j_{\mathcal{M}}\left(x_{j}^{*}\right) V_{l}\right)=\psi\left(x j_{\mathcal{M}}\left(x_{j}^{*}\right) V_{l}\right)$. For $\varepsilon>0$, choose $x_{i}$ such that $d(l)\left\|x-x_{i}\right\|_{\varphi \circ \phi_{l}}<\varepsilon$. Choose $N \in \boldsymbol{N}$ such that $d(l) / \sqrt{N}<\varepsilon, l \in I_{N}$, $i, j \leq N$. Then we have (1.n), (2.n) and (3.n) for every $n \geq N$. Then

$$
\begin{aligned}
& \mid \psi_{n}\left(x j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right)-\psi\left(x j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right) \mid \\
& \leq\left|\psi_{n}\left(\left(x-x_{i}\right) j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right)\right|+\left|\psi_{n}\left(x_{i} j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right)-\psi\left(x_{i} j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right)\right| \\
& \quad+\left|\psi\left(\left(x-x_{i}\right) j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right)\right| \\
& \leq\left\|j_{\mathscr{M}}\left(x_{j}\right)\right\|_{\psi}\left\|\left(x-x_{i}\right) V_{l}\right\|_{\psi}+\frac{1}{n}+\left\|j_{\mathscr{M}}\left(x_{j}\right)\right\|_{\psi_{n}}\left\|\left(x-x_{i}\right) V_{l}\right\|_{\psi_{n}} \\
& \leq\left\|\left(x-x_{i}\right) V_{l}\right\|_{\psi}+\frac{1}{n}+\left\|\left(x-x_{i}\right) V_{l}\right\|_{\psi_{n}}
\end{aligned}
$$

holds. Here we have

$$
\left\|\left(x-x_{i}\right) V_{l}\right\|_{\psi}^{2}=d(l)^{2}\left\|x-x_{i}\right\|_{\varphi \circ \phi_{l}}^{2}
$$

and

$$
\left\|\left(x-x_{i}\right) V_{l}\right\|_{\psi_{n}}^{2}=d(l)^{2}\left\|x-x_{i}\right\|_{\psi_{n} \mid \ldots \circ \phi_{l}}^{2}
$$

since $V_{l}\left(x^{*}-x_{i}\right)\left(x-x_{i}\right) V_{l}=d(l)^{2} \phi_{l}\left(\left(x-x_{i}\right)^{*}\left(x-x_{i}\right)\right)$. We also have that $\|x\|_{\varphi_{1}} \leq$ $\|x\|_{\varphi_{2}}+\sqrt{\delta}\|x\|$ if $\left\|\varphi_{1}-\varphi_{2}\right\|<\delta$ for $\varphi_{1}, \varphi_{2} \in\left(\mathscr{M}_{*}\right)_{+}$.

Hence we have

$$
\begin{aligned}
\left|\psi_{n}\left(x j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right)-\psi\left(x j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right)\right| & \leq \varepsilon+\frac{1}{n}+d(l)\left\|x-x_{i}\right\|_{\varphi \circ \phi_{l}}+\frac{2 d(l)}{\sqrt{n}} \\
& \leq 5 \varepsilon
\end{aligned}
$$

for any $n \geq N$. Hence we get $\lim _{n \rightarrow \infty} \psi_{n}\left(x j_{\mathcal{M}}\left(x_{j}^{*}\right) V_{l}\right)=\psi\left(x j_{\mathcal{M}}\left(x_{j}^{*}\right) V_{l}\right)$. In other words, for any $\varepsilon>0$, there exists an positive integer $N=N(x, \varepsilon, j, l)$ such that if $n \geq N(x, \varepsilon, j, l)$, then $\left|\psi_{n}\left(x j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right)-\psi\left(x j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right)\right|<\varepsilon$ holds.

Next we prove $\lim _{n \rightarrow \infty} \psi_{n}\left(x j_{\mathscr{M}}(y) V_{l}\right)=\psi\left(x j_{\mathscr{M}}(y) V_{l}\right)$ for $x, y \in(\mathscr{M})_{1}$ and $l \in I$. For $\varepsilon>0$, fix $x_{j}$ such that $d(l)\left\|y^{*}-x_{j}\right\|_{\varphi \circ \phi_{l}}<\varepsilon$. Fix $N^{\prime} \in \boldsymbol{N}$ such that $N^{\prime} \geq N(x, \varepsilon, j, l)$, $d(l) / \sqrt{N^{\prime}}<\varepsilon$.

If $n \geq N^{\prime}$, then

$$
\begin{aligned}
& \left|\psi_{n}\left(x j_{\mathscr{M}}(y) V_{l}\right)-\psi\left(x j_{\mathscr{M}}(y) V_{l}\right)\right| \\
& \quad \leq\left|\psi_{n}\left(x j_{\mathscr{M}}\left(y-x_{j}^{*}\right) V_{l}\right)\right|+\left|\psi_{n}\left(x j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right)-\psi\left(x j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right)\right|+\left|\psi\left(x j_{\mathscr{M}}\left(y-x_{j}^{*}\right) V_{l}\right)\right| \\
& \quad \leq\left\|j_{\mathscr{M}}\left(y-x_{j}^{*}\right) V_{l}\right\|_{\psi}+\varepsilon+\left\|j_{\mathscr{M}}\left(y-x_{j}^{*}\right) V_{l}\right\|_{\psi_{n}} \\
& \quad \leq \varepsilon+d(l)\left\|j_{\mathscr{M}}\left(y-x_{j}^{*}\right)\right\|_{\varphi^{\mathrm{opp} \circ \phi_{l}^{\mathrm{opp}}}}+d(l)\left\|j_{\mathscr{M}}\left(y-x_{j}^{*}\right)\right\|_{\psi_{n} \mid \mathcal{M}^{\mathrm{opp} \circ \phi_{l}^{\mathrm{opp}}}} \\
& \quad \leq \varepsilon+d(l)\left\|y^{*}-x_{j}\right\|_{\varphi \circ \phi_{l}}+d(l)\left\|j_{\mathscr{M}}\left(y-x_{j}^{*}\right)\right\|_{\varphi^{\mathrm{opp} \circ \phi_{l}^{\mathrm{opp}}}}+\frac{2 d(l)}{\sqrt{n}} \\
& \quad \leq 5 \varepsilon
\end{aligned}
$$

holds. Hence $\lim _{n \rightarrow \infty} \psi_{n}(a)=\psi(a)$ for all $a \in \operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }},\left\{V_{l}\right\}\right)$.
Remark. Let us consider the single factor case, i.e., $A(\Delta)=A=\mathscr{M} \otimes \mathscr{M}^{\text {opp }}$. In [6, pp. 210], Connes claimed the existence of a normal state $\psi^{\prime}$ on $\mathscr{M} \otimes \mathscr{M}^{\text {opp }}$ satisfying Lemma 6.6(1), $\left.\psi^{\prime}\right|_{\mathscr{M}}=\varphi$ and $\left.\psi^{\prime}\right|_{\mathscr{M}^{\text {opp }}}=\varphi^{\text {opp }}$ instead of Lemma 6.6(2), (3). The author cannot find a proof for this claim in the literature, and unable to prove this. However Lemma 6.6(2), (3) are enough for our purpose.

At the end of this section, we discuss the extension of automorphisms to the symmetric enveloping algebra. Let $\mathscr{N} \subset \mathscr{M}$ be a strongly amenable subfactor of type $\mathrm{III}_{1}$. Take $\alpha \in \operatorname{Ker} \Phi$. Then we can extend $\alpha \otimes \operatorname{id} \in \operatorname{Aut}\left(\mathscr{M} \otimes \mathscr{M}^{\text {opp }}\right)$ to $\alpha \boxtimes \operatorname{id} \in \operatorname{Aut}\left(\mathscr{M}_{e_{\mathcal{N}}}^{\boxtimes} \mathscr{M}^{\text {opp }}\right)$ such that $\alpha \boxtimes \operatorname{id}\left(e_{\mathscr{N}}\right)=e_{\mathscr{N}}$ as explained in $\S 2$. It is clear that $\alpha \boxtimes \mathrm{id}$ is an automorphism of $C_{\min }^{*}\left(\mathscr{M}, e_{\mathscr{N}}, \mathscr{M}^{\text {opp }}\right)$. Hence by Theorem 6.4, we have $\tilde{\alpha} \in \operatorname{Aut}\left(C^{*}\left(\mathscr{M}, e_{\mathscr{N}}, J \mathscr{M} J\right)\right)$ such that $\tilde{\alpha}=\alpha$ on $\mathscr{M}, \tilde{\alpha}=\mathrm{id}$ on $\mathscr{M}^{\prime}$ and $\tilde{\alpha}\left(e_{\mathcal{N}}\right)=e_{\mathscr{N}}$. Especially since $\sigma_{t}^{\varphi} \in \operatorname{Ker} \Phi$, we can apply the above argument for modular automorphisms. Here we remark that $\tilde{\alpha}\left(e_{k}\right)=e_{k}$ for $k \geq 1$ since $\tilde{\alpha}$ is trivial on $J \mathscr{M} J$. Hence $\tilde{\alpha}$ preserves $\mathscr{M}_{k}$, and this coincides with the usual extension of $\alpha$ to $\mathscr{M}_{k}$. So we denote $\left.\tilde{\alpha}\right|_{\mathscr{M}_{k}}$ by $\alpha$.

## 7. Approximate innerness of modular automorphisms.

As an analogue of [6, Theorem III.1], approximately inner automorphisms of subfactors can be characterized as follows. (Also see Appendix B.)

Theorem 7.1. For $\theta \in \operatorname{Aut}(\mathscr{M}, \mathscr{N}), \theta \in \overline{\operatorname{Int}}(\mathscr{M}, \mathscr{N})$ if and only if for any
$\varphi_{1}, \cdots, \varphi_{n} \in\left(\mathscr{M}_{*}\right)_{+}$and $\varepsilon>0$, we can find $0 \neq x \in \mathscr{N}$ such that

$$
\text { (*) }\left\|x \xi_{\varphi_{j}}-U_{\theta}\left(\xi_{\varphi_{j}}\right) x\right\|^{2} \leq \varepsilon^{2} \sum_{j} \varphi_{j}\left(x^{*} x\right)
$$

where $\xi_{\varphi_{j}} \in L^{2}(\mathscr{M})_{+}$is the representing vector for $\varphi_{j}, U_{\theta} \in B\left(L^{2}(\mathscr{M})\right)$ the standard implementing unitary of $\theta$.

By using Theorem 7.1, we will prove the following theorem, which implies Theorem 2.2 as remarked at the end of $\S 3$.

Theorem 7.2. For any $0 \neq T \in \boldsymbol{R}$ and any faithful normal state $\psi$ with $\psi \mathscr{E}_{0}=\psi$, $\sigma_{T}^{\psi}$ is approximately inner.

Proof. Fix $\varepsilon>0$ and $\varphi_{1}, \cdots, \varphi_{n} \in\left(\mathscr{M}_{*}\right)_{+}$. We may assume $\varphi_{1}$ is faithful. Set $\varphi:=[\mathscr{M}: \mathscr{N}] \sum_{j} \varphi_{j} \circ \mathscr{E}_{0}$. Then $\varphi \circ \mathscr{E}_{0}=\varphi$ and $\varphi \geq \varphi_{j}$ hold. For the last inequality, we used the Pimsner-Popa inequality $\mathscr{E}_{0}(x) \geq[\mathscr{M}: \mathscr{N}]^{-1} x[29]$. For simplicity, we denote $\xi_{\varphi_{j}}$ by $\xi_{j}$, and $U_{\theta}$ by $\theta$. Put $\alpha=\sigma_{T}^{\varphi}$. Since $\sigma_{T}^{\psi}=\operatorname{Ad}(D \psi: D \varphi)_{T} \alpha$, it suffices to show that $\alpha$ satisfies Theorem 7.1(*). Define $T_{j}$ as $T_{j} x \xi_{\varphi}=x \xi_{j}$. Then $\left\|T_{j}\right\| \leq 1$, and $T_{j}$ belongs to $\mathscr{M}^{\prime}$. Set $b_{j}:=J T_{j}^{*} J \in \mathscr{M}$. Then $b_{j}^{*} \xi_{\varphi}=\xi_{\varphi} b_{j}=\xi_{j}$ holds by definition. We have $\left\|b_{j}\right\| \leq 1$. Set $A:=C^{*}\left(\mathscr{M}, e_{\mathscr{N}}, J \mathscr{M} J\right)$. Define $X:=e_{\mathscr{N}} \sum_{j}\left|J b_{j}^{*} J-b_{j}^{*}\right|^{2} e_{\mathscr{N}} \in A$.

Fix $f(x) \in C_{c}^{\infty}\left(\boldsymbol{R}_{+}^{*}\right)$ as in [6, p. 205]. Then $0 \leq 1-e_{\mathscr{N}}+X+e_{\mathscr{N}}\left|f\left(\Delta_{\varphi}\right)-1\right|^{2} e_{\mathcal{N}} \leq$ $4 n+2$ holds. Here note that $e_{\mathcal{N}} \xi_{\varphi}=\xi_{\varphi}, X \xi_{\varphi}=0$ and $e_{\mathcal{N}}\left|f\left(\Delta_{\varphi}\right)-1\right|^{2} e_{\mathcal{N}} \xi_{\varphi}=0$. Hence we get $\left\|4 n+2-\left(1-e_{\mathscr{N}}\right)-X-e_{\mathscr{N}}\left|f\left(\Delta_{\varphi}\right)-1\right|^{2} e_{\mathscr{N}}\right\|=4 n+2$.

Let $\tilde{\alpha}$ be the automorphism of $A$ as in the end of the previous section. We actually have $\left\|4 n+2-\left(1-e_{\mathcal{N}}\right)-\tilde{\alpha}(X)-e_{\mathcal{N}}\left|f\left(\Delta_{\varphi}\right)-1\right|^{2} e_{\mathcal{N}}\right\|=4 n+2$, whose proof is postponed (see Lemma 7.8). Then we can find a unit vector $\eta \in L^{2}(\mathscr{M})$ such that
(i) $\left\|\left(J b_{j}^{*} J-\alpha\left(b_{j}\right)^{*}\right) e_{\mathcal{N}} \eta\right\| \leq \varepsilon$,
(ii) $\left\|\left(f\left(\Delta_{\varphi}\right)-1\right) e_{\mathcal{N}} \eta\right\| \leq \varepsilon$,
(iii) $\left\|\left(1-e_{\mathcal{N}}\right) \eta\right\| \leq \varepsilon$.

Set $\eta_{1}:=e_{\mathcal{N}} \eta$. Then $\eta_{1} \in e_{\mathcal{N}} L^{2}(\mathscr{M})=L^{2}(\mathscr{N})$. By (iii), $1 \geq\left\|\eta_{1}\right\| \geq 1-\varepsilon$. Next set $\eta_{2}:=f\left(\Delta_{\varphi}\right) \eta_{1}$. Then $\eta_{2} \in \mathscr{D}\left(\Delta_{\varphi}^{\frac{1}{2}}\right) \cap L^{2}(\mathscr{N})$. By (ii), we have $\left\|\eta_{2}-\eta_{1}\right\| \leq \varepsilon$, and hence we get $1 \geq\left\|\eta_{2}\right\| \geq 1-2 \varepsilon$. By (i), we get $\left\|\left(J b_{j}^{*} J-\alpha\left(b_{j}^{*}\right)\right) \eta_{2}\right\| \leq 3 \varepsilon$. By the choice of $f(x),\left\|\left(\Delta_{\varphi}^{\frac{1}{2}}-1\right) \eta_{2}\right\| \leq \varepsilon\left\|\eta_{1}\right\| \leq \varepsilon$. Since $\mathscr{N} \xi_{\varphi}$ is dense in $\mathscr{D}\left(\Delta_{\varphi}^{\frac{1}{2}}\right) \cap L^{2}(\mathscr{N})$ in the graph norm, we can choose $x \xi_{\varphi} \in \mathscr{N} \xi_{\varphi}$ such that $\left\|\eta_{2}-x \xi_{\varphi}\right\| \leq \varepsilon$ and $\left\|\Delta_{\varphi}^{\frac{1}{2}} \eta_{2}-\Delta_{\varphi}^{\frac{1}{2}} x \xi_{\varphi}\right\| \leq \varepsilon$. Then $\left\|x \xi_{\varphi}\right\| \geq\left\|\eta_{2}\right\|-\left\|\eta_{2}-x \xi_{\varphi}\right\| \geq 1-3 \varepsilon$ holds. Thus we get

$$
\begin{aligned}
\left\|\left(J b_{j}^{*} J-\alpha\left(b_{j}^{*}\right)\right) x \xi_{\varphi}\right\| & \leq\left\|\left(J b_{j}^{*} J-\alpha\left(b_{j}^{*}\right)\right) \eta_{2}\right\|+\left\|\left(J b_{j}^{*} J-\alpha\left(b_{j}\right)\right)\left(\eta_{2}-x \xi_{\varphi}\right)\right\| \\
& \leq 3 \varepsilon+2 \varepsilon \\
& =5 \varepsilon \\
& \leq \frac{5 \varepsilon}{1-3 \varepsilon}\left\|x \xi_{\varphi}\right\|
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|x \xi_{\varphi}-\xi_{\varphi} x\right\| & =\left\|x \xi_{\varphi}-\Delta_{\varphi}^{\frac{1}{2}} x \xi_{\varphi}\right\| \\
& \leq\left\|x \xi_{\varphi}-\eta_{2}\right\|+\left\|\eta_{2}-\Delta_{\varphi}^{\frac{1}{2}} \eta_{2}\right\|+\left\|\Delta_{\varphi}^{\frac{1}{2}} \eta_{2}-\Delta_{\varphi}^{\frac{1}{2}} x \xi_{\varphi}\right\| \\
& \leq 3 \varepsilon \\
& \leq \frac{3 \varepsilon}{1-3 \varepsilon}\left\|x \xi_{\varphi}\right\|
\end{aligned}
$$

Hence if we take a sufficiently small $\varepsilon$, we can assume $\left\|x \xi_{\varphi}-\xi_{\varphi} x\right\| \leq 6 \varepsilon\left\|x \xi_{\varphi}\right\|$ and $\left\|\left(J b_{j}^{*} J-\alpha\left(b_{j}^{*}\right)\right) x \xi_{\varphi}\right\| \leq 6 \varepsilon\left\|x \xi_{\varphi}\right\|$.

Finally we have

$$
\begin{aligned}
\left\|x \xi_{j}-\alpha\left(\xi_{j}\right) x\right\| & =\left\|x \xi_{\varphi} b_{j}-\alpha\left(b_{j}^{*} \xi_{\varphi}\right) x\right\| \\
& =\left\|J b_{j}^{*} J x \xi_{\varphi}-\alpha\left(b_{j}^{*}\right) \xi_{\varphi} x\right\| \\
& \leq\left\|J b_{j}^{*} J x \xi_{\varphi}-\alpha\left(b_{j}^{*}\right) x \xi_{\varphi}\right\|+\left\|\alpha\left(b_{j}^{*}\right)\left(x \xi_{\varphi}-\xi_{\varphi} x\right)\right\| \\
& \leq 12 \varepsilon\left\|x \xi_{\varphi}\right\| .
\end{aligned}
$$

Hence we have $\left\|x \xi_{j}-\alpha\left(\xi_{j}\right) x\right\|^{2} \leq 144 \varepsilon^{2}\left\|x \xi_{\varphi}\right\|^{2}=\varepsilon^{2} \varphi\left(x^{*} x\right)=144 \varepsilon^{2}[\mathscr{M}: \mathscr{N}] \sum_{j} \varphi_{j} \circ$ $\mathscr{E}_{0}\left(x^{*} x\right)=144 \varepsilon^{2}[\mathscr{M}: \mathscr{N}] \sum_{j} \varphi_{j}\left(x^{*} x\right)$. Hence $\alpha$ satisfies Theorem 7.1(*), and $\sigma_{T}^{\psi}$ is approximately inner.

It remains to show $\left\|4 n+2-\left(1-e_{\mathscr{N}}\right)-\tilde{\alpha}(X)-e_{\mathcal{N}}\left|f\left(\Delta_{\varphi}\right)-1\right|^{2} e_{\mathscr{N}}\right\|=4 n+2$. To do this, we use the Effros-Lance type characterization (Theorem 6.4). To construct the Jones tower in the symmetric enveloping algebra for $\mathscr{N} \subset \mathscr{M}$, hence we fix a tunnel for $\mathscr{M} \supset \mathscr{N}:=\mathscr{M}_{-1} \supset \mathscr{M}_{-2} \supset \mathscr{M}_{-3} \supset \cdots$, and denote by $\mathscr{E}_{-k}$ the minimal conditional expectation from $\mathscr{M}_{-k}$ onto $\mathscr{M}_{-k-1}$. Note that $\sigma_{t}^{\varphi}$ does not necessarily preserve $\mathscr{M}_{-k}$, however $\sigma_{t}^{\varphi^{(k)}}$ does, where $\varphi^{(k)}:=\varphi \circ \mathscr{E}_{-k+1} \circ \cdots \circ \mathscr{E}_{0}$.

Lemma 7.3. Let $K$ be a compact metric space, $\mu$ a probability measure on $K, a(k)$, $c(k)$ bounded $\sigma$-strongly* continuous maps from $K$ to $\mathscr{M}^{\prime}$, and $b(k)$ a bounded $\sigma$-strongly* continuous map from $K$ to $\mathscr{M}_{n}$, and consider $\int_{K} a(k) b(k) c(k) d \mu(k) \in B\left(L^{2}(\mathscr{M})\right)$.
(i) The set $B \subset B\left(L^{2}(\mathscr{M})\right)$ of all elements of the above form, (with $K, \mu, n$ varying), is a *-subalgebra of $B\left(L^{2}(\mathscr{M})\right)$.
(ii) $B$ is invariant under $\operatorname{Ad} \Delta_{\varphi}^{i t}$.

Proof. (i) It is easy to see that $B$ is closed under summation and $*$-operation. We verify that $B$ is closed under multiplication. Let $a_{i}\left(k_{i}\right), c_{i}\left(k_{i}\right)$ be bounded $\sigma$-strongly* continuous maps from $K_{i}$ to $\mathscr{M}^{\text {opp }}$, and $b_{i}\left(k_{i}\right)$ a bounded $\sigma$-strongly* continuous map from $K_{i}$ to $\mathscr{M}_{n}, i=1,2$, and consider $\int_{K_{i}} a_{i}\left(k_{i}\right) b_{i}\left(k_{i}\right) c_{i}\left(k_{i}\right) d \mu_{i}\left(k_{i}\right), i=1,2$. Let $f_{n} \in$ $\mathscr{M}^{\text {opp }}$ be the Jones projection for $\mathscr{M}_{-2 n}^{\text {opp }} \subset \mathscr{M}_{-n}^{\text {opp }} \subset \mathscr{M}^{\text {opp }}$, and choose $v \in \mathscr{M}^{\text {opp }}$ such that $v^{*} f_{n} v=1$. Note $\mathscr{M}_{n} \vee\left\{f_{n}\right\}=\mathscr{M}_{2 n}$. Then

$$
\begin{aligned}
c_{1}\left(k_{1}\right) a_{2}\left(k_{2}\right) & =c_{1}\left(k_{1}\right) a_{2}\left(k_{2}\right) v^{*} f_{n} v \\
& =[\mathscr{M}: \mathscr{N}]^{2} \mathscr{E}_{\mathscr{M}_{-n}}^{\mathrm{opp}}\left(c_{1}\left(k_{1}\right) a_{2}\left(k_{2}\right) v^{*} f_{n}\right) f_{n} \mathscr{E}_{\mathscr{M}_{-n}^{\mathrm{opp}}}\left(f_{n} v\right)
\end{aligned}
$$

holds by the push-down lemma. Set $d\left(k_{1}, k_{2}\right):=[\mathscr{M}: \mathscr{N}]^{2} \mathscr{E}_{\mathscr{M}_{-n}^{\mathrm{opp}}}\left(c_{1}\left(k_{1}\right) a_{2}\left(k_{2}\right) v^{*} f_{n}\right)$, and $v^{\prime}:=\mathscr{E}_{\mathscr{M}_{-n}^{\text {opp }}}\left(f_{n} v\right)$. Then $d\left(k_{1}, k_{2}\right)$ is a $\sigma$-strongly* continuous map from $K_{1} \times K_{2}$ to $\mathscr{M}_{-n}^{\mathrm{opp}}$. Then we have

$$
\begin{aligned}
& \left(\int_{K_{1}} a_{1}\left(k_{1}\right) b_{1}\left(k_{1}\right) c_{1}\left(k_{1}\right) d \mu_{1}\left(k_{1}\right)\right)\left(\int_{K_{2}} a_{2}\left(k_{2}\right) b_{2}\left(k_{2}\right) c_{2}\left(k_{2}\right) d \mu_{2}\left(k_{2}\right)\right) \\
& \quad=\int_{K_{1} \times K_{2}} a_{1}\left(k_{1}\right) b_{1}\left(k_{1}\right) c_{1}\left(k_{1}\right) a_{2}\left(k_{2}\right) b_{2}\left(k_{2}\right) c_{2}\left(k_{2}\right) d\left(\mu_{1} \times \mu_{2}\right)\left(k_{1}, k_{2}\right) \\
& \quad=\int_{K_{1} \times K_{2}} a_{1}\left(k_{1}\right) b_{1}\left(k_{1}\right) d\left(k_{1}, k_{2}\right) f_{n} v^{\prime} b_{2}\left(k_{2}\right) c_{2}\left(k_{2}\right) d\left(\mu_{1} \times \mu_{2}\right)\left(k_{1}, k_{2}\right) \\
& \quad=\int_{K_{1} \times K_{2}} a_{1}\left(k_{1}\right) d\left(k_{1}, k_{2}\right) b_{1}\left(k_{1}\right) f_{n} b_{2}\left(k_{2}\right) v^{\prime} c_{2}\left(k_{2}\right) d\left(\mu_{1} \times \mu_{2}\right)\left(k_{1}, k_{2}\right) .
\end{aligned}
$$

Here $a_{1}\left(k_{1}\right) d\left(k_{1}, k_{2}\right)$ and $v^{\prime} c_{2}\left(k_{2}\right)$ are $\sigma$-strongly* continuous maps from $K_{1} \times K_{2}$ to $\mathscr{M}^{\text {opp }}$, and $b_{1}\left(k_{1}\right) f_{n} b_{2}\left(k_{2}\right)$ is a $\sigma$-strongly* continuous map from $K_{1} \times K_{2}$ to $\mathscr{M}_{2 n}$. Hence the above operator is in $B$.
(ii) First note that we have $\operatorname{Ad} \Delta_{\varphi^{(n-1)}}^{i t} \mathscr{M}_{n}=\mathscr{M}_{n}$ for every $n \geq 0$. We have $\Delta_{\varphi}^{i t}=$ $u_{t}^{n} J u_{t}^{n} J \Delta_{\varphi^{(n-1)}}^{i t}$, where $u_{t}^{n}:=\left(D \varphi: D \varphi^{(n-1)}\right)_{t}$. Let $b(k)$ be a $\sigma$-strongly* continuous map from $K$ to $\mathscr{M}_{n}$. Then we have $\operatorname{Ad} \Delta_{\varphi}^{i t}(b(k))=J u_{t}^{n} J u_{t}^{n} \operatorname{Ad} \Delta_{\varphi_{0}}^{i t}(b(k)) u_{t}^{*} J u_{t}^{*} J$. Here $\operatorname{Ad} u_{t}^{n} \Delta_{\varphi(n-1)}^{i t}(b(k))$ is a $\sigma$-strongly* continuous map from $K$ to $\mathscr{M}_{n}$. Now it is easy to see that $\operatorname{Ad} \Delta_{\varphi}^{i t}$ preserves $B$.

Lemma 7.4. Define $\mathscr{A}:=\left\{T \in B \mid t \rightarrow \Delta_{\varphi}^{i t} T \Delta_{\varphi}^{-i t} \text { is norm continuous }\right\}^{-\|\cdot\|}$.
(i) $\mathscr{A}$ is a $C^{*}$-algebra.
(ii) $\theta_{t}:=\operatorname{Ad} \Delta_{\varphi}^{i t}$ is a pointwise norm continuous action of $\boldsymbol{R}$ on $\mathscr{A}$.
(iii) For $a \in C^{*}\left(\mathscr{M}, e_{\mathscr{N}}, \mathscr{M}^{\mathrm{opp}}\right)$ and $f \in C_{c}(\boldsymbol{R}), \int_{\boldsymbol{R}} f(t) \Delta_{\varphi}^{i t} a \Delta_{\varphi}^{-i t} d t$ is in $\mathscr{A}$.

Proofs of (i) and (ii) are the same as those in [6, Lemma IV.3]. To prove (iii), we only have to prove it for $a b c$ with $a, c \in \mathscr{M}^{\text {opp }}$ and $b \in \mathscr{M}_{n}$. Here we use the notations in the proof of Lemma 7.3. We have

$$
\begin{aligned}
& \operatorname{Ad} \Delta_{\varphi}^{i t}(a b c)=\operatorname{Ad} \Delta_{\varphi}^{i t}(a) \operatorname{Ad} \Delta_{\varphi}^{i t}(b) \operatorname{Ad} \Delta_{\varphi}^{i t}(c) \\
&=\operatorname{Ad} \Delta_{\varphi}^{i t}(a) J u_{t}^{n} J u_{t}^{n} \operatorname{Ad} \Delta_{\varphi}^{i t}(n-1) \\
&(b) u_{t}^{n *} J u_{t}^{n *} J \operatorname{Ad} \Delta_{\varphi}^{i t}(c)
\end{aligned}
$$

Here $\operatorname{Ad} \Delta_{\varphi}^{i t}(a) J u_{t}^{n} J, J u_{t}^{n *} J \operatorname{Ad} \Delta_{\varphi}^{i t}(c) \in \mathscr{M}^{\text {opp }}$ and $\operatorname{Ad} u_{t}^{n} \Delta_{\varphi(n-1)}^{i t}(b) \in \mathscr{M}_{n}$ are $\sigma$ strongly* continuous maps. Hence $\int_{\boldsymbol{R}} f(t) \operatorname{Ad} \Delta_{\varphi}^{i t}(a b c) d t \in B$. It is clear that this operator is in $\mathscr{A}$.

By Lemma $7.4,(\mathscr{A}, \theta)$ is a $C^{*}$-dynamical system and $\left(\mathscr{A}, \Delta_{\varphi}^{i t}\right)$ is a $C^{*}$-covariant representation for $(\mathscr{A}, \theta)$, say $\pi$. Set $\mathscr{B}:=\pi\left(\mathscr{A} \rtimes_{\theta} \boldsymbol{R}\right)$. Then any element of $\mathscr{B}$ is the norm limit of operators of the form $\int a(s) \Delta_{\varphi}^{i s} d s$, where $a(s)$ is a norm continuous map from $\boldsymbol{R}$ to $\mathscr{A}$ with a compact support. Our next purpose is to construct $\beta \in \operatorname{Aut}(\mathscr{B})$ such that $\beta\left(\int a(s) \Delta_{\varphi}^{i s} d s\right)=\int \tilde{\alpha}(a(s)) \Delta_{\varphi}^{i s} d s$.

The next observation will be used in the proof of Lemma 7.6.

LEMMA 7.5. For a given sequence $\left\{a_{n m}^{i}\right\}_{(i, n, m) \in \boldsymbol{N} \times \boldsymbol{N} \times \boldsymbol{Z}} \subset \boldsymbol{C}$ with $\lim _{n \rightarrow \infty} a_{n m}^{i}=$ $a_{i}$, one can find an increasing sequence $\left\{N_{n}\right\} \subset \boldsymbol{N}$ satisfying $\lim _{n \rightarrow \infty} N_{n}=\infty$ and

$$
\lim _{n \rightarrow \infty} \frac{1}{2 N_{n}} \sum_{m=-N_{n}+1}^{N_{n}} a_{n m}^{i}=a_{i} \quad(\text { for each } i)
$$

Proof. By subtracting $a_{i}$ from each $a_{n m}^{i}$, we may assume $a_{i}=0$. We construct a strictly increasing sequence $\left\{M_{k}\right\}_{k=0}^{\infty}$ inductively as follows: We set $M_{0}:=0$ and assume $M_{k-1}$ as been chosen. Since $\lim _{n \rightarrow \infty} a_{m n}^{i}=0$ for each $(i, m)$, we can certainly choose $M_{k}>M_{k-1}$ in such a way that as long as $n>M_{k}$ we have $\left|a_{n m}^{i}\right|<k^{-1}$ for $i=1,2, \cdots, k$, and $m=-k+1,-k+2, \cdots, k$. For each $n$ we set $N_{n}=k$ with the index $k$ satisfying $M_{k}<n \leq M_{k+1}$. We claim that these $N_{i}$ 's do the job. First we have $N_{n} \nearrow \infty$ from the construction. Secondly for each $i$ we choose $n$ satisfying $i \leq N_{n}(=k)$. Note $M_{k}<n \leq M_{k+1}$ by definition of $N_{n}$ and consequently $\left|a_{n m}^{i}\right|<1 / k$ for ( $i \leq k$ and) each $m=-k+1,-k+2, \cdots, k$. We thus have

$$
\left|\frac{1}{2 N_{n}} \sum_{m=-N_{n}+1}^{N_{n}} a_{n m}^{i}\right|=\left|\frac{1}{2 k} \sum_{m=-k+1}^{k} a_{n m}^{i}\right|<\frac{1}{k}=\frac{1}{N_{n}}
$$

Since $N_{n}^{-1} \searrow 0$, we are done.
Let $\mathfrak{H}$ be the standard Hilbert space for $\mathscr{M} \underset{e_{\mathcal{N}}}{\boxtimes} \mathscr{M}^{\text {opp }}$. Note that $L^{2}\left(\mathscr{M} \otimes \mathscr{M}^{\text {opp }}\right)=$ $L^{2}(\mathscr{M}) \otimes L^{2}\left(\mathscr{M}^{\text {opp }}\right)$ is a subspace of $\mathfrak{H}$, and $\varphi \otimes \varphi^{\text {opp }} \circ \mathscr{E}_{A}$ is given by a vector state for $\xi_{\varphi} \otimes \xi_{\varphi^{\mathrm{opp}}}$. As was explained in $\S 2$, we have the extensions $\sigma_{t}^{\varphi} \boxtimes$ id and $\sigma_{t}^{\varphi} \boxtimes \sigma_{-t}^{\varphi^{\mathrm{opp}}}$. Let $\Delta_{\varphi}^{i t} \boxtimes$ id and $\Delta_{\varphi}^{i t} \boxtimes \Delta_{\varphi^{\text {opp }}}^{-i t}$ be the standard implementing unitaries for $\sigma_{t}^{\varphi} \boxtimes \mathrm{id}$ and $\sigma_{t}^{\varphi} \boxtimes \sigma_{-t}^{\varphi^{\mathrm{opp}}}$ respectively.

Lemma 7.6. (A) There exists a sequence $\left\{\xi_{\nu}\right\} \subset \mathfrak{H}$ such that $(1) \| \Delta_{\varphi}^{i t} \boxtimes \Delta_{\varphi^{\mathrm{opp}}}^{-i t} \xi_{\nu}-$ $\xi_{\nu} \| \rightarrow 0$ for any $t \in \boldsymbol{R}$ and $(2)\left\langle a b c \xi_{\nu}, \xi_{\nu}\right\rangle \rightarrow\left\langle a b c \xi_{\varphi}, \xi_{\varphi}\right\rangle$ for any $a, c \in \mathscr{M}^{\text {opp }}$ and $b \in \mathscr{M}_{k}$.
(B) There exists a sequence $\left\{\Psi_{\nu}\right\}$ of normal states on $B\left(L^{2}(\mathscr{M})\right)$ such that $(1) \Psi_{\nu}\left(\Delta_{\varphi}^{i t}\right) \rightarrow$ 1 for any $t \in \boldsymbol{R}$ and $(2) \Psi_{\nu}(a b c) \rightarrow\left\langle a b c \xi_{\varphi} \otimes \xi_{\varphi^{\mathrm{opp}}}, \xi_{\varphi} \otimes \xi_{\varphi^{\mathrm{opp}}}\right\rangle$ for any $a, c \in \mathscr{M}^{\mathrm{opp}}$ and $b \in \mathscr{M}_{k}$.

Proof. (A) Since $C^{*}\left(\mathscr{M}, e_{\mathscr{N}}, J \mathscr{M} J\right) \cong C_{\min }^{*}\left(\mathscr{M}, e_{\mathscr{N}}, \mathscr{M}^{\text {opp }}\right), \Psi(a b c):=$ $\left\langle a b c \xi_{\varphi}, \xi_{\varphi}\right\rangle$ can be viewed as a state of $C_{\min }^{*}\left(\mathscr{M}, e_{\mathscr{N}}, \mathscr{M}^{\mathrm{opp}}\right)$, and can be extended to a state on $B(\mathfrak{H})$ by the Hahn-Banach extension Theorem. By Lemma 6.7 , we can find a sequence $\left\{\Psi_{n}\right\}$ of normal states on $A(\Delta)$ such that
(a) $\lim _{n \rightarrow \infty} \Psi_{n}(a)=\Psi(a)$ for every $\operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }},\left\{V_{i}\right\}\right)$,
(b) $\left\|\left.\Psi_{n}\right|_{\mathscr{M}}-\varphi\right\|<1 / n$,
(c) $\left|\left|\Psi_{n}\right|_{\mathscr{M}^{\mathrm{opp}}}-\varphi^{\mathrm{opp}} \|<1 / n\right.$.

We extend $\Psi_{n}$ to a normal state on $B(\mathfrak{H})$.
Let $\left\{x_{i}\right\}_{i=1}^{\infty}$ be a countable strongly dense subset in the unit ball $(\mathscr{M})_{1}$. For simplicity we denote $\Delta_{\varphi}^{i t} \boxtimes \Delta_{\varphi^{\text {opp }}}^{-i t}$ by $v_{t}$. Since $\Psi$ is invariant under $\operatorname{Ad} v_{t}, \lim _{n \rightarrow \infty}\left(\operatorname{Ad} v_{t} \Psi_{n}\right)(x)=$ $\Psi(x)$ for every $x \in \operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }},\left\{V_{i}\right\}\right)$ and $t \in \boldsymbol{R}$. Define

$$
a_{n m}^{i, j, l}=\int_{m-1}^{m} v_{t} \Psi_{n} v_{t}^{*}\left(x_{i} j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right) d t
$$

By the Lebesgue convergence theorem, $\lim _{n \rightarrow \infty} a_{n m}^{i, j, l}=\Psi\left(x_{i} j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right)$ holds. We choose a sequence $\left\{N_{n}\right\}$ for $\left\{a_{n m}^{i, j, l}\right\}$ as in Lemma 7.5. We replace $\Psi_{n}$ by

$$
\Psi_{n}^{\prime}:=\frac{1}{2 N_{n}} \int_{-N_{n}}^{N_{n}} v_{t} \Psi_{n} v_{t}^{*} d t
$$

Hence

$$
\lim _{n \rightarrow \infty} \frac{1}{2 N_{n}} \sum_{m=-N_{n}+1}^{N_{n}} a_{n m}^{i, j, l}=\lim _{n \rightarrow \infty} \frac{1}{2 N_{n}} \int_{-N_{n}}^{N_{n}} v_{t} \Psi_{n} v_{t}^{*}\left(x_{i} j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right) d t=\Psi\left(x_{i} j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right)
$$

holds by Lemma 7.5. This means that $\lim _{n \rightarrow \infty} \Psi_{n}^{\prime}\left(x_{i} j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right)=\Psi\left(x_{i} j_{\mathscr{M}}\left(x_{j}^{*}\right) V_{l}\right)$. Since $\left.\Psi_{n}^{\prime}\right|_{\mathscr{M}}=\left.\frac{1}{2 N_{n}} \int_{-N_{n}}^{N_{n}} \Psi_{n}\right|_{\mathscr{M}} \circ \sigma_{-t}^{\varphi}$,

$$
\left\|\left.\Psi_{n}^{\prime}\right|_{\mathscr{M}}-\varphi\right\| \leq \frac{1}{2 N_{n}} \int_{-N_{n}}^{N_{n}}\left\|\left(\left.\Psi_{n}\right|_{\mathscr{M}}-\varphi\right) \circ \sigma_{-t}^{\varphi}\right\|<\frac{1}{n}
$$

holds. In a similar way, we can show $\left\|\left.\Psi_{n}^{\prime}\right|_{\mathscr{M}^{\mathrm{opp}}}-\varphi^{\mathrm{opp}}\right\|<1 / n$. Then the same argument as in Proposition 6.7 works in this case, and $\lim _{n \rightarrow \infty} \Psi_{n}^{\prime}(x)=\Psi(x)$ holds for every $x \in \operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }},\left\{V_{i}\right\}\right)\left(=\operatorname{Alg}\left(\mathscr{M}, \mathscr{M}^{\text {opp }}, e_{\mathscr{N}}\right)=\bigcup_{k} \mathscr{M}^{\text {opp }} \mathscr{M}_{k} \mathscr{M}^{\text {opp }}\right)$.

Since $\lim _{n \rightarrow \infty} N_{n}=\infty$ we have $\left\|\Psi_{n}^{\prime}-v_{t} \Psi_{n}^{\prime} v_{t}^{*}\right\| \rightarrow 0$ for every $t \in \boldsymbol{R}$. Let $\xi_{n} \in \mathfrak{H}$ be the representing vector for $\left.\Psi_{n}^{\prime}\right|_{\mathscr{M}_{e_{\mathcal{N}}}^{\boxtimes} \mathscr{M}^{\mathrm{opp}}}$. Then $\left\{\xi_{n}\right\}$ satisfies (1) and (2).
(B) By Proposition 4.8 , we can find $\left\{\lambda_{n}^{k}\right\}_{k=1}^{m_{n}} \subset \boldsymbol{R}_{+}^{*}$ and $\left\{u_{n}^{k}\right\}_{k=1}^{m_{n}} \subset U(\mathscr{M})$ such that $\sum_{k} \lambda_{n}^{k}=1,\left\|\left[u_{n}^{k}, \varphi\right]\right\|<1 / n$ and $\sum_{k=1}^{m_{n}} \lambda_{n}^{k} u_{n}^{k *} x u_{n}^{k} \rightarrow E_{\mathscr{M}^{\prime} \cap \mathscr{M}_{k}}^{\varphi}(x) \sigma$-strongly* for $x \in \mathscr{M}_{k}$. Define a state $\Psi_{n}$ on $B\left(L^{2}(\mathscr{M})\right)$ by $\Psi_{n}(x):=\sum_{k} \lambda_{n}^{k}\left\langle x u_{n}^{k} \xi_{\varphi}, u_{n}^{k} \xi_{\varphi}\right\rangle$. Since $\left\|\left[u_{n}^{k}, \varphi\right]\right\|<1 / n$, $\Psi_{n}\left(\Delta_{\varphi}^{i t}\right) \rightarrow 1$ for any $t \in \boldsymbol{R}$. (For example, see $\left[\mathbf{3 7}\right.$, Lemma.XVIII.4.13].) For $a, c \in \mathscr{M}^{\text {opp }}$ and $b \in \mathscr{M}_{k}, \Psi_{n}(a b c) \rightarrow\left\langle a E_{\mathscr{M}^{\prime} \cap \mathscr{M}_{k}}^{\varphi}(b) c \xi_{\varphi}, \xi_{\varphi}\right\rangle=\left\langle a b c \xi_{\varphi} \otimes \xi_{\varphi^{\mathrm{opp}}}, \xi_{\varphi} \otimes \xi_{\varphi^{\mathrm{opp}}}\right\rangle$. (See §5 for the last equation.)

Lemma 7.7. (1) With the notations in Lemma 7.3, there exists an automorphism $\tilde{\alpha} \in \operatorname{Aut}(\mathscr{A})$ such that

$$
\tilde{\alpha}\left(\int_{K} a(s) b(s) c(s) d \mu(s)\right)=\int_{K} a(s) \alpha(b(s)) c(s) d \mu(s)
$$

(2) There exists an automorphism $\beta \in \operatorname{Aut}(\mathscr{B})$ such that

$$
\beta\left(\int a(s) \Delta_{\varphi}^{i s} d s\right)=\int \tilde{\alpha}(a(s)) \Delta_{\varphi}^{i s} d s
$$

Proof. (1) Let $\mathscr{A}_{1}$ be the subalgebra of $B(\mathfrak{H})$ formed by the operators $\int_{K} a(k) b(k) c(k) d \mu(k)$ with the notations in Lemma 7.3. To distinguish elements in $B$ and $\mathscr{A}_{1}$, we use the notations $\int_{K, B} a(k) b(k) c(k) d \mu(k)$ and $\int_{K, \mathscr{A}_{1}} a(k) b(k) c(k) d \mu(k)$. Define $\varrho$ by

$$
\varrho\left(\int_{K, \mathscr{A}_{1}} a(k) b(k) c(k) d \mu(k)\right)=\int_{K, B} a(k) b(k) c(k) d \mu(k) .
$$

By Lemma 7.6(A) and the Lebesgue convergence theorem,

$$
\left\langle\int_{K, B} a(k) b(k) c(k) d \mu(k) \xi_{\varphi}, \xi_{\varphi}\right\rangle=\lim _{\nu \rightarrow \infty}\left\langle\int_{K, \mathscr{A}_{1}} a(k) b(k) c(k) d \mu(k) \xi_{\nu}, \xi_{\nu}\right\rangle .
$$

Hence $\left|\left\langle\varrho(T) \xi_{\varphi}, \xi_{\varphi}\right\rangle\right| \leq\|T\|$ holds for $T \in \mathscr{A}_{1}$. Since $\xi_{\varphi}$ is cyclic for $B, \varrho$ is a well-defined by [6, Lemma IV.5].

By Lemma 7.6(B) and the Lebesgue convergence theorem, we have

$$
\left\langle\int_{K, \mathscr{A}_{1}} a(k) b(k) c(k) d \mu(k) \xi_{\varphi \otimes \varphi^{\mathrm{opp}},}, \xi_{\varphi \otimes \varphi^{\mathrm{opp}}}\right\rangle=\lim _{\nu \rightarrow \infty} \Psi_{\nu}\left(\int_{K, B} a(k) b(k) c(k) d \mu(k)\right) .
$$

Hence we get $\left|\left\langle T \xi_{\varphi \otimes \varphi^{\mathrm{opp}}}, \xi_{\varphi \otimes \varphi^{\mathrm{opp}}}\right\rangle\right| \leq\|\varrho(T)\|$ for $T \in \mathscr{A}_{1}$. Since $\xi_{\varphi} \otimes \xi_{\varphi^{\mathrm{opp}}}$ is cyclic for $\mathscr{A}_{1}, \varrho$ is an isometry by [6, Lemma IV.5].

Then

$$
\begin{aligned}
\left\|\int_{K, B} a(k) \alpha(b(k)) c(k) d \mu(k)\right\| & =\left\|\varrho\left(\int_{K, \mathscr{A}_{1}} a(k) \alpha(b(k)) c(k) d \mu(k)\right)\right\| \\
& =\left\|\int_{K, \mathscr{A}_{1}} a(k) \alpha(b(k)) c(k) d \mu(k)\right\| \\
& =\left\|\left(\Delta_{\varphi}^{i T} \boxtimes \mathrm{id}\right) \int_{K, \mathscr{A}_{1}} a(k) b(k) c(k) d \mu(k)\left(\Delta_{\varphi}^{-i T} \boxtimes \mathrm{id}\right)\right\| \\
& =\left\|\int_{K, \mathscr{A}_{1}} a(k) b(k) c(k) d \mu(k)\right\| \\
& =\left\|\int_{K, B} a(k) b(k) c(k) d \mu(k)\right\| .
\end{aligned}
$$

Since $\tilde{\alpha}$ and $\theta_{t}$ commutes, $\tilde{\alpha} \in \operatorname{Aut}(\mathscr{A})$.
(2) By (1), there exists an isomorphism $\eta$ from $\mathscr{A}$ into $B(\mathfrak{H})$ such that

$$
\eta\left(\int_{K, B} a(k) b(k) c(k) d \mu(k)\right)=\int_{K, \mathscr{A}_{1}} a(k) b(k) c(k) d \mu(k) .
$$

Then $\eta\left(\Delta_{\varphi}^{i t} X \Delta_{\varphi}^{-i t}\right)=\Delta_{\varphi}^{i t} \boxtimes \Delta_{\varphi}^{-i t}{ }^{-\mathrm{pp}} \eta(X) \Delta_{\varphi}^{-i t} \boxtimes \Delta_{\varphi}^{i t}{ }^{i \mathrm{opp}}$ holds. Let $\mathscr{B}_{1} \subset B\left(L^{2}(\mathscr{M})\right)$ be
the $*$-algebra of elements of the form $T=\int_{\boldsymbol{R}} a(s) \Delta_{\varphi}^{i s} d s, a(s) \in C_{c}(\boldsymbol{R}, \mathscr{A})$. Define $\eta_{1}$ by

$$
\eta_{1}\left(\int_{\boldsymbol{R}} a(s) \Delta_{\varphi}^{i s} d s\right)=\int_{\boldsymbol{R}} \eta(a(s)) \Delta_{\varphi}^{i s} \boxtimes \Delta_{\varphi}^{-i s} d s
$$

Then by Lemma 7.6(B), $\lim _{\nu \rightarrow \infty} \Psi_{\nu}(T)=\left\langle\eta_{1}(T) \xi_{\varphi} \otimes \xi_{\varphi \text { opp }}, \xi_{\varphi} \otimes \xi_{\varphi^{\mathrm{opp}}}\right\rangle$. Indeed we can verify this as follows. First note that $\lim _{\nu \rightarrow \infty} \Psi_{\nu}(a)=\left\langle\eta(a) \xi_{\varphi} \otimes \xi_{\varphi^{\mathrm{opp}}}, \xi_{\varphi} \otimes \xi_{\left.\varphi^{\mathrm{opp}}\right\rangle}\right\rangle$ for $a \in \mathscr{A}$. We have

$$
\begin{aligned}
\Psi_{\nu}(T) & =\Psi_{\nu}\left(\int_{\boldsymbol{R}} Y(s) \Delta_{\varphi}^{i s} d s\right) \\
& =\Psi_{\nu}\left(\int_{\boldsymbol{R}} Y(s)\left(\Delta_{\varphi}^{i s}-1\right) d s\right)+\Psi_{\nu}\left(\int_{\boldsymbol{R}} Y(s) d s\right) \\
& =\int_{\boldsymbol{R}} \Psi_{\nu}\left(Y(s)\left(\Delta_{\varphi}^{i s}-1\right)\right) d s+\int_{\boldsymbol{R}} \Psi_{\nu}(Y(s)) d s
\end{aligned}
$$

Here

$$
\begin{aligned}
\left|\Psi_{\nu}\left(Y(s)\left(\Delta_{\varphi}^{i s}-1\right)\right)\right| & \leq \Psi_{\nu}\left(Y(s) Y(s)^{*}\right) \Psi_{\nu}\left(\left(\Delta_{\varphi}^{i s}-1\right)^{*}\left(\Delta_{\varphi}^{i s}-1\right)\right) \\
& =\Psi_{\nu}\left(Y(s) Y(s)^{*}\right) \Psi_{\nu}\left(2-\Delta_{\varphi}^{i s}-\Delta_{\varphi}^{-i s}\right) \\
& \rightarrow 0
\end{aligned}
$$

as $\nu$ goes to infinity. Hence

$$
\begin{aligned}
\lim _{\nu \rightarrow \infty} \Psi_{\nu}(T) & =\lim _{\nu \rightarrow \infty} \int_{\boldsymbol{R}} \Psi_{\nu}(Y(s)) d s \\
& =\int_{\boldsymbol{R}}\left\langle\eta(Y(s)) \xi_{\varphi} \otimes \xi_{\varphi}^{\mathrm{opp}}, \xi_{\varphi} \otimes \xi_{\varphi} \mathrm{opp}\right\rangle d s \\
& =\left\langle\int_{\boldsymbol{R}} \eta(Y(s)) \Delta_{\varphi}^{i s} \boxtimes \Delta_{\varphi}^{-i s} s^{\circ \mathrm{pp}} \xi_{\varphi} \otimes \xi_{\varphi^{\mathrm{opp}}}, \xi_{\varphi} \otimes \xi_{\varphi^{\mathrm{opp}}}\right\rangle
\end{aligned}
$$

holds.
Hence we get

$$
\mid\left\langle\eta_{1}(T) \xi_{\varphi \otimes \varphi^{\text {opp }}}, \xi_{\left.\varphi \otimes \varphi^{\mathrm{opp}}\right\rangle}\right| \leq\|T\| .
$$

Since $\xi_{\varphi} \otimes \xi_{\varphi^{\text {opp }}}$ is cyclic for $\eta_{1}\left(\mathscr{B}_{1}\right), \eta_{1}$ is a well-defined homomorphism by [ $\mathbf{6}$, Lemma IV.5]. In a similar way, we have

$$
\left\langle\int_{\boldsymbol{R}} a(s) \Delta_{\varphi}^{i s} d s \xi_{\varphi}, \xi_{\varphi}\right\rangle=\lim _{\nu \rightarrow \infty}\left\langle\int_{\boldsymbol{R}} \eta(a(s)) \Delta_{\varphi}^{i s} \boxtimes \Delta_{\varphi}^{-i s} d s \xi_{\nu}, \xi_{\nu}\right\rangle
$$

by using Lemma $7.6(\mathrm{~A})$. So $\left|\left\langle T \xi_{\varphi}, \xi_{\varphi}\right\rangle\right| \leq\left\|\eta_{1}(T)\right\|$ holds. Since $\xi_{\varphi}$ is cyclic for $\mathscr{B}_{1}, \eta_{1}$ is an isometry by [6, Lemma IV.5]. Then

$$
\left.\begin{array}{rl}
\left\|\int_{\boldsymbol{R}} \tilde{\alpha}(a(s)) \Delta_{\varphi}^{i s} d s\right\| & =\left\|\eta_{1}\left(\int_{\boldsymbol{R}} \tilde{\alpha}(a(s)) \Delta_{\varphi}^{i s} d s\right)\right\| \\
& =\left\|\int_{\boldsymbol{R}} \eta(\tilde{\alpha}(a(s))) \Delta_{\varphi}^{i s} \boxtimes \Delta_{\varphi}^{-i s} d s\right\| \\
& =\| \int_{\boldsymbol{R}}\left(\Delta_{\varphi}^{i T} \boxtimes \mathrm{id}\right) \eta(a(s))\left(\Delta_{\varphi}^{-i T} \boxtimes \mathrm{id}\right) \Delta_{\varphi}^{i s} \boxtimes \Delta_{\varphi}^{-i s} \mathbf{o p p} d s
\end{array}\right] .
$$

Hence we get a desired isomorphism.
Lemma 7.8. With the notations in the proof of Theorem 7.2, we have

$$
\left\|4 n+2-\left(1-e_{\mathscr{N}}\right)-\tilde{\alpha}(X)-e_{\mathcal{N}}\left|f\left(\Delta_{\varphi}\right)-1\right|^{2} e_{\mathscr{N}}\right\|=4 n+2 .
$$

Proof. Let $h(t) \in C_{c}^{\infty}(\boldsymbol{R})$ be a positive function with $\int_{\boldsymbol{R}} h(t) d t=1$. Then we have $\int_{\boldsymbol{R}} \Delta_{\varphi}^{i t} X \Delta_{\varphi}^{-i t} h(t) d t \in \mathscr{A}$. Also
$Z:=\left(\int_{\boldsymbol{R}} \Delta_{\varphi}^{i t}\left(4 n+2-1+e_{\mathcal{N}}+X+e_{\mathscr{N}}\left|f\left(\Delta_{\varphi}\right)-1\right|^{2} e_{\mathscr{N}}\right) \Delta_{\varphi}^{-i t} h(t) d t\right) \int_{\boldsymbol{R}} \Delta_{\varphi}^{i t} h(t) d t \in \mathscr{B}$.
By Lemma 7.7,
$\beta(Z)=\left(\int_{\boldsymbol{R}} \Delta_{\varphi}^{i t}\left(4 n+2-1+e_{\mathcal{N}}+\tilde{\alpha}(X)+e_{\mathcal{N}}\left|f\left(\Delta_{\varphi}\right)-1\right|^{2} e_{\mathcal{N}}\right) \Delta_{\varphi}^{-i t} h(t) d t\right) \int_{\boldsymbol{R}} \Delta_{\varphi}^{i t} h(t) d t$,
and $\|\beta(Z)\|=\|Z\|$. Here $\int_{\boldsymbol{R}} h(t) \Delta_{\varphi}^{i t} d t=\hat{h}\left(\Delta_{\varphi}\right)$, and $\left\|\hat{h}\left(\Delta_{\varphi}\right)\right\| \leq 1$, where $\hat{h}(\lambda)=$ $\int \lambda^{i t} h(t) d t$. Hence we have

$$
\|\beta(Z)\| \leq\left\|4 n+2-\left(1-e_{\mathcal{N}}\right)+\tilde{\alpha}(X)+e_{\mathscr{N}}\left|f\left(\Delta_{\varphi}\right)-1\right|^{2} e_{\mathscr{N}}\right\|
$$

Since $\xi_{\varphi}$ is an eigenvector of $Z$ for an eigenvalue $4 n+2,\|Z\| \geq 4 n+2$. Hence we get $\left\|4 n+2-\left(1-e_{\mathcal{N}}\right)+\tilde{\alpha}(X)+e_{\mathscr{N}}\left|f\left(\Delta_{\varphi}\right)-1\right|^{2} e_{\mathcal{N}}\right\|=4 n+2$.

## A. Common Jones projection in Longo-Rehren inclusion.

In [27], we constructed the common Jones projection in the Longo-Rehren inclusion for a type $\mathrm{II}_{1}$ subfactor. The proof in $[\mathbf{2 7}]$ is based on the computation of a biunitary connection in paragroup theory. In the first appendix, we present a direct proof of the existence of the common Jones projection in the Longo-Rehren inclusion for a subfactor of type III.

Let $N \subset M$ be a subfactor of type III with finite index, $E$ the minimal conditional expectation, $\iota$ the inclusion map, and $\iota \bar{\iota} \cong \oplus_{i} N_{i} \rho_{i}$ the irreducible decomposition. (Of course, $\iota \bar{\iota}$ is the canonical endomorphism for $N \subset M$.) Let $\left\{a_{i}^{e}\right\}_{e=1}^{N_{i}} \subset\left(\iota, \rho_{i} \iota\right)$ be an orthonormal basis.

We assume $\mathscr{M}$ acts standardly on $L^{2}(\mathscr{M})$. Let $W_{i}$ be the standard implementing isometry for $\rho_{i}$. Set $\tilde{a}_{i}:=\sum_{e} a_{i}^{e} J a_{i}^{e} J$, which is independent on the choice of an orthonormal basis.

Theorem A.1. Let $e_{N}$ be the Jones projection for $N \subset M$. Then

$$
e_{N}=[M: N]^{-1} \sum_{i} \sqrt{d(i)} d(i) \tilde{a}_{i}^{*} W_{i}
$$

holds.
Lemma A.2. Let $\sigma \cong \oplus_{i} \sigma_{i}$ be the irreducible decomposition for $\sigma \in \operatorname{End}(\mathscr{M})$, and fix an isometry $w_{i} \in\left(\sigma_{i}, \sigma\right)$ with $w_{i}^{*} w_{j}=\delta_{i, j}$. Let $\phi_{\sigma}$ be the standard left inverse for $\sigma$. Then

$$
d(\sigma) \phi_{\sigma}(x)=\sum_{i} d\left(\sigma_{i}\right) \phi_{\sigma_{i}}\left(w_{i}^{*} x w_{i}\right)
$$

holds.
Proof. Fix an isometry $\bar{w}_{i} \in\left(\bar{\sigma}_{i}, \bar{\sigma}\right)$ with $\bar{w}_{i}^{*} \bar{w}_{j}=\delta_{i, j}$. Let $R_{i} \in\left(\mathrm{id}, \sigma_{i} \bar{\sigma}_{i}\right)$ and $\bar{R}_{i} \in\left(\mathrm{id}, \bar{\sigma}_{i} \sigma\right)$ be isometries such that $R_{i}^{*} \sigma\left(\bar{R}_{i}\right)=d\left(\sigma_{i}\right)^{-1}$ and $\bar{R}_{i}^{*} \bar{\sigma}_{i}\left(R_{i}\right)=d\left(\sigma_{i}\right)^{-1}$. Define $R:=\sum_{k} \sqrt{\frac{d\left(\sigma_{k}\right)}{d(\sigma)}} w_{k} \sigma_{k}\left(\bar{w}_{k}\right) R_{k}$, and $\bar{R}:=\sum_{k} \sqrt{\frac{d\left(\sigma_{k}\right)}{d(\sigma)}} \bar{w}_{k} \bar{\sigma}_{k}\left(w_{k}\right) \bar{R}_{k}$. It is easy to see that $R$ and $\bar{R}$ are isometries such that $R \in(\mathrm{id}, \sigma \bar{\sigma}), \bar{R} \in(\mathrm{id}, \bar{\sigma} \sigma), R^{*} \sigma(\bar{R})=\bar{R}^{*} \bar{\sigma}(R)=$ $d(\sigma)^{-1}$. Then $\phi_{\sigma}(x)$ is given by $\bar{R}^{*} \bar{\sigma}(x) \bar{R}$. Hence we have

$$
\begin{aligned}
\phi_{\sigma}(x) & =\bar{R}^{*} \bar{\sigma}(x) \bar{R} \\
& =\sum_{k, l} \frac{\sqrt{d\left(\sigma_{k}\right) d\left(\sigma_{l}\right)}}{d(\sigma)} \bar{R}_{k}^{*} \bar{\sigma}_{k}\left(w_{k}^{*}\right) \bar{w}_{k}^{*} \bar{\sigma}(x) \bar{w}_{l} \bar{\sigma}_{l}\left(w_{l}\right) \bar{R}_{l} \\
& =\sum_{k} \frac{d\left(\sigma_{k}\right)}{d(\sigma)} \bar{R}_{k}^{*} \bar{\sigma}_{k}\left(w_{k}^{*}\right) \bar{\sigma}_{k}(x) \bar{\sigma}_{k}\left(w_{k}\right) \bar{R}_{k} \\
& =\sum_{k} \frac{d\left(\sigma_{k}\right)}{d(\sigma)} \phi_{\sigma_{k}}\left(w_{k}^{*} x w_{k}\right) .
\end{aligned}
$$

Corollary A.3. Let $\sigma, \sigma_{i}, w_{i}$ be as above. Let $\varphi$ be a faithful normal state of M. Then $\sqrt{d(\sigma)} \xi_{\varphi \circ \phi_{\sigma}} w_{i}=\sqrt{d\left(\sigma_{i}\right)} w_{i} \xi_{\varphi \circ \phi_{\sigma_{i}}}$ holds.

Proof. By Lemma A.2, we get $d(\sigma) \phi_{\sigma}\left(w_{i} x w_{i}^{*}\right)=d\left(\sigma_{i}\right) \phi_{\sigma_{i}}(x)$. Hence $d(\sigma) \varphi \circ$ $\phi_{\sigma}\left(w_{i} x w_{i}^{*}\right)=d\left(\sigma_{i}\right) \varphi \circ \phi_{\sigma_{i}}(x)$ holds. If we replace $x$ by $x w_{i}$, we get $d(\sigma) \varphi \circ \phi_{\sigma}\left(w_{i} x w_{i} w_{i}^{*}\right)=$ $d\left(\sigma_{i}\right) \varphi \circ \phi_{\sigma_{i}}\left(x w_{i}\right)$. Since $w_{i} w_{i}^{*} \in \sigma(M)^{\prime} \cap M$, and $\phi_{\sigma} \circ E_{\sigma}=\phi_{\sigma}, w_{i} w_{i}^{*}$ is in the centralizer of $\varphi \circ \phi_{\sigma}$. Hence we get $d(\sigma) \varphi \circ \phi_{\sigma}\left(w_{i} x\right)=d\left(\sigma_{i}\right) \varphi \circ \phi_{\sigma_{i}}\left(x w_{i}\right)$. This implies the conclusion.

Proof of Theorem A.1. Let $\varphi$ be a faithful normal state of $M$ such that $\varphi \circ E=$ $\varphi$. Then $e_{N}$ is given by $e_{N}\left(x \xi_{\varphi}\right)=E(x) \xi_{\varphi}$. Fix $v \in(\mathrm{id}, \iota \bar{\iota})$ and $\bar{v} \in(\mathrm{id}, \bar{\iota})$ such that $v^{*} \iota(\bar{v})=\bar{v}^{*} \bar{\iota}(v)=[M: N]^{-\frac{1}{2}}$. Let $\left\{w_{i}^{e}\right\} \subset\left(\rho_{i}, \iota \bar{\iota}\right)$ be an orthonormal basis. By the Frobenius reciprocity, we may assume $a_{i}^{e}=\sqrt{[M: N] / d(i)} w_{i}^{e *} \iota(\bar{v})$. We have

$$
\begin{aligned}
{[M: N]^{-1} \sum_{i} \sqrt{d(i)} d(i) \tilde{a}_{i}^{*} W_{i}\left(x \xi_{\varphi}\right) } & =[M: N]^{-1} \sum_{i} \sqrt{d(i)} d(i) \tilde{a}_{i}^{*} \rho_{i}(x) \xi_{\varphi \circ \phi_{\rho_{i}}} \\
& =[M: N]^{-1} \sum_{i, e} \sqrt{d(i)} d(i) a_{i}^{e *} \rho_{i}(x) \xi_{\varphi \circ \phi_{\rho_{i}}} a_{i}^{e} \\
& =\sum_{i, e} \sqrt{d(i) \iota} \iota\left(\bar{v}^{*}\right) w_{i}^{e} \rho_{i}(x) \xi_{\varphi \circ \phi_{\rho_{i}}} w_{i}^{e *} \iota(\bar{v}) \\
& =\sum_{i, e} \sqrt{d(i)} \iota\left(\bar{v}^{*}\right) \iota \bar{\iota}(x) w_{i}^{e} \xi_{\varphi \circ \phi_{\rho_{i}}} w_{i}^{e^{*}} \iota(\bar{v}) .
\end{aligned}
$$

By Corollary A.3, we have $\sqrt{d(i)} w_{i}^{e} \xi_{\varphi \circ \phi_{\rho_{i}}}=\sqrt{[M: N]} \xi_{\varphi \circ \phi_{i \bar{\tau}}} w_{i}^{e}$.
Hence we get

$$
\begin{aligned}
\sum_{i, e} \sqrt{d(i)} \iota\left(\bar{v}^{*}\right) \iota \bar{\iota}(x) w_{i}^{e} \xi_{\varphi \circ \phi_{\rho_{i}}} w_{i}^{e^{*}} \iota(\bar{v}) & =\sum_{i, e} \sqrt{[M: N]} \iota\left(\bar{v}^{*}\right) \iota \bar{\iota}(x) \xi_{\varphi \circ \phi_{\iota \bar{u}}} w_{i}^{e} w_{i}^{e *} \iota(\bar{v}) \\
& =\sqrt{[M: N]} \iota\left(\bar{v}^{*}\right) \iota \bar{\iota}(x) \xi_{\varphi \circ \phi_{\iota \bar{u}}} \iota(\bar{v}) .
\end{aligned}
$$

Here

$$
\begin{aligned}
E \circ \phi_{\iota \bar{\iota}}(x) & =\iota\left(\bar{v}^{*} \bar{\iota}\left(\phi_{\iota \bar{u}}(x)\right) \bar{v}\right) \\
& =\iota\left(\bar{v}^{*} \bar{\iota}\left(v^{*}\right) \bar{\iota} \iota\left(\bar{v}^{*}\right) \bar{\iota} \iota \bar{\iota}(x) \bar{\iota} \iota(\bar{v}) \bar{\iota}(v) \bar{v}\right) \\
& =\iota\left(\phi_{\iota \bar{\iota}}(x)\right)
\end{aligned}
$$

holds. So

$$
\begin{aligned}
{[M: N] \varphi \circ \phi_{\iota \bar{\iota}}(\iota(\bar{v}) x) } & =[M: N] \varphi \circ \iota\left(\phi_{\iota \bar{\iota}}(\iota(\bar{v}) x)\right) \\
& =[M: N] \varphi \circ \iota\left(\phi_{\bar{\iota}}\left(\bar{v} \phi_{\iota}(x)\right)\right) \\
& =\varphi \circ \iota\left(\phi_{\iota}(x) \bar{v}\right) \\
& =\varphi(x \iota(\bar{v}))
\end{aligned}
$$

holds, and we have $\sqrt{[M: N]} \xi_{\varphi \circ \phi_{\iota \imath}} \iota(\bar{v})=\iota(\bar{v}) \xi_{\varphi}$.
Finally we get $\sqrt{[M: N]} \iota\left(\bar{v}^{*}\right) \iota \bar{\iota}(x) \xi_{\varphi \circ \phi_{\iota \iota}} \iota(\bar{v})=\iota\left(\bar{v}^{*}\right) \iota \bar{\iota}(x) \iota(\bar{v}) \xi_{\varphi}=E(x) \xi_{\varphi}$.

## B. Exhaustion trick.

In the second appendix we give a proof of a subfactor-version of [6, Lemma III.4], since the proof was omitted in [6]. This lemma is a key for the proof of Theorem 7.1. As mentioned in [6], idea is similar to that of [6, Theorem II.2].

Lemma B.1. Let $\mathscr{N} \subset \mathscr{M}, \varepsilon, \varphi_{j}$ and $\theta$ be as in the "if part" of Theorem 7.1, and $\xi_{j} \in L^{2}(\mathscr{M})_{+}$be the representing vector for $\varphi_{j}$. Let $c$ be as in [6, III.Lemma 2]. Then there exist a projection $E \in \mathscr{N}$ and non-zero $y \in \mathscr{N}$ such that,
(1) $\|y\| \leq 1, y=\theta(E) y E$,
(2) $\sum\left\|y \xi_{j}\right\|^{2} \geq 2^{-6} c^{-1} \sum\left\|E \xi_{j}\right\|^{2}$,
(3) $\left\|\left[E, \xi_{j}\right]\right\|^{2} \leq \varepsilon^{2} \sum\left\|E \xi_{j}\right\|^{2}$,
(4) $\left\|y \xi_{j}-\theta\left(\xi_{j}\right) y\right\|^{2} \leq \varepsilon^{2} \sum\left\|y \xi_{j}\right\|^{2}$.

A proof of this lemma is same as that of [6, III.Lemma 3]. Here note that since $x \in \mathscr{N}$ in Theorem 7.1, $E$ and $y$ can be chosen in $\mathscr{N}$ by construction.

Lemma B.2. Let $\mathscr{N} \subset \mathscr{M}$, and $\theta$ be as in the "if part" of Theorem 7.1. Then there exists a bounded sequence $\left\{y_{n}\right\} \subset \mathscr{N}$ such that $\left\{y_{n}\right\}$ does not converge to 0 strongly and

$$
\left\|y_{n} \varphi-\theta(\varphi) y_{n}\right\| \rightarrow 0, \varphi \in \mathscr{M}_{*}
$$

Proof. Fix $\varphi_{1}, \cdots, \varphi_{n} \in \mathscr{M}_{*}^{+}$. We may and do assume that $\varphi_{1}$ is faithful. Let $\varepsilon>0$ be such that $2^{-6} c^{-1}-n \varepsilon^{2} \geq 2^{-7} c^{-1}$, where $c$ is a constant defined in [6, Lemma III.3]. Let $\xi_{j} \in L^{2}(\mathscr{M})_{+}$be the representing vector for $\varphi_{j}$, i.e., $\varphi_{j}(x)=\left\langle x \xi_{j}, \xi_{j}\right\rangle$. Let $R$ be the set of $r=\left(E, x, \alpha_{1}, \cdots, \alpha_{n}\right) \in \operatorname{Proj}(\mathscr{N}) \times \mathscr{N} \times L^{2}(\mathscr{M})^{n}$ satisfying the following conditions.
(i) $\theta(E) x E=x,\|x\| \leq 1$.
(ii) $E \alpha_{j}=\alpha_{j}, \eta_{j}:=\xi_{j}-\alpha_{j}-J \alpha_{j} \in L^{2}(\mathscr{M})_{+}$and $\left[E, \eta_{j}\right]=0$.
(iii) $\left\|\alpha_{j}\right\|^{2} \leq \varepsilon^{2} \sum_{j}\left\|E \xi_{j}\right\|^{2}$.
(iv) $\sum_{j}\left\|x \eta_{j}\right\|^{2} \geq 2^{-7} c^{-1} \sum_{j}\left\|E \eta_{j}\right\|^{2}$.
(v) $\left\|x \eta_{j}-\theta\left(\eta_{j}\right) x\right\|^{2} \leq \varepsilon^{2} \sum_{j}\left\|x \xi_{j}\right\|^{2}$.

We define a partial ordering $r=\left(E, x, \alpha_{1}, \cdots, \alpha_{n}\right) \leq r^{\prime}=\left(E^{\prime}, x^{\prime}, \alpha_{1}^{\prime}, \cdots, \alpha_{n}^{\prime}\right)$ as follows.
( $\alpha) E \leq E^{\prime}$.
( $\beta$ ) $\theta(E) x^{\prime} E=x$.
( $\gamma) E\left(\alpha_{j}^{\prime}-\alpha_{j}\right)=0$.
( $\delta)\left\|\alpha_{j}^{\prime}-\alpha_{j}\right\|^{2} \leq \varepsilon^{2} \sum_{j}\left\|\left(E^{\prime}-E\right) \xi_{j}\right\|^{2}$.
We claim that this is indeed an order.
(1) It is trivial that $r \leq r$.
(2) Assume $r \leq r^{\prime}$ and $r^{\prime} \leq r$. By $(\alpha), E=E^{\prime}$. By $(\beta)$ and (i), $x=\theta(E) x^{\prime} E=$ $\theta\left(E^{\prime}\right) x^{\prime} E^{\prime}=x^{\prime}$. By $(\delta), \alpha_{j}=\alpha_{j}^{\prime}$. Hence we get $r=r^{\prime}$.
(3) Assume $r \leq r^{\prime}$ and $r^{\prime} \leq r^{\prime \prime}$. It is clear that $E \leq E^{\prime \prime}$. Next $\theta(E) x^{\prime \prime} E=$ $\theta(E) \theta\left(E^{\prime}\right) x^{\prime \prime} E^{\prime} E=\theta(E) x^{\prime} E=x$, so $(\beta)$ holds. $E\left(\alpha_{j}^{\prime \prime}-\alpha_{j}\right)=E\left(\alpha_{j}^{\prime \prime}-\alpha_{j}^{\prime}\right)+E\left(\alpha_{j}^{\prime}-\alpha_{j}\right)=$ $E^{\prime}\left(\alpha_{j}^{\prime \prime}-\alpha_{j}^{\prime}\right)=0$. Hence $(\gamma)$ holds. To prove ( $\delta$ ), first note $\left\langle\alpha_{j}^{\prime \prime}-\alpha_{j}^{\prime}, \alpha_{j}^{\prime}-\alpha_{j}\right\rangle=$ $\left\langle E^{\prime}\left(\alpha_{j}^{\prime \prime}-\alpha_{j}^{\prime}\right), \alpha_{j}^{\prime}-\alpha_{j}\right\rangle=0$. Then $\left\|\alpha_{j}^{\prime \prime}-\alpha_{j}\right\|^{2}=\left\|\alpha_{j}^{\prime \prime}-\alpha_{j}^{\prime}\right\|^{2}+\left\|\alpha_{j}^{\prime}-\alpha_{j}\right\|^{2} \leq \varepsilon^{2} \sum_{j} \|\left(E^{\prime \prime}-\right.$ $\left.E^{\prime}\right) \xi_{j}\left\|^{2}+\varepsilon^{2} \sum_{j}\right\|\left(E^{\prime}-E\right) \xi_{j}\left\|^{2}=\varepsilon^{2} \sum_{j}\right\|\left(E^{\prime \prime}-E\right) \xi_{j} \|^{2}$.

Next we prove that $R$ is an inductively ordered set. Let $\left\{r_{i}\right\}_{i \in I}$ be a totally ordered subset. Set $r_{i}=\left(E_{i}, x_{i}, \alpha_{1}^{i}, \cdots, \alpha_{n}^{i}\right)$. Then we can see that $r_{i} \rightarrow \varphi_{1}\left(E_{i}\right) \in \boldsymbol{R}$ is a faithful map. Hence there exists a cofinal sequence $\left\{r_{i_{k}}\right\}$. So we may assume that $\left\{r_{k}\right\}$ is an increasing sequence. Then $\left\{E_{k}\right\}$ is an increasing sequence of projections, and hence $E=\lim _{k} E_{k}$ exists in the strong topology. By a similar reason, $x=\lim _{k} x_{k}$ also exists. $\operatorname{By}(\delta),\left\|\alpha_{j}^{k}-\alpha_{j}^{l}\right\|^{2} \leq \varepsilon^{2} \sum_{j}\left\|\left(E_{k}-E_{l}\right) \xi_{j}\right\|^{2}$. By letting $k, l \rightarrow \infty$, we know that $\left\{\alpha_{j}^{k}\right\}$ is a Cauchy sequence. Hence a limit $\alpha_{j}=\lim _{k} \alpha_{j}^{k}$ exists. Then $r=\left(E, x, \alpha_{1}, \cdots, \alpha_{n}\right)$ is in $R$ by continuity. By construction $r$ is an upper bound of $\left\{r_{k}\right\}$. Hence $R$ is inductive.

By Zorn's lemma, there exists a maximal element $r=\left(E, x, \alpha_{1}, \cdots, \alpha_{n}\right) \in R$. Actually we have $E=1$. We assume $E=1$ for a moment, and it will be proved at the end of the proof. Then we get $x \in \mathscr{N}, \alpha_{j} \in L^{2}(\mathscr{M})$ satisfying the following conditions.
(1) $\|x\| \leq 1$.
(2) $\left\|\alpha_{j}\right\|^{2} \leq \varepsilon^{2} \sum_{j}\left\|\xi_{j}\right\|^{2}$.
(3) With $\eta_{j}=\xi_{j}-\alpha_{j}-J \alpha_{j}, \sum_{j}\left\|x \eta_{j}\right\| \geq 2^{-7} c^{-1} \sum_{j}\left\|\eta_{j}\right\|^{2}$.
(4) $\left\|x \eta_{j}-\theta\left(\eta_{j}\right) x\right\|^{2} \leq \varepsilon^{2} \sum_{j}\left\|\xi_{j}\right\|^{2}$.

Set $a:=\sqrt{\sum_{j}\left\|\xi_{j}\right\|^{2}}$. Then $\left\|\alpha_{j}\right\| \leq \varepsilon a$ holds. By (4), we get

$$
\begin{aligned}
\left\|x \xi_{j}-\theta\left(\xi_{j}\right) x\right\| & =\left\|x \eta_{j}-\theta\left(\eta_{j}\right) x+x\left(\alpha_{j}+J \alpha_{j}\right)+\theta\left(\alpha_{j}+J \alpha_{j}\right) x\right\| \\
& \leq 5 \varepsilon a,
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|x \eta_{j}\right\| & =\left\|x\left(\xi_{j}-\alpha_{j}-J \alpha_{j}\right)\right\| \\
& \leq\left\|x \xi_{j}\right\|+2\left\|\alpha_{j}\right\| \\
& \leq\left\|x \xi_{j}\right\|+2 \varepsilon a .
\end{aligned}
$$

Hence we have the following.

$$
\begin{aligned}
\sum_{j}\left\|x \eta_{j}\right\|^{2} & \leq \sum_{j}\left(\left\|x \xi_{j}\right\|+2 \varepsilon a\right)^{2} \\
& =\sum_{j}\left(\left\|x \xi_{j}\right\|^{2}+4 \varepsilon a\left\|x \xi_{j}\right\|+4 \varepsilon^{2} a^{2}\right) \\
& \leq \sum_{j}\left\|x \xi_{j}\right\|^{2}+4 \varepsilon n^{\frac{1}{2}}\left(\sum_{j}\left\|x \xi_{j}\right\|^{2}\right)^{\frac{1}{2}} a+4 \varepsilon^{2} n a^{2} \\
& =\left(\left(\sum_{j}\left\|x \xi_{j}\right\|^{2}\right)^{\frac{1}{2}}+2 \varepsilon a n^{\frac{1}{2}}\right)^{2}
\end{aligned}
$$

On the other hand, we have the following.

$$
\begin{aligned}
\sum_{j}\left\|\eta_{j}\right\|^{2} & =\sum_{j}\left\|\xi_{j}-\alpha_{j}-J \alpha_{j}\right\|^{2} \\
& \geq \sum_{j}\left(\left\|\xi_{j}\right\|-2 \varepsilon a\right)^{2} \\
& =\sum_{j}\left(\left\|\xi_{j}\right\|^{2}-4 \varepsilon a\left\|\xi_{j}\right\|+4 \varepsilon^{2} a^{2}\right) \\
& \geq a^{2}-4 \varepsilon n^{\frac{1}{2}} a^{2}+4 \varepsilon^{2} a^{2} n \\
& =a^{2}\left(1-2 \varepsilon n^{\frac{1}{2}}\right)^{2}
\end{aligned}
$$

So by (3), $\left(\left(\sum_{j}\left\|x \xi_{j}\right\|^{2}\right)^{\frac{1}{2}}+2 \varepsilon a n^{\frac{1}{2}}\right)^{2} \geq 2^{-7} c^{-1} a^{2}\left(1-2 \varepsilon n^{\frac{1}{2}}\right)^{2}$ holds. If we take sufficient small $\varepsilon$, then we get $x \in \mathscr{N},\|x\| \leq 1$ such that $\left\|x \xi_{j}-\theta\left(\xi_{j}\right) x\right\| \leq \varepsilon a$ and $\sum_{j}\left\|x \xi_{j}\right\|^{2} \geq d^{\prime} a^{2}$ for some constant $0 \neq d^{\prime}$.

Since $\mathfrak{H}$ is separable, we can construct a bounded sequence $\left\{y_{n}\right\} \subset \mathscr{N}$ such that $\left\{y_{n}\right\}$ does not converge to 0 strongly and $\lim _{n \rightarrow \infty}\left\|y_{n} \varphi-\theta(\varphi) y_{n}\right\|=0$ for every $\varphi \in \mathscr{M}_{*}$.

Now it remains to show $E=1$. To do so by contradiction, we assume $E \neq 1$. Let $u \in \mathscr{N}$ be a unitary such that $u \theta(1-E) u^{*}=1-E$, and consider $\bar{\theta}:=\left.\operatorname{Ad} u \theta\right|_{\mathscr{M}_{(1-E)}}$. Since $E \alpha_{j}=\alpha_{j}$, we have $(1-E) \alpha_{j}=0$ and $\left(J \alpha_{j}\right)(1-E)=J(1-E) \alpha_{j}=0$, so that $(1-E) \xi_{j}(1-E)=(1-E) \eta_{j}(1-E)\left(=: \zeta_{j}\right)$. By applying the above lemma to $\mathscr{M}_{(1-E)}$, $\bar{\theta}$ and $\left\{\zeta_{j}\right\}$, we can find $0 \neq y \in \mathscr{N}_{(1-E)}$ and $F \in \operatorname{Proj}\left(\mathscr{N}_{(1-E)}\right)$ such that
(1) $\bar{\theta}(F) y F=y,\|y\| \leq 1$,
(2) $\sum_{j}\left\|y \zeta_{j}\right\|^{2} \geq 2^{-6} c^{-1} \sum_{j}\left\|F \zeta_{j}\right\|^{2}$,
(3) $\left\|\left[F, \zeta_{j}\right]\right\|^{2} \leq \varepsilon^{2} \sum_{j}\left\|F \zeta_{j}\right\|^{2}$,
(4) $\left\|y \zeta_{j}-\bar{\theta}\left(\zeta_{j}\right) y\right\|^{2} \leq \varepsilon^{2} \sum_{j}\left\|y \zeta_{j}\right\|^{2}$.

Set $x^{\prime}=x+u^{*} y, E^{\prime}=E+F, \alpha_{j}^{\prime}=\alpha_{j}+F \eta_{j}(1-F)$. We claim that $r^{\prime}=$ $\left(E^{\prime}, x^{\prime}, \alpha_{1}^{\prime}, \cdots, \alpha_{n}^{\prime}\right) \in R$ and $r^{\prime}$ majorizes $r$. Note that $F \eta_{j}=F \zeta_{j}$ and $\eta_{j} F=\zeta_{j} F$ since $1-E \geq F$ and $(1-E)$ commutes with $\eta_{j}$.
(i) First note that $\bar{\theta}(F) y=y$ implies $\theta(F) u^{*} y=u^{*} y$. Then $\left\|x^{\prime}\right\| \leq 1$ is clear from the facts $\theta(E) x E=x, \theta(F) u^{*} y F=u^{*} y$.
(ii) $E^{\prime} \alpha_{j}^{\prime}=(E+F)\left(\alpha_{j}+F \eta_{j}(1-F)\right)=E \alpha_{j}+F \eta_{j}(1-F)=\alpha_{j}^{\prime}$. Set $\eta_{j}^{\prime}=\xi_{j}-\alpha_{j}^{\prime}-J \alpha_{j}^{\prime}$. Since

$$
\begin{aligned}
\eta_{j}^{\prime} & =\xi_{j}-\alpha_{j}^{\prime}-J \alpha_{j}^{\prime} \\
& =\xi_{j}-\alpha_{j}-F \eta_{j}(1-F)-J \alpha_{j}-(1-F) \eta_{j} F \\
& =\eta_{j}-F \eta_{j}(1-F)-(1-F) \eta_{j} F \\
& =F \eta_{j} F+(1-F) \eta_{j}(1-F),
\end{aligned}
$$

we have $\eta_{j}^{\prime} \in L^{2}(\mathscr{M})_{+}$.
Next we verify $\left[\eta^{\prime}, E^{\prime}\right]=0$. Note that $E \eta_{j}=\eta_{j} E=E \eta_{j} E$ holds due to $\left[E, \eta_{j}\right]=0$. Then we get the following.

$$
\begin{aligned}
{\left[E^{\prime}, \eta_{j}^{\prime}\right] } & =(E+F)\left(F \eta_{j} F+(1-F) \eta_{j}(1-F)\right)-\left(F \eta_{j} F+(1-F) \eta_{j}(1-F)\right)(E+F) \\
& =F \eta_{j} F+E \eta_{j}(1-F)-F \eta_{j} F-(1-F) \eta_{j} E \\
& =E \eta_{j}(1-F)-(1-F) \eta_{j} E \\
& =E \eta_{j} E(1-F)-(1-F) E \eta_{j} E \\
& =0 .
\end{aligned}
$$

(iii) Since $E \alpha_{j}=\alpha_{j}, \alpha_{j}$ and $F \eta_{j}(1-F)$ are orthogonal. Then

$$
\begin{aligned}
\left\|\alpha_{j}^{\prime}\right\|^{2} & =\left\|\alpha_{j}\right\|^{2}+\left\|F \eta_{j}(1-F)\right\|^{2} \\
& \leq \varepsilon^{2} \sum_{j}\left\|E \xi_{j}\right\|^{2}+\left\|F \zeta_{j}(1-F)\right\|^{2} \\
& =\varepsilon^{2} \sum_{j}\left\|E \xi_{j}\right\|^{2}+\left\|F\left[F, \zeta_{j}\right]\right\|^{2} \\
& \leq \varepsilon^{2} \sum_{j}\left\|E \xi_{j}\right\|^{2}+\varepsilon^{2} \sum_{j}\left\|F \zeta_{j}\right\|^{2} \\
& =\varepsilon^{2} \sum_{j}\left\|E \xi_{j}\right\|^{2}+\varepsilon^{2} \sum_{j}\left\|F \xi_{j}(1-E)\right\|^{2} \\
& \leq \varepsilon^{2} \sum_{j}\left\|E \xi_{j}\right\|^{2}+\varepsilon^{2} \sum_{j}\left\|F \xi_{j}\right\|^{2} \\
& =\varepsilon^{2} \sum_{j}\left\|(E+F) \xi_{j}\right\|^{2} \\
& =\varepsilon^{2} \sum_{j}\left\|E^{\prime} \xi_{j}\right\|^{2} .
\end{aligned}
$$

(iv) First we compute $x^{\prime} \eta_{j}^{\prime}$.

$$
\begin{aligned}
x^{\prime} \eta_{j}^{\prime} & =\left(x+u^{*} y\right)\left(F \eta_{j} F+(1-F) \eta_{j}(1-F)\right) \\
& =x \eta_{j}(1-F)+u^{*} y \eta_{j} F \\
& =x \eta_{j}+u^{*} y \zeta_{j} F .
\end{aligned}
$$

Hence $\left\|x^{\prime} \eta_{j}^{\prime}\right\|^{2}=\left\|x \eta_{j}\right\|^{2}+\left\|u^{*} y \zeta_{j} F\right\|^{2}$ holds. We also have

$$
\begin{aligned}
\left\|y \zeta_{j}\right\|^{2} & =\left\|y \zeta_{j} F\right\|^{2}+\left\|y \zeta_{j}(1-F)\right\|^{2} \\
& \leq\left\|y \zeta_{j} F\right\|^{2}+\left\|F \zeta_{j}(1-F)\right\|^{2} \\
& =\left\|y \zeta_{j} F\right\|^{2}+\left\|F\left[F, \zeta_{j}\right]\right\|^{2} \\
& \leq\left\|y \zeta_{j} F\right\|^{2}+\varepsilon^{2} \sum_{j}\left\|F \zeta_{j}\right\|^{2} .
\end{aligned}
$$

Hence $\sum_{j}\left\|y \zeta_{j} F\right\| \geq \sum_{j}\left\|y \zeta_{j}\right\|^{2}-\varepsilon^{2} n \sum_{j}\left\|F \zeta_{j}\right\|^{2}$ holds.
We will estimate $\sum_{j}\left\|x^{\prime} \eta_{j}^{\prime}\right\|$.

$$
\begin{aligned}
\sum_{j=1}^{n}\left\|x^{\prime} \eta_{j}^{\prime}\right\|^{2} & \geq \sum_{j}\left\|x \eta_{j}\right\|^{2}+\sum_{j}\left\|y \zeta_{j}\right\|^{2}-\varepsilon^{2} n \sum_{j}\left\|F \zeta_{j}\right\|^{2} \\
& \geq 2^{-7} c^{-1} \sum_{j}\left\|E \eta_{j}\right\|^{2}+\left(2^{-6} c^{-1}-n \varepsilon^{2}\right) \sum_{j}\left\|F \zeta_{j}\right\|^{2} \\
& \geq 2^{-7} c^{-1} \sum_{j}\left\|E \eta_{j}\right\|^{2}+2^{-7} c^{-1} \sum_{j}\left\|F \zeta_{j}\right\|^{2} \\
& \geq 2^{-7} c^{-1} \sum_{j}\left\|E(1-F) \eta_{j}(1-F)\right\|^{2}+2^{-7} c^{-1} \sum_{j}\left\|F \zeta_{j} F\right\|^{2} \\
& =2^{-7} c^{-1} \sum_{j}\left\|E(1-F) \eta_{j}(1-F)+F \zeta_{j} F\right\|^{2} \\
& =2^{-7} c^{-1} \sum_{j}\left\|(E+F)\left((1-F) \eta_{j}(1-F)+F \eta_{j} F\right)\right\|^{2} \\
& =2^{-7} c^{-1} \sum_{j}\left\|E^{\prime} \eta_{j}^{\prime}\right\|^{2}
\end{aligned}
$$

(v) We compute $\theta\left(\eta_{j}^{\prime}\right) x^{\prime}$.

$$
\begin{aligned}
\theta\left(\eta_{j}^{\prime}\right) x^{\prime} & =\theta\left(F \eta_{j} F+(1-F) \eta_{j}(1-F)\right)\left(x+u^{*} y\right) \\
& =\theta\left(F \eta_{j}\right) u^{*} y+\theta\left((1-F) \eta_{j}\right) x \\
& =u^{*} \bar{\theta}\left(F \zeta_{j}\right) y+\theta\left((1-F) \eta_{j}\right) x \\
& =u^{*} \bar{\theta}\left(F \zeta_{j}\right) y+\theta\left((1-F) \eta_{j} E\right) x \\
& =u^{*} \bar{\theta}\left(F \zeta_{j}\right) y+\theta\left((1-F) E \eta_{j}\right) x \\
& =u^{*} \bar{\theta}\left(F \zeta_{j}\right) y+\theta\left(E \eta_{j}\right) x \\
& =u^{*} \bar{\theta}\left(F \zeta_{j}\right) y+\theta\left(\eta_{j}\right) x .
\end{aligned}
$$

Then we have the following estimate.

$$
\begin{aligned}
\left\|x^{\prime} \eta_{j}^{\prime}-\theta\left(\eta_{j}^{\prime}\right) x^{\prime}\right\|^{2} & =\left\|x \eta_{j}+u^{*} y \zeta_{j} F-\theta\left(\eta_{j}\right) x-u^{*} \bar{\theta}\left(F \zeta_{j}\right) y\right\|^{2} \\
& =\left\|x \eta_{j}-\theta\left(\eta_{j}\right) x+u^{*} y \zeta_{j} F-u^{*} \bar{\theta}(F) \bar{\theta}\left(\zeta_{j}\right) y\right\|^{2} \\
& =\left\|x \eta_{j}-\theta\left(\eta_{j}\right) x\right\|^{2}+\left\|u^{*} \bar{\theta}(F) y \zeta_{j} F-u^{*} \bar{\theta}(F) \bar{\theta}\left(\zeta_{j}\right) y\right\|^{2} \\
& \leq \varepsilon^{2} \sum_{j}\left\|x \xi_{j}\right\|^{2}+\left\|y \zeta_{j} F-\bar{\theta}\left(\zeta_{j}\right) y F\right\|^{2}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \varepsilon^{2} \sum_{j}\left\|x \xi_{j}\right\|^{2}+\left\|y \zeta_{j}-\bar{\theta}\left(\zeta_{j}\right) y\right\|^{2} \\
& \leq \varepsilon^{2} \sum_{j}\left\|x \xi_{j}\right\|^{2}+\varepsilon^{2} \sum_{j}\left\|y \zeta_{j}\right\|^{2} \\
& =\varepsilon^{2} \sum_{j}\left\|x \xi_{j}\right\|^{2}+\varepsilon^{2} \sum_{j}\left\|y(1-E) \xi_{j}(1-E)\right\|^{2} \\
& \leq \varepsilon^{2} \sum_{j}\left\|x \xi_{j}\right\|^{2}+\varepsilon^{2} \sum_{j}\left\|u^{*} y \xi_{j}\right\|^{2} \\
& =\varepsilon^{2} \sum_{j}\left\|\left(x+u^{*} y\right) \xi_{j}\right\|^{2} \quad\left(x \xi_{j} \text { and } u^{*} y \xi_{j} \text { are orthogonal, }\right) \\
& =\varepsilon^{2} \sum_{j}\left\|x^{\prime} \xi_{j}\right\|^{2} .
\end{aligned}
$$

Hence $r^{\prime}$ is in $R$. Next we verify $r^{\prime}>r$. $(\alpha)$ is obvious. Since $\theta(E)\left(x+u^{*} y\right) E=$ $\theta(E) x E+\theta(E) \theta(F) u^{*} y F E=x$, so $(\beta)$ holds. Next we verify $(\gamma)$. Then $E\left(\alpha_{j}^{\prime}-\alpha_{j}\right)=$ $E\left(F \eta_{j}(1-F)=0\right)$. Finally $\left\|\alpha_{j}^{\prime}-\alpha_{j}\right\|^{2}=\left\|F \eta_{j}(1-F)\right\|^{2}=\left\|F\left(\left[F, \eta_{j}\right]\right)\right\|^{2} \leq \varepsilon^{2} \sum_{j}\|F \zeta\|^{2}=$ $\varepsilon^{2} \sum_{j}\|F \xi(1-E)\|^{2} \leq\left\|\left(E^{\prime}-E\right) \xi\right\|^{2}$, so $(\delta)$ holds. This contradicts the maximality of $r$, so we get $E=1$.
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