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Abstract. For G ¼ S3 � � � � � S3, let X be a space such that the p-completion ðXÞ
5

p

is homotopy equivalent to ðBGÞ
5

p for any prime p. We investigate the monoid of rational

equivalences of X, denoted by e0ðXÞ. This topological question is transformed into a

matrix problem over QnZ5, since e0ðBGÞ is the set of monomial matrices whose

nonzero entries are odd squares. It will be shown that a submonoid of e0ðXÞ, denoted by

d0ðXÞ, determines the decomposability of X. Namely, if Nodd denotes the monoid of odd

natural numbers, Theorem 2 shows that the monoid d0ðXÞ is isomorphic to a direct sum

of copies of Nodd . Moreover the space X splits into m indecomposable spaces if and only

if d0ðXÞ G ðNoddÞ
m. When such a space X is indecomposable, the relationship between

½X ;X � and ½BG;BG� is discussed. Our results indicate that the homotopy set ½X ;X �

contains less maps if X is not homotopy equivalent to the product of quaternionic

projective spaces BG ¼ HPy � � � � �HPy.

0. Introduction.

The completion genus set of the classifying space of a compact connected Lie group

G, denoted by GenusðBGÞ, is the set of homotopy classes of spaces X with ðX Þ
5

p F

ðBGÞ
5

p for any prime p and X0 F ðBGÞ0. According to a result of Wilkerson [8], such

spaces X are classified by a double coset space, and there is a one-to-one corre-

spondence:

GenusðBGÞA ðrÞ� AutððBGÞ5ÞnCautðððBGÞ5Þ0Þ=ð f :c:Þ� AutððBGÞ0Þ

Here we recall the argument. First CautðððBGÞ5Þ0Þ denotes the subgroup of

AutðððBGÞ5Þ0Þ which consists of homotopy classes of maps f such that each p�ð f Þ is

a QnZ5-module map on p�ðððBGÞ5Þ0Þ. Next r denotes the rationalization, and f.c.

means the Sullivan’s formal completion. Note that if f in AutðððBGÞ5Þ0Þ is induced

from AutððBGÞ5Þ or AutððBGÞ0Þ, then f is contained in CautðððBGÞ5Þ0Þ.

Let GðBGÞ ¼ ðrÞ� AutððBGÞ5ÞnCautðððBGÞ5Þ0Þ=ð f :c:Þ� AutððBGÞ0Þ for simplicity.

Suppose X A GenusðBGÞ, and let AX denote the corresponding element (the gluing map)

in the coset space, that is, AX A GðBGÞ. Then the space X is the homotopy pullback as

follows:

1991 Mathematics Subject Classification: Primary 55P10 55P60, Secondary 55R35.

Key words and phrases: genus, classifying space, p-completion, Lie groups, self-maps.



X ���! ðBGÞ5
?
?
?
?
?
?
?
?
y

?
?
y

ððBGÞ5Þ0
?
?
y
AX

ðBGÞ0 ���! ððBGÞ5Þ0

Of course, if AX is the equivalence class of the identity map in GðBGÞ, then X ¼ BG.

We note, [5], that the genus set of BG is uncountably large whenever G is non-abelian.

The maps between classifying spaces ½BG;BK � have been investigated extensively,

[1], [3], etc. We discuss a general problem; Determine the homotopy set ½X ;Y � if X A

GenusðBGÞ and Y A GenusðBKÞ. For a map f : X ! Y , let f5 : X5 ! Y5 be the

completed map and let f0 : X0 ! Y0 be the rationalization. We note here that the map

f5 : X5 ! Y5 canonically splits into the product of maps f
5

p : X5

p ! Y5

p , [7]. The

maps f5 and f0 induce the maps from ðX5Þ0 to ðY5Þ0. We write these maps Cð f Þ

and Rð f Þ respectively. Notice that ðX5Þ0 F ððBGÞ5Þ0 and ðY5Þ0 F ððBKÞ5Þ0 for X A

GenusðBGÞ and Y A GenusðBKÞ. Using the above fibre square, we get the homotopy

commutative diagram

ððBGÞ5Þ0 ����!
Cð f Þ

ððBKÞ5Þ0

AX

?
?
?
?
y

?
?
?
?
y

AY

ððBGÞ5Þ0 ���!
Rð f Þ

ððBKÞ5Þ0

which we express in the equation

Rð f Þ � AX ¼ AY � Cð f Þ:

We discuss special cases about the homotopy sets ½X ;Y � where X A GenusðBGÞ and

Y A GenusðBKÞ. First, suppose G ¼ K and G is simple. One can show that, for

X ;Y A GenusðBGÞ, there is an essential map from X to Y, i.e. ½X ;Y �0 0, if and only if

X FY . We sketch a proof of the statement that ½X ;Y �0 0 implies X FY ; For an

essential map f : X ! Y , the above equation has the following form

Rð f Þ � AX ¼ AY � ðBt � caÞ

where t is expressed as a product of outer automorphisms and ca is an unstable Adams

operation, [3]. Hence we see ca ¼ Btÿ1Aÿ1
Y Rð f ÞAX A CautðððBGÞ5Þ0Þ so that a ¼

Q

p ap A Z5
V ðQ5Þ�. This implies ap A ðZ

5

p Þ
� for su‰ciently large p. Thus we can

find N A N such that a=N A ðZ5Þ�. Consequently X FY is shown by the following:

AX ¼ ðRð f Þÿ1
cNÞAY ðBtc

a=NÞ

1AY in GðBGÞ:

We note, however, that if G is not simple, the result can not be true, [2]. A

counter-example is given by a fibration BS3 ! X ! BS3 where X A GenusðBS3 � BS3Þ

but X 6FBS3 � BS3. It is easy to see ½BS3 � BS3;X �0 0 and ½X ;BS3 � BS3�0 0.

K. Ishiguro, J. Møller, and D. Notbohm46



In this paper we will consider the case that G is a finite product of S3’s. From

now on, let G ¼ S3 � � � � � S3 so that BG is a product of quaternionic projective spaces

HPy �HPy � � � � �HPy. We write rankðX Þ ¼ n if X A GenusðBGÞ and G is the

product of n copies of S3. For X ;Y A GenusðBGÞ let e0ðX ;YÞ denote the set of

rational equivalences f : X ! Y , and e0ðXÞ the monoid of rational self-equivalences

f : X ! X . Namely f A e0ðX ;Y Þ means that its rationalization f0 : X0 ! Y0 is a

homotopy equivalence. Similarly e0ðX
5

p ;Y
5

p Þ and e0ðX
5

p Þ are defined.

We will investigate e0ðX Þ. When X ¼ BG, it is known that e0ðBGÞ is the set of

monomial matrices whose nonzero entries are odd squares, and e0ðBG
5

p Þ consists of

monomial matrices with entries given by p-adic squares. Moreover, for p ¼ 2 these

entries have to be 2-adic units [3] or [6].

For example, e0ðBS
3 � BS3Þ consists of the following types of 2� 2 matrices:

a 0

0 b

� �

or
0 c

d 0

� �

where a, b, c and d are squares of odd numbers. In general, if f A e0ðXÞ, then we get

the homotopy commutative diagram

ððBGÞ5Þ0 ����!
Cð f Þ

ððBGÞ5Þ0

AX

?
?
?
?
y

?
?
?
?
y

AX

ððBGÞ5Þ0 ����!
Rð f Þ

ððBGÞ5Þ0

Since ððBGÞ5Þ0 ¼ K 0n
Q5

; 4
ÿ �

when G is the product of n copies of S3, the maps

Cð f Þ, Rð f Þ and AX can be regarded as n� n matrices over Q5. Consequently the

equation Rð f Þ � AX ¼ AX � Cð f Þ can be understood in terms of matrix multiplication.

For every X A GenusðBGÞ there are always the Adams operations of odd degree

contained in e0ðXÞ. An Adams operation ck
: BG

5

p ! BG
5

p is represented by a scalar

matrix k2 � Id. The matrix is central, and we get the identity ck � AX ¼ AX � ck, which

establishes a self map ck
: X ! X . Because only odd degrees of Adams operations

occur, we denote the set of Adams operations by Nodd , the monoid of odd natural

numbers, and express the above fact by Nodd H e0ðXÞ.

There is a canonical embedding e0ðX Þ ,! e0ðX
5

p Þ. Since X
5

p FBG
5

p , we see e0ðX
5

p Þ

G e0ðBG
5

p Þ. If G is the product of n copies of S3, there is a split short exact sequence

of groups

DðpÞ ! e0ðBG
5

p Þ !
r
Sn

where Sn denotes the symmetric group regarded as a subgroup of GLðn;ZÞ by per-

mutation representation. For example, if n ¼ 2, the map r is as follows:

r
a 0

0 b

� �

¼
1 0

0 1

� �

and r
0 c

d 0

� �

¼
0 1

1 0

� �

:

The kernel DðpÞ consists of diagonal matrices whose nonzero entries are squares in Z
5

p .

Notice that e0ðBG
5

2 Þ ¼ AutðBG5

2 Þ, and this group consists of non-singular monomial
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matrices. Hence, for p ¼ 2, these squares have to be units. Since e0ðXÞH e0ðBG
5
p Þ,

this exact sequence induces the following commutative diagram

DðpÞ ! e0ðBG
5
p Þ !

r
Sn

U U U

d0ðX ; pÞ ! e0ðXÞ ! s0ðXÞ

where d0ðX ; pÞ ¼ e0ðXÞVKer r is an abelian monoid and where s0ðXÞ ¼ rðe0ðX ÞÞ.

Let d0ðXÞ ¼ d0ðX ; pÞ for p ¼ 2. If X ¼ BG, the monoid d0ðBGÞ is isomorphic to

the direct sum of n copies of Nodd . The following result shows the structure of d0ðX Þ.

Theorem 1. Let X A GenusðBGÞ where G is a finite product of S3. The monoid

d0ðXÞ consists of diagonal matrices whose non-zero entries are squares of odd numbers.

The monoid d0ðXÞ reveals the decomposability of X as the next result shows. We

say X A GenusðBGÞ splits if there exist spaces U A GenusððBS3ÞkÞ and V A Genus �

ððBS3ÞnÿkÞ such that X FU � V . Otherwise we call X indecomposable.

Theorem 2. Let X be as in Theorem 1. Then the following holds:

(1) The space X splits into a product of indecomposable spaces X1 � � � � � Xm with

Xi A GenusððBS3ÞriÞ for some ri.

(2) The monoid d0ðXÞ is isomorphic to a direct sum of copies of Nodd .

(3) The space X splits into m indecomposable spaces if and only if d0ðXÞG ðNoddÞ
m.

For X with rankðXÞ ¼ 2, Theorem 3 classifies e0ðXÞ. Note that a map f with

f � f ¼ ck is denoted by
ffiffiffiffiffiffi

ck
p

. Of course k has to be an odd number. The notation

hNodd ;

ffiffiffiffiffiffi

ck
p

i means the monoid generated by Nodd and
ffiffiffiffiffiffi

ck
p

.

Theorem 3. Let X A GenusðBS3 � BS3Þ. The monoid of rational quivalences e0ðX Þ

is isomorphic to one of the following four types of monoids:

(i) Nodd (ii) hNodd ;

ffiffiffiffiffiffi

ck
p

i ðk : oddÞ

(iii) Nodd �Nodd (iv) ðNodd �NoddÞcS2

All above monoids are realized as e0ðXÞ for some X A GenusðBGÞ.

Next we consider e0ðXÞ in the general case that G ¼ S3 � � � � � S3.

Theorem 4. Suppose

X ¼ X n1
1 � X n2

2 � � � �X ns
s

where each Xi is indecomposable and Xi CXj for i0 j. Then

e0ðXÞ ¼
Y

s

i¼1

ðe0ðXiÞcSniÞ:

If X is indecomposable, there is a strong relationship between ½X ;X � and ½BG;BG�.

Theorem 5. Let X be as in Theorem 1. If X is indecomposable, for any f A e0ðX Þ,

there is a homotopy equivalence between X
5
2 and BG

5
2 so that we can find a self-map h of
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BG which makes the following diagram homotopy commutative:

X ���!
f

X
?
?
?
y

?
?
?
y

X
5

2 ���!
f
5

2
X

5

2

’

?
?
?
y

’

?
?
?
y

BG
5

2 ���! BG
5

2
x
?
?
?

x
?
?
?

BG
h

BG

The following result shows that not every type of extension d0ðX Þ ! e0ðXÞ ! s0ðX Þ

can be realized for some X A GenusðBGÞ. If An denotes the alternating group, we have

the following result:

Theorem 6. Let X be as in Theorem 1. If An H e0ðX Þ, then Sn H e0ðX Þ.

For instance, if an extension d0ðXÞ ! e0ðXÞ ! An splits, one can show that up to

conjugate the image in e0ðXÞ is expressed as the permutation representation. The above

theorem tells us that such a split extension does not exist.

A part of the work in this paper was done when the first two authors visited SFB

170 in Göttingen. They wish to express their gratitude for the hospitality.

1. Rational self equivalences.

In this section we always assume that X and Y are in the genus of BG. Recall that

e0ðX ;YÞ denotes the set of all homotopy classes of maps X ! Y which induce rational

equivalences.

1.1 Proposition. Let f A e0ðX ;YÞ. Then f
5

p : X5

p ! Y5

p is an equivalence for

almost all primes.

Proof. Recall that the map f induces the equation Rð f Þ � AX ¼ AY � Cð f Þ as

matrices. In the denominators and numerators of the entries of Rð f Þ occur only a finite

number of primes. For all the others, f induces an isomorphism in mod-p cohomology

and hence, a p-adic equivalence. r

1.2 Lemma. Let f A e0ðX ;YÞ. Then there exist gluing maps AX and AY such that

AX ¼ AY � cT , i.e. Rð f Þ ¼ id and Cð f Þ is a product of unstable Adams operations.

Proof. There exist gluing maps A 0
X and A 0

Y and matrices R 0ð f Þ and C 0ð f Þ such

that R 0ð f ÞA 0
X ¼ A 0

YC
0ð f Þ. As a self map of BG5

p the map Cpð f Þ ¼ sðpÞcSðpÞ is a

product of a permutation and an Adams operation. We can split SðpÞ into a product

S1ðpÞS2ðpÞ such that the entries of S2ðpÞ are powers of p, and that the entries of S1ðpÞ

are p-adic units. Here, the product is taken in the components. Because for almost all

primes C 0
pð f Þ is an equivalence by Proposition 1.1, almost all tuples S2ðpÞ are of the
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form f1; . . . ; 1g. Now let T :¼
Q

p S2ðpÞ be the product of all tuples S2ðpÞ, which is

finite, and let QðpÞ :¼ T=S2ðpÞ be the quotient of T by S2ðpÞ. Then QðpÞ consists of

p-adic units. Now we define AX :¼R 0ð f ÞA 0
X , AY :¼ A 0

Y

Q

pðsðpÞc
S1ðpÞQðpÞÿ1

Þ, Rð f Þ :¼

id and Cð f Þ :¼ cT . Then we see the equations AX ¼ R 0ð f ÞA 0
X ¼ A 0

YC
0ð f Þ ¼

A 0
Y

Q

ðsðpÞcS1ðpÞcS2ðpÞÞ ¼ AY

Q

ðcQðpÞcS2ð pÞÞ ¼ AYc
T . This proves the statement. r

1.3 Corollary. Let f A e0ðX ;Y Þ. Then there exists g A e0ðY ;X Þ, such that f g ¼

g f ¼ ck, i.e. both compositions are unstable Adams operations of the same degree.

Proof. We choose gluing maps as in Lemma 1.2. Moreover, for T ¼ ft1; . . . ; tng

we define k :¼ lcmðt1; . . . ; tnÞ, S :¼ k=T , RðgÞ :¼ ck and CðgÞ :¼ cS. Then, the

equations AXc
S ¼ AXc

kcTÿ1

¼ AYc
TckcTÿ1

¼ ckAY define a rational equivalence

g : Y ! X . Obviously, the compositions fg and gf are unstable Adams operations of

degree k. r

The last result allows to speak of ck-inverse maps.

1.4 Definition. The rational equivalence g : Y ! X of the Corollary 1.3 is called

the ck-inverse of f : X ! Y .

Let f A e0ðX ;YÞ, and let g be a ck-inverse. Then, we have maps (which are not

maps of monoids)

c : e0ðXÞ ! e0ðYÞ : h 7! f hg and c : e0ðY Þ ! e0ðXÞ : k 7! gk f :

The composition is multiplication by ck2

. Thus, both maps are injective. Choosing

gluing maps AX and AY as in Lemma 1.2, the matrices Cpð f Þ and CpðgÞ are given by

products of unstable Adams operations. Therefore, we get a commutative diagram

d0ðX ; pÞ ���! e0ðX Þ ���! Sn
?
?
?
y

?
?
?
y






d0ðY ; pÞ ���! e0ðY Þ ���! Sn:

As mentioned the conjugation c is not a map of monoids and, of course not an

isomorphism in general. One would like to improve this by considering c1=kc. Then,

the composition becomes the identity. This doesn’t work because we can’t divide by ck

in the image of c. But if we restrict c to the kernels d0ðX ; pÞ and d0ðY ; pÞ, then we

have only to deal with products of Adams operations, which is an abelian monoid.

Therefore, for h A d0ðX ; pÞ, we have c1=kCpð f ÞCpðhÞCpðgÞ ¼ CpðhÞc
1=kCpð f ÞCðgÞ ¼

CpðhÞ, and c1=k f hg A e0ðY Þ.

On the other hand, we can pass to the associated Grothendieck groups Kðe0ðX ÞÞ

and Kðe0ðYÞÞ, where we can also multiply by c1=k. This proves the following statement

1.5 Proposition. Let f A e0ðX ;Y Þ, and let g be a ck inverse. Then there exist

isomorphisms

Kðe0ðXÞÞ ! Kðe0ðY ÞÞ and d0ðX ; pÞ ! d0ðY ; pÞ;

given by conjugation.
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2. Characteristic polynomials of self maps.

If f A e0ðXÞ, we see, as before, that Rð f Þ � AX ¼ AX � Cð f Þ as matrices. Actually

Rð f Þ is a matrix over Q and Cð f Þ is a matrix over Z5 ¼
Q

Z
5

p . The map Cð f Þ

canonically splits so that Cð f Þ ¼
Q

Cpð f Þ. Hence Cpð f Þ is regarded as a monomial

matrix over Z
5

p whose nonzero entries are squares.

2.1 Lemma. The matrices Rð f Þ and Cpð f Þ have identical characteristic polynomials

which are monic and have integral coe‰cients.

Proof. The identity Rð f Þ � AX ¼ AXCð f Þ shows that all matrices are conjugate.

Hence the characteristic polynomials are identical. It is a polynomial over Z
5

p for all p

and over Q and has therefore integral coe‰cients. Obviously it is monic. r

2.2 Definition. Let f : X ! X be an element of e0ðXÞ. Then we define the

characteristic polynomial w f ðtÞ A Z½t� of f as the characteristic polynomial of Rð f Þ or of

Cpð f Þ. It is well defined because Rð f Þ and Cpð f Þ are unique up to conjugation.

2.3 Lemma. For every element f A e0ðX Þ the characteristic polynomial w f ðtÞ is

always of the form
Q

iðt
ki ÿ aiÞ, where

P
ki ¼ n and ai A Z is an odd square.

Proof. Recall that e0ðBG
5

p Þ ¼ R o Sn, where R consists of the squares of 2-adic

units or nonzero p-adic squares if p is odd. In particuliar, Cpð f Þ ¼ sðcLÞ with L ¼

ðl1; . . . ; lnÞ. Here, s is a permutation. The characteristic polynomial of Cð f Þ is of the

desired form. To show that ai is always a square, we first observe that an unstable

Adams operation ck induces in p4 a multiplication by k2. Therefore, ai is always

a square in Z
5

p for all p, and hence a square over the integers. It is an odd

square because only Adams operations of odd degrees are realizable as self maps over

BS35

2 . r

Let f A e0ðX Þ and w f ¼
Q
ðtli ÿ a 0

i Þ ¼
Q
ðtki ÿ aiÞ

ri (in the last expression we just

collected equal terms). Then there are two associated partitions of n, namely P 0ð f Þ ¼

fl1; . . . ; lng and Pð f Þ ¼ fk1r1; . . . ; knrng. We also associate to every permutation s a

partition PðsÞ given by the length of the cycles.

2.4 Lemma. If w f ¼
Q

iðt
li ÿ aiÞ, then Cpð f Þ ¼ scK , where PðsÞ is a subpartition

of P 0ð f Þ. Every li splits into a partition fmi; . . . ;mig where mi occurs qi times and

qimi ¼ li.

Proof. This follows from the calculation of wscK ðtÞ. r

2.5 Remark. The existence of roots of unity may cause a splitting in a sub-

partition, e.g.
Qk

j¼1ðt
l ÿ o jÞ ¼ tlk ÿ 1, where o is a primitive k-th root of the unity.

Because Z
5

2 contains no roots of unity besides G1, we have PðsÞ ¼ P 0ð f Þ for p ¼ 2.

2.6 Lemma. If C2ð f Þ is a diagonal matrix, then Cpð f Þ also is a diagonal matrix for

every prime.

Proof. The assumptions imply that w f ðtÞ ¼
Q

iðtÿ aiÞ is a product of linear

factors. Thus, the associated partition P 0ð f Þ is given by f1; . . . ; 1g. By Lemma 2.4, all

matrices Cpð f Þ are diagonal.
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2.7 Corollary. The kernel d0ðXÞ is a subset of d0ðX ; pÞ for all primes.

Proof. Let f A d0ðX Þ. Then C2ð f Þ ¼ cT is a product of Adams operations and

therefore a diagonal matrix. By Lemma 2.6 all the matrices Cpð f Þ are diagonal. Thus,

for all primes, we have f A d0ðX ; pÞ.

This result shows, as one have might-expected, that most of the information about

the spaces in the genus of BG is concentrated at the prime 2.

Proof of Theorem 1. If f A d0ðXÞ, then the Z
5

2 -matrix C2ð f Þ is diagonal. By

Lemma 2.6, the Z
5

p -matrix Cpð f Þ is also diagonal. Since the characteristic polynomial

w f splits into linear factors in Z
5

p for any prime p, this monic integer-coe‰cient

polynomial splits over Z as well. Recall that the polynomial ring Z
5

p ½t� is U.F.D.

(unique factorization domain). Thus all Cpð f Þ are diagonal matrices over Z, indeed.

Their main diagonals are the same up to permutation. Finally Lemma 2.3 shows that

each entry of the main diagonal of C2ð f Þ is the square of an odd integer. r

3. Decomposition of spaces and a filtration on the genus of BG.

Recall G ¼ ðS3Þn. For any partition K ¼ fk1; . . . ; krg of n, there is an obvious

inclusion

FK :¼
Y

i

GenusððBS3ÞkiÞ ! GenusðBGÞ:

We say, that an element X A GenusðBGÞ has filtration K if X is in the image of

FK . The space X is indecompasable if X does not have the filtration K for any proper

partition K of n. In this section we will discuss the relation between the filtration of X

and the monoid d0ðX Þ of self maps.

3.1 Proposition. Let f A d0ðX Þ and let w f ðtÞ ¼
Q

l

i¼1ðtÿ aiÞ
ri be a splitting into l

pairwise coprime factors. Then the space X has filtration R with R ¼ fr1; . . . ; rlg. In

particular, XFX1 � � � � � Xl splits into a product of l spaces Xi with Xi A GenusððBS3Þ riÞ.

Proof. Because f A d0ðX Þ all the matrices Cpð f Þ are diagonal matrices by Lemma

2.6. The characteristic polynomial therefore splits integrally into linear factors.

Moreover, after reordering the entries, i.e. changing the gluing map, we can assume that

all the matrices Cpð f Þ are identical and of the form
Q

i c
ai . Here, we have to interpret

cai as a diagonal matrix in GLðri;Z
5

p Þ with constant entries. The rational matrix Rð f Þ

is also diagonalizable even over Q, because w f ðtÞ has only integral zeros. Hence, after

changing again the gluing map, we also can assume that Rð f Þ ¼ Cpð f Þ. That is to say

that AX centralizes
Q

i c
ai . Hence AX ¼ ðA1 � � �AlÞ A

Q
GLðri;Q

5Þ is a blockwise

diagonal matrix. Therefore X has filtration R. r

3.2 Proposition. A space X splits into l factors if and only if d0ðXÞ contains the

direct sum of l copies of Nodd .

Proof. Let us assume that ðNoddÞ
l
H d0ðX Þ. Then we can find a map f A d0ðX Þ

such that w f ðtÞ ¼
Q

l

i¼1ðtÿ aiÞ
ri splits into l pairwise coprime factors. By Proposition

3.1, this shows that X splits at least into l factors.
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Now we assume that X splits into a product of l spaces X1 � � � � � Xl . Then

Adams operations exist as self maps on each Xi and so does Nodd . Thus, ðNoddÞ
l, as a

set of diagonal matrices, is a subset of d0ðX Þ.

On the way of proving Theorem 2 we need the following special case.

3.3 Lemma. A space X A GenusðBGÞ is indecomposable if and only if d0ðXÞ ¼

Nodd .

Proof. The monoid Nodd is always a subset of d0ðXÞ. First suppose X is

indecomposable and f A d0ðX Þ. If f is not an Adams operation, then the characteristic

polynomial w f ðtÞ ¼
Q

iðtÿ aiÞ
ri splits into at least two coprime factors. By Proposition

3.2, this would imply that X splits, which is a contradiction. Hence Nodd ¼ d0ðX Þ.

Conversely, if X splits into at least two factors, then d0ðXÞ contains at least ðNoddÞ
2

as a submonoid. r

Proof of Theorem 2. Proposition 3.1 shows that if Xi is a factor of X A

GenusððBS3ÞnÞ, then Xi A GenusððBS3ÞriÞ for some ri. Thus an argument using

Proposition 3.2 and Lemma 3.3 implies Part (1).

Let us assume that X FX1 � � � � � Xm is a splitting into m indecomposables. By

Proposition 3.2 there exists an inclusion ðNoddÞ
m
H d0ðXÞ. We want to show that this is

an isomorphism. Let f A d0ðXÞ. Let Ai be the gluing map of Xi, and let A ¼ A1 � � � Am.

Then f establishes an equation Rð f Þ � A ¼ A � Cð f Þ. The matrices Cpð f Þ are always

diagonal matrices. Therefore, the matrix Rð f Þ has the same block structure as

A and R ¼ R1 � � � � � Rm, where each Ri has the same size as Ai. We can also write

Cð f Þ ¼ C1 � � � � � Cm where Ci also has the same size. That is to say that our above

equation splits into the equations Ri � Ai ¼ Ai � Ci which establish self maps fi : Xi ! Xi.

The spaces Xi are indecomposable. Thus, by Lemma 3.3, the maps fi are Adams

operations. Therefore f A ðNoddÞ
m. This proves part (2) as well as the one half of (3).

Now let us assume that d0ðX Þ ¼ ðNoddÞ
m. Then, by Proposition 3.2, X ¼ X1 � � � �

�Xm splits into m spaces. If one of these is not indecompsable, we could split X

further into more than m factors. By Proposition 3.2 again this is a contradiction,

which finishes the proof. r

3.4 Proposition. Suppose that two spaces X and Y are contained in GenusðBGÞ.

If there exists a map f : X ! Y which is rationally an equivalence, then X and Y have the

same filtration.

Proof. Let us assume that X has filtration R ¼ fr1; . . . ; rlg; i.e. X ¼ X1 � � � � � Xl

splits into l factors. Then there exists f A d0ðXÞ such that w f ðtÞ ¼
Q

iðtÿ aiÞ
ri splits

into l pairwise coprime factors. By Proposition 1.5 there exists a map d0ðXÞ ! d0ðY Þ

which is given by conjugation. Therefore the image g : Y ! Y of f has the same

characteristic polynomial. Hence, by Proposition 3.1 Y has also filtration R. r

4. Determination of e0ðX Þ with rankðXÞ ¼ 2.

We investigate the type of the gluing map AX for X A GenusðBS3 � BS3Þ. For f A

e0ðXÞ, the trace of f, denoted by trð f Þ, is defined as the trace of the matrix Rð f Þ. Then

the following two cases occur.
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Case 1. Suppose there is f A e0ðXÞ ÿNodd with trð f Þ0 0.

Take such an f. Suppose f is represented by R A AutððBGÞ0Þ, C A AutððBGÞ5Þ with

RA ¼ AC where A A CautððBG5Þ0Þ represents X. Since trð f Þ ¼ trðRÞ0 0 and rankðX Þ
¼ 2, the 2� 2 matrix Cp must be diagonal for all p:

Aÿ1
p RAp ¼ diagða2p ; b2

pÞ ap; bp A Z
5

p :

The characteristic polynomial for f then has the form

w f ðtÞ ¼ ðtÿ r1Þðtÿ r2Þ

for some odd squares r1 and r2; replacing Ap by Apt if necessary (where t is the

involution), we may assume r1 ¼ a2p , r2 ¼ b2
p for all p, i.e.

Ep : Aÿ1
p RAp ¼ Cp ¼ diagðr1; r2Þ:

Since f is not an unstable Adams operation, r1 0 r2, and R is diagonalizable; i.e.

bU A GLð2;QÞ with Uÿ1RU ¼ diagðr1; r2Þ:
Since also the columns of Ap are eigenvectors for R with eigenvalues r1 and r2,

respectively, they must be proportional to the columns of U;

Ap ¼ U diagðlp; mpÞ

for some lp; mp A Q
5

p . Since the entries of both Ap and U are p-adic units for pg 0, so

are lp and mp. Therefore l; m A ðQ5Þ�. An equivalent representative for X is

Uÿ1A ¼ diagðl; mÞ A GLð2;Q5Þ:

Case 2. Suppose trð f Þ ¼ 0 for any f A e0ðXÞ ÿNodd .

For f A e0ðX Þ ÿNodd with trð f Þ ¼ 0 we have

Ep : Aÿ1
p RAp ¼ diagða2p ; b2

pÞtep

for some a ¼ ðapÞ, b ¼ ðbpÞ A Z5
V ðQ5Þ� and ep ¼ 0 or 1. Since trð f Þ ¼ 0, the

characteristic polynomial has the form

w f ðtÞ ¼ ðtÿ gÞðtþ gÞ

for some natural number g A N . We may assume

g ¼ a2p ¼ ÿb2
p if ep ¼ 0

apbp if ep ¼ 1:

(

Also, R is diagonalizable:

bU A GLð2;QÞ with Uÿ1RU ¼ diagðg;ÿgÞ:

Suppose ep ¼ 0. Then a2p ¼ ÿb2
p so

ffiffiffiffiffiffiffi

ÿ1
p

A Z
5

p and p1 1 mod 4. As

Aÿ1
p RAp ¼ diagðg;ÿgÞ
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the columns of Ap are eigenvectors for R, so

Ap ¼ U diagðlp; mpÞ

for some lp; mp A Q
5

p ðA ðZ
5

p Þ
�
if pg 0Þ.

Suppose next ep ¼ 1. Put

Mp ¼
bp bp

ap ÿap

� �

A GLð2;Q
5

p Þ:

Then

ðApMpÞ
ÿ1
RðApMpÞ ¼ Mÿ1

p diagða2p ; b
2
pÞtMp ¼ diagðg;ÿgÞ

so again we conclude that

ApMp ¼ U diagðlp; mpÞ

where lp; mp A Q
5

p ðA ðZ
5

p Þ
�
if pg 0Þ.

The matrix

Uÿ1A ¼
diagðl; mÞ if ep ¼ 0 (then p1 1 mod 4)

diagðl; mÞMÿ1 if ep ¼ 1

�

is another representative for X. Note that

Mp ¼
bp bp

ap ÿap

� �

¼ b

1 1

a

b

ÿa

b

0

@

1

A

diagðl; mÞMÿ1
p ¼ diagðlbÿ1

; mbÿ1Þ �

1 1

a

b

ÿa

b

0

@

1

A

ÿ1

so by absorbing the bÿ1 into ðl; mÞ we may always assume that Mp has the form

Mp ¼
1 1

mp ÿmp

� �

for some mp A Q
5

p ðA ðZ
5

p Þ
�
if pg 0Þ.

4.1 Lemma. Suppose q2 1 mod 4. If Cqð f Þ ¼ diagða2; b2Þ, then, for any p,

Cpð f Þ ¼ diagðk2
; l

2Þ for some integers k; l A Z.

Proof. First let Cp ¼ Cpð f Þ, Cq ¼ Cqð f Þ and R ¼ Rð f Þ. Since q2 1 mod 4, we

see trðCqÞ ¼ a2 þ b2 0 0. This implies that Cp and R must be diagonal. Here consider

the characteristic polynomials. Since wðCqÞ ¼ wðRÞ and the polynomial ring Q
5

q ½t�

is UFD, a2 is contained in the localized integer ZðqÞ. Analogous results for the

other primes enable us to see a2 A Z. Suppose that a2 ¼ Gpe1
1 � � � per

r and that p is

one of the pi’s ð1U iU rÞ. When Cp ¼ diagða2p ; b
2
pÞ, we can write ap ¼ pku for some

u A ðZ
5

p Þ
�. Since a2 ¼ a2p ¼ p2ku2, we see each ei must be an even number. Therefore
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a2 ¼ Gðpe1=2
1 � � � per=2

r Þ2. If a2 ¼ ÿðpe1=2
1 � � � per=2

r Þ2, then a2 þ ðpe1=2
1 � � � per=2

r Þ2 ¼ 0. This

is a contradiction, since
ffiffiffiffiffiffiffi

ÿ1
p

B Z
5

q for q2 1 mod 4. r

4.2 Lemma. Let X A GenusðBS3 � BS3Þ and X is indecomposable. Suppose f ; g A

e0ðXÞ are represented at p ¼ 2 as follows: C2ð f Þ ¼
0 a2

k2=a2 0

� �

, C2ðgÞ ¼
0 b2

l
2=b2 0

� �

. If g is divisible by cn for some n0 1, then f ¼ g.

Proof. Notice that the following product

0 a2

k2

a2
0

0

@

1

A �
0 b2

l
2

b2
0

0

B

@

1

C

A
¼

a2l2

b2
0

0
k2b2

a2

0

B

B

B

@

1

C

C

C

A

is scalar, since X is indecomposable. It follows that ða2l2Þ=b2 ¼ ðk2b2Þ=a2, and hence

a2 ¼ ðk=lÞb2 and b2 ¼ ðl=kÞa2. If k ¼ l, then a2 ¼ b2 and hence f ¼ g. We now

assume k0 l. Since the product is diagðkl; klÞ, we see kl is a square. Consequently

either k=l or l=k contains square which is not equal to 1. Note that

CpðgÞ ¼
0

l

k
a2p

kl

a2p
0

0

B

B

@

1

C

C

A

or
l 0

0 ÿl

� �

:

This implies g is divisible by cn. This contradiction completes the proof. r

4.3 Lemma. For any odd positive integer k there is X A GenusðBS3 � BS3Þ such

that e0ðXÞ ¼ hNodd ;
ffiffiffiffiffiffi

ck
p

i.

Proof. Express the p part of a gluing map AX by Ap. Take

Aÿ1
p ¼

a b

bk2

a

a

a

0

@

1

A

for some a0 0, b0 0. Then

0 1

k2 0

� �

¼ Ap

0 a

k2

a
0

0

@

1

AAÿ1
p

for the fixed a. Note that

Ap ¼
a

a2 ÿ b2k

a

a
ÿb

ÿbk2

a
a

0

B

@

1

C

A

and X is indecomposable. We see that Ap � diagðs2; t2Þ � Aÿ1
p A GLð2;QÞ if and only if
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s2 ¼ t2, since

s2 0

0 t2

 !

�

a b

bk2

a

a

a

0

@

1

A ¼

s2a s2b

t2bk2

a

t2a

a

0

@

1

A

a b

bk2

a

a

a

0

@

1

A �
s2 0

0 t2

 !

¼
s2a t2b

� �

 !

a b

bk2

a

a

a

0

@

1

A �
t2 0

0 s2

 !

¼
t2a s2b

� �

 !

:

This shows e0ðX Þ ¼ hNodd ;

ffiffiffiffiffiffi

ck
p

i. r

Proof of Theorem 3. Case 1. Suppose there is f A e0ðX Þ ÿNodd with trð f Þ0 0.

Then X ¼ Y1 � Y2. If there is g A e0ðXÞ ÿNodd with trðgÞ ¼ 0, Lemma 4.1 implies that

C2ðgÞ is not diagonal so that there is an essential map between Y1 and Y2. Thus Y1 ¼

Y2 and hence e0ðX Þ ¼ e0ðBGÞ ¼ ðNodd �NoddÞcS2. Otherwise Y1 0Y2 and e0ðXÞ ¼

Nodd �Nodd .

Case 2. Suppose trð f Þ ¼ 0 for all f A e0ðX Þ ÿNodd . Then f 2 ¼ ck for some k.

Lemma 4.2 implies e0ðXÞ ¼ hNodd ;

ffiffiffiffiffiffi

ck
p

i.

Using Lemma 4.3, one can show that each of the monoids is realized as e0ðXÞ for

some X A GenusðBGÞ. r

5. Integrality of rational equivalences.

5.1 Lemma. For X ;Y A GenusðBGÞ, if e0ðX ;YÞ is non-empty, then X FY .

Proof. For f A e0ðX ;Y Þ, we have an equation

Rð f Þ � AX ¼ AY � s �
Y

i

cai

 !

where s is a permutation. An argument similar to the one we used in the introduction

to show a result associated with a simple group will complete the proof. r

Proof of Theorem 4. Let f A e0ðX Þ. Identify f as C2ð f Þ so that regard f as a

monomial Z
5

2 -matrix relative to a basis B. Consider the subbasis Bi corresponding to

Xi ð1U iU sÞ so that

B ¼ 6
s

i¼1

6
ni

Bi

� �

:

It is convenient to write as follows:

6
ni

Bi ¼ Bi;16Bi;26 � � �6Bi;ni
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Let f be the image of f under the projection e0ðXÞ ! s0ðXÞ. Recall that s0ðX Þ is a

subgroup of Sn. Suppose the order of f is m. For a subbasis Bi; j, if e A Bi; j and

f m ¼ f � � � � � f , then f mðeÞ ¼ ke for suitable k. Fix such a basis element e0 A Bi; j.

We will inductively define m maps f fig in e0ðX Þ. Let f1 ¼ f and, for b A B, we define

fiðbÞ ¼
l � f ðbÞ if fiÿ1ðe0Þ A hBi0; j0i and b A Bi0; j0

f ðbÞ otherwise

�

where hBi0; j0i means the vector space spanned by Bi0; j0 . Let fc ¼ fm � � � � � f1. Thus

fcðe0Þ ¼ l
mÿ1k � e0. For e A Bi; j we claim that fiÿ1ðe0Þ A hBi0; j0i if and only if

fiÿ1ðeÞ A hBi0; j0i. If not, we would have fcðeÞ ¼ l
qk � e for some q < mÿ 1. This is a

contradiction, since each Xi is indecomposable. Consequently C2ð f Þ is expressed as a

block-wise monomial matrix. Each non-singular block induces a rational equivalence.

By Lemma 5.1, we obtain the desired result. r

Remark. There are essential self-maps of an indecomposable space X which are

not rational equivalences. Here is an example: When BS3 ! X !
f
BS3 is a fibration

and X 6FBS3 � BS3, the space X must be indecomposable, since S3 is a simple Lie

group. It is not hard to construct an essential self-map of X as a composite map

X !
f
BS3 ! X .

For f A e0ðXÞ, the induced Z
5

2 -matrix C2ð f Þ is monomial. With respect to a

suitable basis, i.e. up to AutðBG5
2 Þ, we can write

C2ð f Þ ¼

D1

D2

.

.

.

Dm

0

B

B

B

B

@

1

C

C

C

C

A

where each Di is an ni � ni monomial matrix of the following form for iUmÿ 1:

Di ¼

0 ai

1 0

.

.

.

.

.

.

1 0

0

B

B

B

B

@

1

C

C

C

C

A

and Dm is a diagonal matrix. Consequently, taking a suitable representative for AX , we

may assume that C2ð f Þ has the above form.

5.2 Lemma. Let PðxÞ A Z½x�. If PðxÞ ¼
Qr

i¼1 PiðxÞ where each PiðxÞ is a monic

polynomial over Q, then PiðxÞ A Z½x� for any i.

Proof of Theorem 5. Since X is indecomposable, we see w f ¼
Qr

j¼1ðt
nj þ bjÞ

ej with

n1 > n2 > � � � > nr, where each ai, which is an entry of the above monomial matrix Di,

is equal to one of fÿbjg’s. It su‰ces to show bi A Q. The coe‰cient of t
ð
P r

j¼1
njejÿnrÞ-

term, which is the second largest term of w f is erbr. Since erbr A Z, it follows that

br A Q. Inductively, we see that each bj A Q. Consequently ai A Zð2Þ for all i. Since

w f A Z½t�, Lemma 5.2 implies ai A Z. Thus C2ð f Þ is a Z-matrix. r
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6. Some results about s0ðXÞ, the types of rational equivalences.

If X A GenusðBGÞ, then we obtain the short exact sequence of the monoids

d0ðX Þ ! e0ðX Þ ! s0ðXÞ:

Here s0ðXÞ is a subgroup of the symmetric group Sn. For example, we see s0ðBGÞ ¼

Sn. It is natural to ask if any subgroup of Sn is realizable as s0ðXÞ for some X A

GenusðBGÞ. The answer is no. We will show that if An H e0ðX Þ, then Sn H e0ðXÞ.

Let r : An ! GLðn;ZÞ be the permutation representation and let U belong to

GLðn;Q
5

p Þ. We recall that Uÿ1rðxÞU is a monomial matrix for any x A An if and only

if the set of columns of U, say fu1; . . . ; ung, is An-invariant up to scalar multiplication.

Let huii denote the Q
5

p -line containing ui. Then the set of lines fhu1i; . . . ; hunig is

invariant under the An-action. We will determine all of the An-invariant sets S ¼

fhv1i; . . . ; hvnig, where fv1; . . . ; vng is linearly independent. To do so, we first in-

vestigate the orbits An � hvi for v A 0n
Q
5

p with jAn � hvijU n. Of course such a orbit

can be a part of S.

6.1 Lemma. For positive integers fnig we have n1! � � � nk!U ðð
Pk

i¼1 niÞ ÿ k þ 1Þ!.

Proof. If k ¼ 1, both sides are n1!. So this statement holds. If k ¼ 2, then

ðn1 þ n2 ÿ 1Þ! ¼ ðn1 þ n2 ÿ 1Þðn1 þ n2 ÿ 2Þ � � � ðn1 þ 1ÞV n2!n1!. Assume now that the

statement holds up to k ÿ 1 with kV 2. Then n1! � � � nk! ¼ n1! � � � nkÿ1!nk!Uðð
Pkÿ1

i¼1 niÞÿ

ðk ÿ 1Þ þ 1Þ!nk!Uðð
Pkÿ1

i¼1 niÞ ÿ ðk ÿ 1Þ þ nkÞ! ¼ ðð
Pk

k¼1 niÞ ÿ k þ 1Þ!. r

6.2 Lemma. Suppose nV 5 and fe1; . . . ; eng is the canonical basis of 0n
Q
5

p . If

jAn � hvijU n, then up to permutation hvi ¼ he1i or hae1 þ be2 þ � � � þ beni for some a

and b:

Proof. If v ¼
Pn

i¼1 liei and k of the coe‰cients flig
n
i¼1 are zero, then the isotopy

subgroup ðAnÞhvi is included in ðSk � SnÿkÞVAn. Hence

jAn � hvij ¼
jAnj

jðAnÞhvij

V
n!
2

k!ðnÿkÞ!
2

¼
n

k

 !

:

Thus jAn � hvijU n implies k ¼ 0; 1; nÿ 1.

If k ¼ nÿ 1, then hvi ¼ heii for some i. So we’re done. Suppose k ¼ 1. With-

out loss of generality, we may assume v ¼ l1e1 þ l2e2 þ � � � þ lnÿ1enÿ1. Note that

Anÿ1 H ðAnÞhvi since jAn � hvijU n. We will consider two cases.

Case 1. n is even.

Notice that, since the cycle t ¼ ð1 2 � � � nÿ 1Þ A ðAnÞhvi we see t � v ¼ av for some

nonzero elements a in Q
5

p , and t � v ¼ l1e2 þ l2e3 þ � � � þ lnÿ2enÿ1 þ lnÿ1e1. Hence

ali ¼ liÿ1 ð1U iU nÿ 1Þ and al1 ¼ lnÿ1. This implies that if b ¼ 1=a, then li ¼ b iÿ1l1
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and bnÿ1 ¼ 1. Thus hvi ¼ he1 þ be2 þ � � � þ b nÿ2
enÿ1i. Since ð1 2Þð3 4Þ A ðAnÞhvi and

nV 6, we can show b ¼ 1 using an analogous result.

Case 2. n is odd.

Since t ¼ ð1 2 � � � nÿ 2Þ A ðAnÞhvi, we can show l1 ¼ l2 ¼ � � � ¼ lnÿ2. The element

ð1 2Þðnÿ 2 nÿ 1Þ A ðAnÞhvi enable us to see l1 ¼ lnÿ1. We therefore conclude that

hvi ¼ he1 þ e2 þ � � � þ enÿ1i up to permutation.

It remains to show the case k ¼ 0. For v ¼ l1e1 þ l2e2 þ � � � þ lnen, we consider

the set of the nÿ 1 coe‰cients fl1; l2; . . . ; lnÿ1g. Suppose this set consists of k elements

fm1; . . . ; mkg. Let ni ¼ cardflj j lj ¼ mig ð1U iU kÞ. Notice that if s A Snÿ1 and

s � hvi ¼ hvi, then s � v ¼ v. Hence, using Lemma 6.1, we have the following:

jAn � hvij ¼
jAnj

jðAnÞhvij
V

jAnj

jðSnÞhvij
¼

1

2

jSnj

jðSnÞhvij

V
1

2
jSnÿ1 � vj ¼

1

2

ðnÿ 1Þ!

n1! � � � nk!
V

1

2

ðnÿ 1Þ!

ðnÿ kÞ!

¼
1

2
ðnÿ 1Þ � � � ðnÿ k þ 1Þ:

Consequently if kV 3, then jAn � hvij > n since nV 5. We may conclude that the

set of all coe‰cients fl1; l2; . . . ; lng contains at most two elements. It is not hard to

show hvi¼hae1 þ be2 þ � � � þ beni up to permutation. This completes the proof. r

6.3 Lemma. Let r : Sn ! GLðn;ZÞ be the permutation representation and let U

belong to GLðn;Q
5

p Þ. If Uÿ1rðxÞU is a monomial matrix with entries in Z
5

p for any

x A An, then Uÿ1rðyÞU is a monomial matrix with entries also in Z
5

p for any y A Sn.

Proof. According to Lemma 6.2, the matrix U can be taken as

a1

.
.

.

an

0

B

B

@

1

C

C

A

or

a b � � � b

b .
.

.
.
.

.
.
.
.

.

.

.
.
.

.
.
.

.
b

b � � � b a

0

B

B

B

B

B

@

1

C

C

C

C

C

A

up to permutation. Suppose first that

U ¼

a1

.
.

.

an

0

B

B

@

1

C

C

A

:

Let t ¼ ði jÞðk lÞ A An. Then the ði; jÞ-th entry of the monomial matrix Uÿ1tU is equal

to aj=ai. Since detðUÿ1tUÞ ¼ 1, any entry of Uÿ1tU is a unit in Z
5

p . Consequently

for any j there is a unit uj A Z
5

p such that aj ¼ a1uj. Hence U ¼ a1 diagð1; u2; . . . ; unÞ.

If U1 ¼ ð1=a1ÞU AGLðn;Z
5

p Þ, then Uÿ1rðyÞU ¼ Uÿ1
1 rðyÞU1 A GLðn;Z

5

p Þ for any y A Sn.
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Next suppose

U ¼

a b � � � b

b .

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

.

b

b � � � b a

0

B

B

B

B

B

@

1

C

C

C

C

C

A

:

Then Uÿ1rðyÞU ¼ rðyÞ for any y A Sn. r

Proof of Theorem 6. Note (RA ¼ AC equation) that RðxÞA2 ¼ A2x for x A An.

We recall that two Q-representations are similar if and only if they a¤ord the same

character, since charðQÞ ¼ 0. Thus there is Q A GLðn;QÞ such that Qÿ1xQ ¼ RðxÞ for

any x A An. Consequently QA2 belongs to the centralizer of the alternating group, and

hence of the symmetric group. Notice, for other p, that CpðxÞ ¼ Aÿ1
p Qÿ1xQAp is a

monomial matrix with entries in Z
5

p for any x A An. Lemma 6.3 shows that if CpðyÞ ¼

Aÿ1
p Qÿ1 yQAp and RðyÞ ¼ Qÿ1 yQ, then RðyÞAP ¼ ApCpðyÞ for any y A Sn. This means

Sn H e0ðXÞ since CpðyÞ A GLðn;Z
5

p Þ. r
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