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§1. Introduction.

Let P(m) be the non-trivial Gleason part which contains a complex homo-
morphism m of a uniform algebra A on a compact space X, and suppose that
m has a unique positive representing measure on X (for the definitions see § 2).
Then, it is known that there is a one-one continuous map 7 of the open unit
disk D in the complex plane onto P(m) (in the Gelfand topology) such that
for every fe A, «(t)(f) is analytic in D (Wermer’s embedding theorem). But
T is not necessarily a homeomorphism. Such examples are found in Wermer
[107, p. 443, Hoffman [6], p. 109 and others. The purpose of this paper is to
establish some conditions for z to be a homeomorphism. In §2 some pre-
liminaries are given. In §3 we state and prove our results, and an example
is studied in relation to our main
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§2. Preliminaries.

For a commutative Banach algebra B over the complex numbers, let H(B)
be the maximal ideal space (or the space of complex homomorphisms) of B
which has the Gelfand topology, and let f be the Gelfand transform of f< B.

Let C(X) be the algebra of all complex-valued continuous functions on a
compact Hausdorff space X and let A be a uniform algebra on X, that is, a
closed (by supremum norm || ||) subalgebra in C(X) containing constants and
separating points of X. For ¢ in “M(A), M,= M,(A) denotes the set of repre-
senting measures on X for ¢, i.e., the set of all probability measures ¢ on X

such that go(f):ffdy for all fe A.
Given ¢ and € in HM(A), we set
2.1) a(p, O)=sup {lo(f)]: fe A, |fI1=1, 6(f)=0},

and write ¢~ if and only if o(p, §) <1. Then ~ is an equivalence relation
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in M(A), and an equivalence class P(m)= {p = H(A): ¢~m} (2 {m}) is called
the (non-trivial) Gleason part of m in M(A) (cf. Gleason [L]). It is known
that the function o(¢, 6) is a (part) metric on P(m) (cf. Konig [8]).

When ¢ (€ H(A)) has a unique representing measure, we will use the same
symbol ¢ to denote its representing measure. Throughout this paper we suppose
that m (€ M(A)) has a unique representing measure m and that P(m) is a non-
trivial Gleason part. It is known that if ¢ belongs to P(m) then there is an
invertible function ~ in L7(m) such that M,={hm} (cf. Gamelin [3], p. 143).

Denote by A, the kernel of a complex homomorphism m. Let H”(m) and
H;, be the weak-star closures of A and A, in L*(m) respectively, and for
1=p<oo let H?(m) and HZ be the closures of A and A, in LP(m)-norm
respectively. Let A= { 7 fe H*(m)} be the Gelfand transform of the Banach
algebra H®(m), and let = be the restriction of H* to ¥ (= M(L*(m)). Then
it is known that A~ is a logmodular algebra on Y (cf. Hoffman [5] and
Browder [1], p. 212). Sometimes we shall identify H"(m) with H=. Functions
in H*(m) of unit modulus are called inner functions.

DEFINITION. A map p(t) of the open unit disk D in the complex plane
onto P(m) (in the relative Gelfand topology) is called an analytic map if p(t)
is a one-one continuous map and the composition f(p(t)) is analytic in D, for
every f in A.

THEOREM 2.1 (Wermer’s Embedding Theorem). Lef A be a uniform algebra
on a compact space X. Suppose that me M(A) has a unique representing mea-
sure m on X, and that the Gleason part P(m) of m is non-trivial. Then we
have the following.

(i) There is an inner function Z such that ZH*(m)=H 3.

(i) For ¢ = P(m), set Z(go):jngo. Then Z is a one-one map of the part

P(m) onto the open unit disk D in the plane, and the inverse map © of Z is an
analytic map. (Cf. Gamelin [3], p. 158.)

If ¢ belongs to P(m), then it is easily seen that H*(m)=H*(p), and thus
that the functional ¢ defined on H*(m) by

(/)= fdg

is a well-defined element of HM(H*(m)). We call ¢ the measure extension of ¢
in P(m).

PROPOSITION 2.2. Let A, m, P(m) and Z be as in Theorem 2.1. Let P=
P(m) be the set of all measure extensions of elements of P(m). Then we have
the following.

(i) @ is the non-trivial Gleason part of m in M(H (m)).

(i) Let Z| 2 be the restriction of Z to P and let # be the inverse map of
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Z|®. Then 7 is an analytic map and a homeomorphism of the open unit disk
D onto @. (Cf. Kishi [7], Proposition.)

Let Z, P, ®#, r and ¥ be as in [Theorem 2.1l and [Proposition 2.2. Then we
have, for 7(t)=¢,

(2.2) o(e(), () =(:(0), T =|8(57 )| =0t 9,

where o(t, 3)21% is the pseudo-hyperbolic metric in D. Therefore 7 is
an isometry of the open unit disk D with the pseudo-hyperbolic metric o(f, s)
onto the Gleason part P(m) with the part metric (¢, ). The similar result
is true for 7 (see Kishi [7], Theorem 3).

If ¢ belongs to 2 (or ¢ belongs to P(m)) and a number ¢ (0<e<1) is

given, then there is a constant ¢ (0 <c¢<1) such that

(2.3) (e Pim): 0(@, ) <e)C{f = P(m): o(m, )< c <1}
and
(2.4) {0 = P(m): o(p, 0)<elC{f=P(im):o(m, ) <c<1}.

In fact, there is a point t,& D such that $=7(4,), and in D we have {t: (%, t)
<el{t:0(0, )< c<1} for some constant ¢, so that, by [2.2), we have {7({):
a(2(t,), Z))<e} T {ZF() : 0(F(0), T(1)) < <1}, i.e.,, we obtain [2.3). By and
we have [(2.4).
From we have, for Z({)=¢,
(2.5) a(0, 1) = o(m, =(t)) = o(m, (1))
=19¢(2)|.

Hence we have 2C{@: 0 = M(H"(m)), |@(Z)| <1}. On the other hand, from
(i) of [Theorem 2.1, if @ belongs to M(H=(m))—P, then we have
1=sup {|@(N)|: fe H*(m), | f| =1, m(f)=0}

=sup {|V(2)P(g)| : g€ H*(m), |gll =1}

=|0(2)|.
Hence we have
(2.6) P={D: 0 < HH(m), |PZ)| <1},
and we see that 2 is an open set in the space H(H>*(m)). By [Proposition 2.2
and [2.2), we see that, for any ¢ in @, V.(¢)={f:a(¢, §)<e<1} is an open
set in the space M(H>(m)), and that {V.(¢):0<e<1} is a fundamental neigh-
borhood system of ¢ in the subspace @ of M(H*(m)).

For every @ in M(H>(m)), denote by n(®) the restriction of @ to A, i.e.,

n(@®)=®@| A, and denote by x, the restriction of = to @, i.e., r;=x|2?. Then
7 is a continuous map of JM(H*(m)) into M(A). It is easily seen that z(P)=P
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and (P =P, where P and P are the closures of @ and P in “HM(H*(m)) and
M(A) respectively.

§3. Results.

First we shall prove the following lemma.
LEMMA 3.1. Let A, m, P(m), Z and t© be as in Theorem 2.1. Then the
following are equivalent.
(i) 7' is continuous at a point ¢ in the subspace P(m) of the space HM(A).
(i) =! is continuous at a point ¢ in the subspace P(m).
(iii) There are an open neighborhood V(¢) of a point ¢ in the subspace
P(m) and a positive constant ¢ such that

Vip)c{d=P(m): oim, 0)<c<1}.

PROOF. Let 2 and 7 be as in [Proposition 2.2. By using 7=rmr,07 the equi-
valence of (i) and (ii) is easily seen.

(ii) = (iii). For each neighborhood V(@)= {6:a($, )<e<1} of ¢ in the
subspace 2 of the space HM(H>(m)) there is an open neighborhood V(¢) of ¢
in the subspace P(m) such that z7*(V(¢))C V{($). On the other hand, by [2.3),
there is a constant ¢ such that V.(®)C{fe @: o(m, §)<c<1}. Therefore, by
(2.2), we have V(p)C {6 P(m): a(m, ) <c<l1}.

(i) > (). Let 2t)=2 and let V.(@)={0: o(d,0)=|0(-55)|<e <1}

]."“'toZ
be_any neighborhood of ¢ in the subspace 2 (see [2.2)). Moreover, put V(p)
={p;: A€ 4} and ¢=¢,;. Now take ¢ = V(p), then we have 7(s)=¢; for
_ 2

some complex number s&€ D and My, = {Tl—_%le—lz— m}z {h;m} (cf. Gamelin [3],
p. 133). So, by [2.5), we have —}T_z <h=< }fi .

Put F :wa__i"toZ . Then, by Hoffman-Wermer theorem (cf. Browder [1],

—to

Theorem 4.2.5), there is a sequence {f,} in A such that ||f;]|=<1 and f,—F
a.e. (dm) as n—oco, If n, is sufficiently large, then we have, for all A€ 4,

|G— ) F—Fa = [ (F—Fan)hzo—hm|

< AT (1 pf ldm<e/2,

Set W(p)={@a: 02€ V(@), |0a(fny)—¢(Sfas)| <e/2}. Then W(p) is an open neigh-
borhood of ¢ in the subspace P(m), and we have, for all ¢; € W(p),

(=P )(F) | = (P—PD(F—Fag) |+ 1(6—8(fa))| <e.
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That is, we obtain #7(W(p))C V($). Thus we have completed the proof of
Lemma 31.

We are now in a position to state and prove our main result in this paper.

THEOREM 3.2. Let A be a uniform algebra on a compact Hausdorff space
X. Suppose that m (€ M(A)) has a unique representing measure m on X and
that the part P of m is non-trivial. Let ®, Z, = and T be as in Theorem 2.1
and Proposition 2.2. Then the following are equivalent.

(i) An analytic map p(t) is a homeomorphism of the open unit disk D
onto the subspace P of the space M(A).

(i) =(t) is a homeomorphism of D onto the subspace P.

(iii) m; is a homeomorphism of the subspace P of the space M(H>(m)) onto
the subspace P.

(iv) Every ¢ in the subspace P has a unique extension @ in the closure @
of a set @ in the space M(H*(m)), i.e., there exists a unique point @ in P such
that ©(®)= .

(v) (a) There exist a point ¢ (€ P) and an open neighborhood V(¢) of
¢ in the subspace P such that the closure V{(p) of V(p) in the subspace P is
compact (i.e., P is locally compact at some point ¢ in P).

(b) If U, and U, are homeomorphic subsets of the subspace P, and U, 1is
open in P, then U, is also open in P.

Proor. The equivalence of (i) and (ii) is proved in Kishi [7], Theorem 2,
and the equivalence of (ii) and (iii) is obvious.

(iii) = (iv). Suppose that there exist ¢ in P and @ in 0@ = $— P such that
n(@®)=¢. For every open neighborhood V(¢) of ¢ in the subspace P there
exists an open neighborhood W(¢) of ¢ in the subspace P such that Vip)=
W(p)nP. Now put m,=m|%. Then 7, is a continuous map of & onto P so
there is an open neighborhood V(@) of @ in the subspace & such that z,(V(D))
C W(g). On the other hand, since @ belongs to & we can find a net {$;}
(C @ V(D)) such that ¢,(f)—@(f) for every f= H*(m). Since, by and
(2.6), we have o(m, ¢;)=|¢,(Z)| and |@(Z)|=1, it follows that o(®, ¢;)—1.
Therefore, by n(¢;)=¢;€ PN\W(p)=V(p) and [2.2), we obtain sup {a(m, 0):
0= V(p)}=1. Thus, by Lemma (3.1), #i* is not continuous at ¢. This con-
tradicts (iii).

(iv) © (iii). Suppose that z;! is not continuous at some point ¢ € P. Then
there is a net {¢;} (CP) such that ¢;—¢ but ¢; does not converge to .
But, since & is a compact subset of the space M(H*(m)), there is a subnet
{@;r} of {$;} such that §;,—P (€ P), @=¢. Then we have @;u(f)=F;w(f)
—o(f)=@(f) for every f in A, and hence we see that @ €90 and 7(P)=o.
This contradicts (iv).

(ii) > (v). If W, and W, are homeomorphic subsets of D, and W, is open
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in D, then W, is also open in D (Brouwer’s theorem on the invariance of domain).
(Cf. S. Eilenberg and N. Steenrod [2], p. 303.) Therefore (ii) implies (v).

(v) > (). Set S=z ' (V(p)(CD) and let {V(t): t=S} be a covering of
S, where V()= {se D: o(t, s)<e<1}. Then, there is a countable set {f, ,, -,

t,, -} in S such that SC G Vt,) (Lindel6f’s covering theorem). Hence we
n=1

have V(¢)C U Vlpa), where ¢,=7(t,) and Vi(pn)= {0 € HMA): o(pn, §) <e}

(see [Z2). Put V(p)= @1 V., where V,= V() Vi@,). Then, since V(¢) is

a locally compact (sub-)space, there is a set V,,&{V,} such that the interior
W of the closure Vno of V,, in the space V(p) is not empty (Baire’s category
theorem). Then W is an open subset of a subspace V(¢) and V(p) is an open
subset of the subspace P, so W is an open subset of the subspace P. Since
{0:0(py, )¢} is a compact set in the space M(A), we have Vno(: Vie)N
{6 : (¢, 0)=<¢}, and hence we obtain WC V(p)N\{0: a(p,, 0)=¢}. By (2.4),
there is a constant ¢ such that WC{0: (g, 0)<e}C{0: o(m, 0)<c<1}.
Therefore, by Lemma 3.1, 7' is continuous in W, so the map 7 is a homeo-
morphism of an open set ¢ (W) in D onto an open set W in the subspace P.

For a (fixed) point £, in z (W) we can find a constant 7 (0<7n<1) such
that {¢: a(t,, t) <7} is contained in z”'(W). Then the map 7z is a homeomor-
phism of {t:a(t,, t) <%} in D onto an open set {z(t): a(z(t,), z(¢)) <7y} in the
subspace P (see [2.2). And if s, is any point in D, then we can find a homeo-
morphism & of {t: a(t, t) <7} onto {f:d(s, 1) <n}. On the other hand, since
7 is a homeomorphism of a compact subspace {¢: a(s,, £) =7} of D onto a com-
pact subspace {z(t):a(z(sy), z(1))<n} of P, so 7z is a homeomorphism of
{t:a(s,, t) <7y} onto {z(t): a(z(sy), z(¥)) <n}. Put z(ty)=¢, and 7(s,)=0,.

Now set T'=tokror™'. Then T is a homeomorphism of an open set
{0 : 0(py, 8) <7} in the subspace P onto a set {6: d(f,, §) <7} in P, so the set
{0:0(0, 0)<n} is an open set in the subspace P. (Here we use the hypothesis
(b) of (v)). Then, since we have {0:0(0, 0)<n}C{0:0(m,0)<c’ <1} for
some constant ¢’ (see [2.4)), it follows from Lemma (3.1) that z~*! is continuous
at #,. Therefore is proved.

COROLLARY 3.3. Let P be as in Theorem 3.2. If the subspace P is locally
euclidean of dimension 2, then P is homeomorphic to D.

Proor. If the subspace P is locally euclidean of dimension 2, then P
satisfies the assertion (v) of (cf. S. Eilenberg and N. Steenrod [2],
p. 303). So we get the corollary.

ExaMPLE. Let X be the torus, represented as the space of pairs (6, ¢),
0=6, ¢=2r, with the natural identifications. Fix a positive irrational number
a. Let A be the algebra of all continuous functions on X which admit Fourier
series of the form:
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3 cpme™et™
nt+mazo
Then A is a dirichlet algebra (for details of this algebra see Wermer [107).
Let M’ denote the set of points (z, w) in the space C?* of two complex vari-
ables with |w|=]z|* and |z|, |lw|<1. Then we can identify H(A) and M’ as
topological spaces.

Fix a real number b. Let S, be the analytic surface: w=¢%z% 0<]|z|<1.
Then S, is a non-trivial Gleason part, and S, is dense in HM(A) with the Gel-
fand topology.

Let m be a (fixed) point in S;, and let A= {p: o(m, ¢)<r} for a real num-
ber r (0=7r<1), and let B={¢p:7<o(m, ¢)<1}. Then S,=A\UB and MA)=
Sy=AUB=AUB. (For XC.#M(A), denote by X the closure of X in the space
M(A)). So B contains S,, where S, is a different analytic surface from S;.
Since §b,:m(A), we have B=H(A). Hence, for every point ¢ in S,=P there
exists a mnet {¢;} CP such that ¢,—¢ and lim o(m, ¢;)=1. Therefore, from
Lemma 3.0, #i! is not continuous at ¢. From this fact and the proof of (v)=>
(ii) in we see that the subspace P=3S, does not satisfy the con-
dition (a) of the assertion (v) in [Theorem 3.2.

I don’t know whether the above example satisfies the condition (b) of the
assertion (v) in
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