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0° Introduction

Although it is well known that the groups 9 of the smooth diffeomor-
phisms of compact manifolds M are so called Frechet Lie groups [2, 3, 7],
the category of Frechet Lie groups seems to the author to be still too huge
to treat and get some useful results. Comparing with Hilbert Lie groups,
Frechet Lie groups have not so nice property. This is mainly because the
implicit function theorem or the Frobenius theorem does not hold in the
category of Frechet manifolds in general case. As a matter of fact, these
groups @ have a little nicer property, which is an analogue with the Sobolev
chain in function spaces. In fact, © is an inverse limit of a series of smooth
Hilbert manifolds 9° [2, 7]. However, group operations are not so simple as
additive groups of function spaces. These have a little more complicated
property (see [2, 7]. Also this will be proved again in this paper as an im-
mediate conclusion of Theorem B and [Lemma I). Anyway since here is a
chain 9* it is natural to think that many properties of @ (not 9° itself) can
be proved by using this chain, and at this time, since we want to get pro-
perties of @ (not 9°), inequalities which are similar to Garding’s inequality
are becoming needful. Garding’s inequality was necessary to prove the
regularity of elliptic operators, and here to get properties of 9 we need
some kinds of regularity theorems.

However, to get desired inequalities in general one has to write down
all formulas explicitly without using local coordinates of M. This paper is
one of the efforts of doing these. All results, especially several inequalities
obtained in this paper, will be needful to prove the theorem which is men-
tioned in the introduction in [8]. To consider the properties of 9 many
concepts and quantities defined on M must be lifted up to those of 9. At this
point, the Theorems A, B which are mentioned below are becoming important.
The purpose of this paper is to prove these theorems and as applications of
these to prove some of local properties of 9@ as well as some of inequalities.
(See next section to know how these theorems are applied.)

To state the Theorems A, B we have to begin with the following: Let
E and F be finite dimensional vector bundles over a compact n-dimensional



Groups of diffeomorphisms 61

manifold M without boundary. On E and F we can define smooth riemannian
inner products, making these riemannian vector bundles, and hence rieman-
nian connections F (cf. [6] for example). For the convenience of notations,
we use the same notation F/ for connections of £ and F. Moreover, since
we can define a smooth riemannian connection on M, this connection will be
denoted by F. Connections of any finite dimensional vector bundles are de-
noted by a simple notation // as far as there is no confusion.

Now suppose W be a relatively compact open subset of E such that
W NE, is a non empty open subset of E, for every x € M, where E, (as well
as F,) is the fibre at x. Let f be a smooth mapping of W (the closure of W)
into F such that AA(WNE,)C F,, where “smooth mapping of W” means that f
can be extended to a smooth mapping of an open neighbourhood of W into
F. Let V’f and 0/ be partial covariant derivatives of f along the base mani-
fold M and along the fibre respectively (see also 2° for more precise defini-
tion).

Let I'(E) (resp. I'(F)) be the space of smooth sections of E (resp. F) and
I'(W) be the totality of u & I'(E) such that u(x) € W, for every x< M. Define
an inner product <, >, on I'(E) or I'(F) by

G, o= 2 [ Fu, Podp,

where p is a volume element of M and {,) is the inner product of TH QE
(or T¥RF). In fact, F'u can be regarded as a section of TR E (or THQF),
where T#¥ is the t-tensor product of the cotangent bundle T3 of M.

Denote by I'*(E) (resp. I'*(F)) the completion of I'(E) (resp. I'(F)) under
the norm | |; defined by ||u|} =<u, u)s.

Let I'(W, F) be the linear space of smooth mappings f of W into F such
that f(W,)C F, for every x< M.

Let C*¥(E) denote the space of sections of E of class C*. This is a Banach
space under the norm which induces the topology of uniform convergence
of all derivatives of order <%. The Sobolev embedding theorem states that

if =0 and kg[} §~~]+1+r, then ['*(E)C C"(£) and the inclusion is con-
tinuous. Therefore, if kg[—?-]%—l, the following definition makes sense:

I'w)y={uel'(E); ux)e W, for every x= M}.
Obviously, I'*(W)=I*W)NT*E) and r(W)=I*W)NIT(E), where £k,

~[5]

Let V* be a bounded open subset of I'**(W) for k, = k,, where “bounded”
means that there is u € V¥ such that |v—ull;, is bounded for every ve V¥,
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Put V=1 (WYNV*, V=r(W)n V¥,
Let a denote the triple (%, [, V). We define a semi-norm | |, on I'(W, F)
by

fla=_ = sup {[17767 1) @) IPp; veV),
0=p+ k

=l

ol
=)
IiA

1

A

Of course |f|,=0 implies f(v(x))=0 for any ve V. Let N be the totality of
fer(Ww, F) such that f(v(x))=0 for every ve V. N contains the null space
of | |ay a=(k, [, V) for any k and L.

Define a norm || ||, on I'(W, F)/N by the following:

I fla=inf {|f4+/"|a; €N},

where 7 is the equivalence class of f. Obviously || ||, is a norm. Let (W,
F, V¥) denote the completion of I'(W, F)/N by | ..

For the simplicity, we assume k, <n-+5 throughout this paper.

Now, we can state the theorems:

THEOREM A. Suppose s=n+5. Let fe (W, E¥X"QF, V%), weV?
and v, I'*(E), j=1,2, ---, m. Then the following inequality holds:

1)y, -, v B = 1 FIEPUw el vslEy - vml
+]Ifll?sz(llwII%ko)(élIlvlllio o oo allEell w53 v ez - lvmllEe
FIFIER (1wl dllvalid -+ Nlvmllt,

FI AN SAwIEDlv,lios - lvaliy,

a, :(ko’ 1’ V)’ a, :(kO! 01 V)y d'—:(s, 0! V)’ o’ :(S—lv Oy V)y where kO:[ 721‘]"' 19

P, Q, R; and S, are polynomials with positive coefficients such that P, Q do not
depend on s and R, S; depend on s.

Essential point of this inequality is that the polynomials P, Q do rot
depend on s and the highest term || ||; comes in like linear mappings.

THEOREM B. Define a mapping @: I'(W, F)/NXV —I(F) by ®(f, w)(x)
= flw(x)). Then @ can be extended to the C'-mapping of I'"(W, F, V¥)x V?*
into I'*(F) for s=n-+5.

One may find a similar result in 2° of [2] with respect to the differentia-
bility of composition of maps and in fact this is an immediate conclusion of
the above theorem and in the next section. These Theorems A, B
are proved in 3°.
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1° Local properties of groups of diffeomorphisms

Let M be a compact n-dimensional manifold without boundary. Suppose
M has a smooth riemannian structure. Let Exp denote the exponential map-
ping defined by this smooth riemannian structure. So there is a relatively
compact and open tubular neighbourhood U of the zero section of T, (the
tangent bundle of M) such that Exp, (the exponential mapping restricted to
the tangent space 7,M at x) is a diffeomorphism of U\ T,M (sometimes
this is denoted by U,) onto an open neighbourhood of x in M. There exists
a tubular neighbourhood V of the zero section of T such that Exp(d Exp,),z
e Exp,U, for any v,z V\T,M (this will be denoted by V,) for every
x & M, where (d Exp,), is the derivative of Exp, at ».

Let I'(U) (resp. I'(V)) be the totality of ue I'(Ty) (cf.,, 0°) such that
u(x) e U, (resp. V,) for every xe M. I'(U) and I'(V) are open subsets of
I'(Ty) in C°-topology.

It is not hard to verify that there is an open neighbourhood U’ of 0 in
C’-topology such that x— Exp, u(x) is a diffeomorphism for every uc U’. As
a matter of fact, the structure of Frechet Lie group on @ is given by this
mapping [3], namely, define the mapping & of U’ into 9 by

£@)(x) = Expau(x) . -~ (D)

Then, £ is a homeomorphism of U’ onto an open neighbourhood of the
identity e in C'-topology and can be regarded as a smooth chart of 9 at e
[3] Naturally we may assume that U/ I'(U). Since 9 is a topological
group in C!-topology, there is an open neighbourhood V’ of 0 in C'-topology
such that V' I'(V) and &w)-£() < &U’) for every u, ve V. Let UFot?
(resp. V¥ be an open, bounded neighbourhood of 0 in I'*o*(T,) such that

Ukt \F(Ty) C U’ (resp. VFor A I'(Ty)C V), where koz[-g ]+1. This is

possible because of the Sobolev embedding theorem. This embedding theorem
also shows that U*ot! ~ '(T,) and V%t ~I'(T,) are bounded in C'-uniform
norm. Put U= U ~I(Ty), V=V AL(Ty), Ut=U**~T*Ty) and
V= Vkott NI (T,) for s=ky+1. Define a mapping 7 of VXV’ into U’ by
n(u, v) =& (EW)E(W)) and 7(u, v) has the following expression:

n(u, v)(x) = Exp,~* Exp u(Exp,v(X)), - (2)

where we use the notation Exp in two different ways: Exp, implies the
mapping of T.M and Exp does that of T, into M. In the sense of Frechet Lie
groups [3], » is a smooth mapping. Let I',(Ty) be the space of the smooth
sections of pull back g Ty of Ty by g= @. As a matter of course I',(Ty)
is the tangent space of 9 at g. Put y(Ty)=U{I')(Txy); g€ D} and y(Ty) has
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a structure of smooth Frechet manifold, because this is the tangent bundle
of 9. Let R, be the right translation of g€ 9, dR,: I'(Ty)— I, (Ty) the
derivative of R, at e and dR:I'(Ty)X9—y(Ty) the mapping defined by
dR(v, g)=dR,v. Put {(u, v) =d& '(dRewyu). Then, {: I'(Ty) X U'—T(Ty) can
be regarded as the local expression of dR and it is easy to see that { has
the following explicit expression:

E(u, v)(x) = d Exp, 'u(Exp, v(x)) . - (3)
So this mapping itself can be defined on I'(Ty)XI'(U).

Let N be the totality of fe I'(U, Ty) such that f(v(x))=0 for every veU.
Let ¥ : r(Ty)—IrU, Tyx)/N be the mapping defined by

Y(u)(y)=d Expry u(Expr,y), yeU,

where 7 is the projection of T,. Strictly speaking, one has to project this
to I'(U, Ty)/N, because the right hand side in the defining equality is an
element of I'(U, Ty). However, the mapping ¥ is injective as a mapping of
I'(Ty) into I'(U, Ty) and also as a mapping of I'(Ty) into I'(U, Ty)/N. So
we may use the same notation 7.

Recollect that U is bounded in the C!'-uniform topology.

LEMMA 1. ¥ can be extended to a bounded linear map of I'**Y(Ty) into
YU, Ty, U*tY for s=ky-+1, 1 =0, namely, there is a constant C,, a=(s, [, U)
such that

1P @lx = Callullsar -

PROOF. Let fe (U, Ty) be an element defined by
f(3) =dExpzy w(Expy), yeU uel(Ty).

Since [|[TW)|a=inf {|f+/"|.; [N}, we have only to show that |f]|,
= Collull s

Put x=mrny. x'.--x™ be the normal coordinate at x, &, ---, &" the linear
coordinate of 7T,.,M. By using parallel translations, (x?, ---, x*, &', ---, &™) is
regarded as a local trivialization at x. (0, ---, 0, &}, ---, £€2) denotes the coordi-
nate of the point y. Let 2z ---, 2" be the normal coordinate at Exp,y.
Then z'=z'(x? ---, x", &%, ---,&" and 2z!(0,---,0, &, ---,&)=0. For every
fixed x1!, ---, x™, &' can be solved with respect to z!, ---, z®. This is because
all points we consider are in U, hence Exp, is a diffeomorphism for any
xe M. Denote £=(x?, ---, x™), E=(&, ---, &™) and 2=(2", ---, 2").
Put v(%, é):dExp;“u(Exp;é), and naturally we have v(%, é):Zvi(f,
0

E) asl .

Therefore,

0

VPatu(s, &) =V, - V'kpajl e Yy VAN ® - QAXPR AR - QdENR 5
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, , P
where Vi, =V aa:aki and aji:waéﬁ» )
Use the following relations
07 0 ; 0z B
ajizz"'a";{“az( ) Vki—Z“’a‘“J’cj'i“Vz (VL-—V?Z)

and

ifa A\ aEl irs
U(xr‘s)_z azju(Z)’
N . . irm O . P
where /(%) is u expressed by 2, namely u(3)=>u (z)“azi . Then, since 0"z

etc. are all bounded for < p+q. We have that there is constants Ci, k=0,
1,2, ---, p+gq, such that

|Prots, H1* S CITH@|*
Therefore

[ 1w =75 G |THuExpat) .

Change the variable x into y=Exp,v(x) in the right hand side. Since U is
bounded in C!-uniform topology, the Jacobian is uniformly bounded for ve&U.
Therefore the right hand side of above inequality is not larger than

p+q
S CLf 1T .

Thus, we have |f|% =< Chllul2..

Recollect the definition of @ (see Theorem B in 0°), since {(u, v)=0W (), v),
we have the following by assuming Theorems A, B:

COROLLARY 1. {: I'(Ty)XxU—TI(Ty) can be extended to the C'-mapping of
I'S*'YWTy)XU* into I''(Ty) for s=n-+5. Moreover, the following inequality holds.

18, D13 = lullfgn P U013+ Tul2R Ve
Flulz, Sy,  ke=[-5 |+1,

where P/, R;, S, are polynomials with positive coefficients and P’ does not de-
pend on s.

NOTE. If v is restricted in a bounded set in U?%° then we have
18Cu, VI3 = Clvli+Dslluli+lulli- Slviz-D) .
Now, we define the following mapping & of VXV’ into 9:
g(u, U)(.X) = EXP (d Epr)u(w)v(x) ’ oo (4)

where (d ExXp.)yw, is the derivative of Exp, at u(x). Obviously, we have
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&(u, C(v, w) = EW)EW) -+ ()

and the local expression £7'¢ is given by

£72&(u, v)(x) = Exp,~' Exp (d EXD2)uwyv(X) . e (6)

Restrict the domain VXV’ to VXV and we have the following:

LEMMA 2. Suppose s=n+5. The mapping &£ &: VXV —I(Ty) can be
extended to the smooth mapping of VX V?® into I''(Ty). Moreover the follow-
ing inequality holds:

16726, v)lls < Pluliieo+10l3e)Nll3+ 101D+ Ss(lulli-+l213-0)

where P, S, are polynomials with positive coefficients and P does not depen
on s.
PrROOF. Recall that VC V' I'(V). Define the mapping f by

f(y, 2)=Exp. ' Exp (d Exp,),z, x=ny=rz.

f is a smooth mapping of V& V (Whitney sum) into T». Moreover f is an
element of I'(VAPV,Ty). Since VAV is relatively compact in TP Ty
(Whitney sum), we can use Theorem B. Let N be the totality of f'e
'V V, Ty) such that f/(u(x), v(x))=0 for any w,ve V. Then, f is also an
element of I'(VAB V, Ty)/N, namely, f€ ' (VP V, Ty, VEotix Vko+l) for any
s, L.

Therefore Theorem B shows that &' can be extended to the smooth
mapping of VX V?® into T*(Ty) for every s=n+5 and Theorem A vyields
the desired inequality.

Since &(u, {(v, u)) = EW)-&(u) (cf. (5)), we have

COROLLARY 2. If we restrict the domain of n to VXV, then the mapping
N: VXV —I(Ty) can be extended to the C'-mapping of VX V¢ into I'*(Tx)
for any s=n+5. Furthermore, we have the following inequality,

17w, ®lls < Pluldee 1013edlluli+Qsllulz, Iv13lvIE
+R(ullz-s V13-,

where P, Q,, R, are polynomials of two variables with positive coefficients such
that P does not depend on s and Q,, R, depend on s.

NOTE. If u, v are restricted in a bounded subset in V2% then | 7(u, v)|?
= Cllul3+Dslivli+R(lull3-y NvIE-0)-

Combining Corollary 1 and 2, we have the following:

COROLLARY 3. There is an open neighbourhood U’ of 0 of I'(Ty) in C*-
topology on which & (cf. (1)) can be defined and maps U’ homeomorphically
onto an open neighbourhood U of the identity e in @ in C'-topology.

(A) There exists a bounded open neighbourhood V*o+' of 0 in I'*o+(T,)
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such that E(V*ot A (T, c U
(B) Put V=Vkowl ~ (T, V= V¥ st ~\I'S(Ty). By defining the mapping
N: VXV —-IT(Ty) by pu, v) =& (EW)EW)), n satisfies ()~(iii) below: Suppose
s=n+b5,
(i) 7 can be extended to the Cl-mapping of V= x V?* into I'"(Ty).
(ii) Put 9,(v) = (v, u) and n, is a smooth map of V* into I'*(Ty). (This
is because &(u, L(v, w)) = EW)E(w).)
(iii) Put L, u) = (d9,),(v) (the derivative of n, at 0) and { can be extended
to the Ct-mapping of I'**YT,)x V* into I'*(Ty).
Moreover, if we restrict the domain of 7 and { onto a bounded open subset
(instead of V*o+tYy in I'**o(T,), we have the following inequalities: Suppose
s=n+5. ‘

I7Cu, VI = Clvliz+ Dollulii+Rluli-., 121352
18Cu, 5 = CllE+ Dilluli+lulls-SsClivli-)

where C, C' are constants which do not depend on s, D,, D, are constants de-
pending on s and R,, S, are polynomials with positive coefficients.
By using these properties, we have the following:
LEMMA 3. Suppose s=n-+5. Let JI° be a basis of neighbourhoods of 0 in
I'*(Ty) such that every element W € 71° is contained in V5. Then, {EWWNI(Ty));
W e 91°} defines a new topology on D, which is weaker than the C*>-topology
and D, becomes a topological group by this new topology, where D, is the con-
nected component of D containing e in C=-topology.
PROOF. We have only to show the following (cf. [9] pp. 98-99 for ex-
ample):
@ N{EWNT(Ty); WeIr'}={e}. (trivial)
() If W, W,=° then there is W, 9* such that EW,NIT'(Ty)C
EW . NT(Tu) NEW,NT(Ty)). (trivial)

(¢) For any W, 97, there is W, such that EV, N\ T (Ty)? C EW AT (T ).
(continuity of %)

(@) For any W, € 9%, there is W, such that E(W, N\ T'(Ty)) *CTEW N (T ).
(see below)

(e) For any W, 9° and for any element g E(W, N\ I'(Ty)), there is W,
€ 77° such that EW,N\I'(Ty)-g CEW N IT(Ty)). (continuity of 7)

(f) For any W, 9 and for any g< 9, there is W,&J° such that
g EW . NT(Tu))-g ' TEW NL(Tu).

Since §(W, N\ I'(Ty)) is an open neighbourhood of e in C*-topology and hence

G EW NI (Ty))* =9, for any W, € J%, the statement (f) can be changed into
k=0
the following (f’):
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(f) For any W, 9 and for any ge&(W,NI(Ty)), there is W, e’
such that g-EW,N\I'(Ty) g7 CEW NI (Ty)).
So this (f’) can be easily verified by using the continuity of 7 after we
prove (d).

Therefore, the only thing we have to prove is (d). However, to prove
this property, we have to do a similar computation as the proof of Theorem
A (cf. 3°). So this will be done in the last section.

Now, let 9} (s=n-+5) be the completion of 9, by the right uniform topo-
logy defined by the above new topology. It is easy to see that 23D &WU).
(&(U*) makes sense because s=n-+5.) In the following, it will be proved that
&(U*®) is an open subset of 9.

Since &7!£ is smooth, there exists an element W € 9° such that if u, v, v/
are restricted in W, then

182 ECu, v)—& *E(u, V||, < Cillv'—l, .
Since (v, u) =& 'é(u, {(v, w)) and { is linear with respect to v, we have
(v, W=, Wl < Gl —v, W

for u, v, v’ restricted in a bounded open set W’ < J1°. By using [Corollary 1,
we have ||{(v'—v, w|,; =< Cilv'—v|;. Therefore,

1€ (E@WNEW)—EHEMEN s = Killv'—vls -

Assume &(U?®) is not open. Then, there is a sequence g, € 9§ converging to
an element &(u) e &U?®) such that g, & &U*). Let VeI such that VC W/
and & V)e(w)c &U*), where V is the closure of V. Since {g,} is a Cauchy
sequence, there exists an integer k such that gy gr's &V) for any n=%k. Let
h,=grg:.. This is also a Cauchy sequence. Therefore, for any ¢ > 0, there
is an integer N such that | (kA )lls <e for any n, m=N. Thus, we may
assume h,h;le &V) for n, m=N. Let u,=¢&'(h,). Then,

e —umlls < Kl & (E@n)E@UR) ) —E (EWUm)EUR) s
< K,e.

This implies {u,} is a Cauchy sequence in V. Thus, g, g5 converges in 5(17),
hence g, = &( V)S(u), contradicting the assumption. Hence, &U®) is open.

It is not hard to verify the following properties:

@,, 1 ¢ is a smooth Hilbert manifold modelled on I'*(Ty).

Dy, 2) D' D3 and the inclusion is a C*-map.

(Do, 3) D= N D} (use Sobolev embedding theorem).

(9,, 4) The group multiplication (g, h)—g-h is a C'-mapping of Di''X D}

into 9j.
(9,,5) For every ge 94, the right translations R,: 94— 9% is smooth.
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(9,,6) The group inversion g—g ! is a C'-mapping of 2§ into 3.
(9., 7) The mapping dR: ['**(Ty) X D§—TD§ (the tangent bundle of 9f)
defined by dR(v, g)=dR,v is a C'-map.

These are the properties which author called 1. L. H.-Lie groups in (see
also [2]). However, comparing with Hilbert Lie groups, in Frechet Lie
groups or even in I. L. H.-Lie groups, Lie algebras do not express the character
of these groups so nicely (cf. the example mentioned in the introduction of
[7). We have to define somewhat different things to treat infinitesimal trans-
formations. As in case of finite dimensional Lie groups it must be invariant
connections.

Let V*or! be the same open bounded neighbourhood of 0 in I'**(T,,) which
is defined in the first part of this section. Put V=V*o*! ~\I(Ty), V= Vko+
AI(Ty). Let V=\U{dR,V; g D,}. V is an open subset of 7,Ty) and of
course a right invariant subset. Let V’:U{ngVs; g D§} for s=n—+b.
Vs is also an open, right invariant subset of the tangent bundle T9% Let
p be the projection of the tangent bundle y(7Ty) onto D,. (Of course y(Ty)
=U{dR,IF'(Ty); g€ D} =I{I',(Ty); g< D,} is the tangent bundle of 9,)
Define a mapping 5 : V—9, by

EW)(x) = EXpva)(av)v(x) . < (D)
Obviously, we have
F(dRv)=R,EW). -+ (8)

Since the local trivialization of y(Ty) is given by d&: U’ X I'(Ty) —yo(Tw),
the local expression £7*5d& of & has the following explicit expression:

§*Zd&(u, v)(x) = Exp, ! Exp (d EXPo)uwv(x), -+ (9)

namely, £ '5deé=¢&"1. By we have the following:

PROPOSITION 1. £ can be extended to the smooth mapping of V* into @
Moreover, E is right invariant, that is, EdR,=R,E. Let Vg =dR,V* for
g< Dy and E, the restriction of B to Vig. Then E, is a smooth diffeomor-
phism of Vig onto an open neighbourhood of g in D§, where s=n-+5. Of
course 5, is a smooth diffeomorphism of Vg(=dR,V) onto an open neighbour-
hood of g= D, in the sense of Frechet Lie groups.

By this proposition, the pair (5, Vg) can be regarded as a coordinate
(or smooth chart) around g< 9, for every g. So consider this coordinate as
a normal coordinate at g<= 9, and we get the concept of right invariant con-
nection on 9, namely, the covariant derivative at g is the natural derivative
with respect to this coordinate (5, Vg). Let V denote the obtained right
invariant connection of 9, Since & can be extended to the smooth mapping
of ¥* into 93, this connection 7 can be extended to the smooth connection
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of 9§ for s=n-+5, namely, V is an I L. H.-connection [8]

For any ve I'(Ty) let dév denote the vector field around e < 9, defined
by (d&).v for welU'. (d&), is the derivative of & at w. Put I',(u, v)
:d&“ﬁ'(dg)wudév. This is regarded as a local expression of ¥, corresponding
to I'% of that of connections in finite dimensional case.

Let (d?EXpz)w, be the 2nd derivative of Exp, at w(x).

LEMMA 4. [I',(u, v) has the following explicit expression

I (u, v)(x) = d Exp;~'(d* EXPo)uwwn((d EXPrluu(x), v(x)). -+ (10)
PrROOF. Since F is right invariant,
A&7V (e, ud€V = dET AR sV amzl, oty w(dREA: dEV) .
Put o =dRz,d&v, v =dRg.,(dE),u. Then, letting y = &(w) *(x),
9w’ )(x) = (d&)wv)(¥) = (d EXP)w (D),
u/(x) = (d EXPyua,u(y) .

Therefore, by definition of F
5 - .1
Vo 0)(x) = l;g} 2 {(d EXpyluwaysturapV(¥)—(d EXPy)uwe, (D)}
= (d® EXPylua,y@’(3), v(3)) .
Thus
(dg—lV(d‘:)wudév)(x) = d EXp;I(dZ EXpw)w(x)((d Expx)w(x)u(x)y U(JC)) .

Let = be the projection of T). Define an element y e I'(U, TERQTH R Txy)
by 7(p)(q, r) =d Expzp(d® EXp:p),((d EXPzp),q, 7), Where p & Usrp q, v < TrpM.
Then, obviously I",(u, v)(x) = r(w(x))(u(x), v(x)). The derivative (dI"),, of I" at
w is given by

@)W, v) = ([dPwa(w’ (D)) (ux), v(x),

where (dy)ww, is the derivative of y at w(x). Therefore by Theorem A we

have the following:
COROLLARY 4. Let W be a bounded neighbourhood of 0 in I'*(T,) such

that WNIL(Ty)crU). Put W =WnNIT*(Ty) for s=n+5. Let we W¥, u,
v, w < ['*(Ty). Then the following inequalities hold:

r,n 17 w(u, DI = C{lulslvlle+Tulliolvlls} +Colwlslluloliviie
+Ps(lwlls-Dlulls-allvlls-y,

(', 2) D)), Vs = Cllullslvlellw o+ Tulleollvllshw g+l el vl eollw’ll s}
+ Dl wllslluleollvlxoliw o
+Qs(fwls-Dlulls-il[vlls-allwlls-y
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where C, D are constants which do not depend on s and Ps, Qs are polynomials
with positive coefficients.

REMARK. (I'1), (I'2) imply that the connection 7 satisfies the conditions
which are mentioned in (hence 7 is regular in the sense of [8]. How-
ever, the regularity of this connection is trivial in this case, because the
curve ¢(?) in 9, is geodesic if and only if ¢(¥)(x) is geodesic in M for any
xe M.

2° YVector bundles over 9,

Let E be a finite dimensional smooth riemannian vector bundle over M,
I'(E) the space of smooth sections of E and I',(E) the space of smooth sec-
tions of the pull back g7'E of E by g€ 9, Put y(E)=\U{I'(E); g 9,}.
This is a sort of vector bundle over 9, if we forget about the topology.
Denote by p the projection of y(E) onto 9, Since g is a diffeomorphism,
for every v & I',(E) there is a unique v’ € I'(E) such that v(x) =v'(g(x)) and
conversely v'(g(x)) is an element of I',(E) for any v’ I'(E). Moreover,
v(g(x)) is an element of I',..(E) for every v& I'y(E). Therefore y(E) is a
vector bundle on which 9, acts (from right) as bundle automorphism. Denote
by R the action of g, that is, (RFv)(x) = v(g(x)). (Strictly speaking, we should
use the terminology anti-action, because R},= R} -R%.) Recollect the defini-
tion of &: U’ —9,. Using this notation, 7/(§(u)(x))v(x) denotes the parallel
translation of v(x) e E along the curve &(u)(x), t<[0,1], in M. Of course
z/(E(w)(x))v(x) is an element of the fibre of £ at &(u)(x). So if we regard x as
a variable, /(€(w)(x))v(x) is an element of I'z,,(E) for every ve I'(E) and
ue lU’. Put

7(u, v)(x) = v/ (EW(D)v(x) . e (11)

Then 7: U'XI'(E)—y(E) is a bijective mapping of U'XI'(E) onto p (&U")
and if we put Tsu,v =1, V), Tsw, is a linear bijection of I'(E) onto Isq,(E).
So 7 can be regarded as a local trivialization of y(E).

Let R*: I'(E)X9D,—r(E) be the right translation defined by R*(v, g)=R*v.
Then, the local expression of R* is the following:

Put R'(v, u) = teq, ' R*(, §(w)).

R'(v, u)(x) = v/ () ()vEw)(x) . -+ (12)

Let U be the same open set as in [Lemma ]l
LEMMA 5. R’: '(E)XU—TI(E) can be extended to the Cl-mapping of
Y EYXUS—T*(E) for s=n+5. Moreover, the following inequality holds:
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IR (v, )12 < 1112wt Pl w3+ VIRl )
HlE-Silulz-), k=[5 ]+1,

where P/, R,, S, are polynomials with positive coefficients and P’ does not de-
pend on s.

PROOF. Let z/(Exp.y) denote the parallel translation along the curve
Exp.ty, t[0,1]. Let N be the totality of f= I'(U, E) such that f(u(x))=0
for every us U. Let ¥: '(E)—I(U, E)/N be the mapping defined by

TW)(»)=7'(Expry ) 'v(Expry), yeU,

where = is the projection of Ty. We have only to show that ¥ can be ex-
tended to a bounded linear map of I**YT) into I'* (U, E, U¥*o+?) (cf.

1 and [Corollary 1). Let a=(s, [, U) we have to prove |¥®)|«= Callv] s
As in Cemma 1], let £=(x% ---, x®) be the normal coordinate at x=m=y,

§=(E‘, .-, &%) the linear coordinate of 7T M and 2=(z!, ---, 2") the normal
coordinate at Exp.y. Put w(%, &) =t/ (Exp; &)v(Expz8). Letting e, -, ¢™ be a
basis of E; (the fibre at £) which is obtained by the parallel translation by
a basis of E,, we have

w(z, §) =T w'(, et .
Thus by the same computation as in we have the desired result.
Now, the local expression of right translation R¥,, is given by the fol-

lowing: Suppose u,ve V, we I'(E). Putting R{,W, v) = 7&yew REwTewW,
we have

{ REoy(w, v)(x) = v/ (E(nw, w)(x)) '/ (EW)»)w(y) 13
y=£&w)(x).

This is a rather complicated expression. So we define a mapping z4(v, u) of

I'(E) onto itself by

{ (z4(v, Ww)(x) = /(E((v, W)(x) ™ 7/ (E@YYN T/ (EW)(D)w(x)

- (14
y=&w)(x). )

This is easy to understand (cf. Fig. 1).
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7($(p(w, w))(x))

T/(§(W)(»))
Fig. 1

z/(§(w) ()

y

Using this notation, we have RfZ.,(w, v) = 74, W)R'(w, u).

For any y, z€ V, let z/(Exp,Y), t/(Exp(d Exp,),z) and z/(Exp f(», 2)) be
the parallel translations along Exp,ty, t [0, 1], Exp(d Exp.),tz, t<[0, 1] and
Exp tf(y, 2), t = [0, 1] respectively, where f(, z) = Exp, 'Exp(d Exp,),z. Define
a smooth mapping T of VBV into EXQFE by

T(y, ) = 7/(Exp f(3, 2))"*v/(Exp(d EXpz),2)7"(EXp,Y) .

Then, Te (VO V, E*QE). Denote by ¥, the mapping defined by 74, v)(x)
= T(u(x), v(x)). Then we have

74V, w) =T 4(u, {(v, w)) -+ (15)

(Compare this equality with (5)).

LEMMA 6. Suppose s=n+5. The mapping T4: VXV->T(E*QE) can be
extended to the smooth mapping of VX V* into '(E*Q E).

Moreover, the following inequality holds:

1Z4(u, V)W = P(lulie, +Hvldea(luls+1vIDlwli,
+ QU ulZe,+lvldllwll
+R(luli- -+ lvlE-Dlwli-, .

The proof of this lemma is completely parallel to that of The
inequality is an immediate conclusion of Theorem A.

Let 740R’: VXI'(E)XV—TI(E) be the mapping defined by z40 R'(v, w, u)
=74, W)R'(w, w)(= R{.,(w, v)). Then combining Lemmas 5 and 6, we have the
following :

PROPOSITION 2. 740R’ can be extended to Cl-map of VX I E)X V*
into I'(E). If ue V*® is fixed, then this is a smooth map of Vi xXI*(E) into
I'*(E), where s is provided =n-5.

PROOF. 740R/'(v, w, u) =7 4(u, {(v, )R’ (w, u). Apply Lemma 1, Corollary
1, Lemma 5 and Lemma 6. Then, we get the first statement. If u is fixed,
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then w— R (w, ) and v—{(v, v) are linear, hence smooth. So we get the
second statement.

Since 97*° is a topological group, there is an open neighbourhood W »+5
of 0 in I'***(E) such that &V ™) (E(W "*5)" 1 C &(V "*5),

Put Ws=Wm"* ~NI"*(E) for s=n+5. We define an equivalence relation
on the disjoint union \J{&(W*)gXxI"(E); g < Di} by the following: (£(w)g, w)
~(&(w)g’, w’) (called equivalent), if and only if &wg=~E&w)g’ and w=
R} g-1(w’, w). Since g’g™" is contained in £(V?), this is well defined. RZ - :(w’,
u’) is smooth and linear with respect to w’.

Let y*(E) be the equivalence classes \J{§(WgxI*(E); g D§}/~. Ob-
viously 7°(E) is a smooth fibre bundle over 9§ with the fibre I"*(E). It is
not hard to verify the following properties:

(y1) 7°(E) is a smooth fibre bundle over 9§ with the fibre I"%(E).

(y2) r*(E)Cy*(E) and the inclusion is a smooth bundle map.

13) 7(E)=nN7’(E) (use the Sobolev embedding theorem).

(y4) For every g< 9}, the right translation R is smooth. (Proposition 2).

(y5) R*:I'(E)X9,—7y(E) can be extended to a C'-mapping of I**/(E)

x D} into y°(E). (Lemma 5).

For any s, ¢ such that n+5=<s=¢ y%(E) implies the pull back of y*(£) by
the inclusion 92{C @i Obviously y“*(E) is a smooth vector bundle over Db
with the fibre I'*(E). This is the bundle defined by U {&(W 9 gxI%(E);
g€ Dh}/~, where (g, w)~(&w)g’, w’) if and only if &w)g=¢Ew)g and
w = R4 .-x(w’, u). Since g’'g”' € &V )T E(V?) this is well defined. In Lemma
5, take U® instead of U°. Then, U'C U’ implies that R': I'(E)XU— I'(E)
can be extended to the Clmap of I"*(E)XU*® into I'*(E). Similarly in Pro-
position 2 we can take V', V' instead of V", V*® because Vi*c Vs
Vic V°. Therefore, we have the following additional properties:

(y6) For every g< 9, the right translation Rf is a smooth map of y»*(E)

onto itself.

(Gb7) R*:I(E)X9D,—y(E) can be extended to a C'-mapping of I**{(E)

X Db into yH(E).
Here we would like to illustrate why we need to lift the concept of vector
bundles over M onto that over 9, Mainly, it is because many subalgebra
of the Lie algebra of 9, is given by the kernell of differential operators.
The Lie algebra of 9, is of course I'(Ty). Let & be a subalgebra of I'(T,).
Then, the distribution of {dR,®; g< 9,} obtained by the right translation is
smooth in the sense of Frechet Lie groups. However, in the category of
Frechet manifolds the Frobenius’ theorem does not hold in general case. So,
take the closure & of & in I*(Ty) and consider the distribution {dR,°;
g€ 93}, This is a distribution on Hilbert manifold 95, on which the Fro-
benius’ theorem holds. However, at this time the differentiability might lose.
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If we take {dR,&"'; g= 9§}, then we get the differentiability but lose the
closedness of the distribution.

Now, consider a linear mapping A: I'(Ty)— I'(F) which can be extended
to the bounded linear operator of I™(Ty) into I'*"%E). Define a right in-
variant bundle morphism A of y*(Ty) into y**"“E) by A,=R}AdR;. This
is only continuous in general case. However, suppose A happens to be smooth
and AI'*(Ty) is closed in I"*"%E). Then it is not hard to verify that Ker A
is a smooth distribution on 9§. In fact, we have the following smooth ex-
tension theorem: If A:I'(Ty)—I'(E) is a differential operator of order d with
smooth coefficients, then A is a smooth bundle morphism. To prove this theo-
rem we need more complicated arguments about jet bundles and higher order
connections. So this will be proved in the next paper.

3° Proof of Theorem A, B

Notations are as in the introduction (cf. the statements of Theorems A,
B). We have to begin with the precise definition of partial covariant deriva-
tives V f, of.

Let ¢(¢) be a smooth curve in M such that ¢(0) = x and ~—d‘§—— cH=XeT,M
t=0

(the tangent space of M at x). For every pe W,, p; denotes the curve in W
obtained by the parallel displacement of p along the curve c¢(f). Define

W x/XP) by
=5, | 1o - 6)

where 7‘171‘ implies the covariant derivative in F. It is easy to see that

(l?Xf)(p) does not depend on the choice of curves c¢(f) as far as c(0) =1z,

d —
di tzoc(t) = X.

Since f preserves the fibres, that is, f(W,)C F,, we define (9,7)(p) for
every ¢ € E such that n7p=mq (x is the projection of E) by the following:

@oXP)=lim - 5 {f(p+30)—f(p)} - aD)

Since (I?Xf)(p) is linear with respect to X, Iff can be regarded as a mapping
of W into TH® E, where T% is the cotangent bundle of M. Similarly, df can
be regarded as a mapping of W into E*® F, where E* is the dual vector
bundle of E. As a matter of course, TH X F and E*&® F have connections
extended naturally by the rule of derivations from the connections of T,, F
and F. So iterating these operations 15 0, we get 7’”]‘ (resp. 0%f) is a map-
ping of W into THRF (resp. E¥*QF), where TH#=T%#X --- RT% (k-tensor
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product of T¥) and E¥*=E*Q --- Q E*.

LEMMA 7. Fo=0dV.

PROOF. Let 7g(c(t), t#(c(?)), tr.or(c(t)) be parallel displacements in E, F,
E*®F respectively along a curve c(f). Then, we have

(T gear(c(t)A))(e) = Tr(c(tN Az e(c(D))"e), -+ (18)

for every A€ EX®F, and e< F... Thisis because of the way of definition
of the connection F of E*®F. It is defined by the rule of derivation, and
in fact, since the concept of connections can be defined naturally from that
of parallel displacements, we may take the equality (18) as the defining equa-
tion of the connection of E*® F.

Let X= jt~ c(t) and p, = tx(c(®))p, that is, the parallel displacement of

=0

pe W, along the curve c¢(¥). Put ¢, =7g(c(t))q for any g = E,. Then, we have

(R OB R O COR N CORICHNE)

= lim- L {ere@) T bt 59— F(pOI—T fp+sa)— ()]}

t—0
s—0

=lim LA )D+50)~ W LYD} = @O £ D) q.e.d.

$—0

Obviously, F*0™f is a smooth mapping of W into TH® E**® F. On the other
hand, if v is a smooth section of E, then the covariant derivative v can be
regarded as a smooth section of 7} & E and hence F*v is a section of T**QE.
(F*v)™ denotes the m-tensor product F*v@®@ --- @F*v. Obviously (F*v)™ is a
section of T¥m™® E™ Since there is the natural pairing -: E*XE— R (real
numbers), we can define the natural pairing -: E**@ FXE™—F and hence

. T;’&k@ E*m®F>< Tik'@Em_,Tﬁk-fk'@F,
where E™"=E® -+ Q E (m-tensor product of E). Denote by A-B the natural
pairing of A= T¥QRE*QXF and BeT# @ E™ Using these notations, we

have
LEMMA 8. If v is a smooth section of E such that v(x)e W, for every

xe M, then
V"f(v(x)) - ZCp,q,a;,-n,a.k(Vpaqf)(U(x))'(Vv)al®(‘72v)a2® ®(Vkv)ak ’
where the summation runs through all non negative integers such that q=a,+
cotay, R=p+a,+2a,+ - +ka, and Cpgqy,arx 1S a universal constant such
that Cy,1,0,0,1=1. (Remark that if ax=0, then a,=1 and p=a,=a,= -+ =
ax-,=0.)
PrROOF. Obviously, Ffw(x))=Ff)wx)+@f)w(x)-FvXx). By induction,
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we have ¢=a,+ -+ +a,, k=p+a,+2a,+ -+ +ka, and C,,,0,.0,,=1. (As for
other constants, computations are a little complicated. However these are

completely parallel to that of ;;:k f(x, u(x)) for a two variable function f and
a single variable function u.)

COROLLARY 5. Let s be an integer such that s=n+! (n=dim M). For
every k (k<3s) and the constants Cpga;,ap in Lemma 8 we have ¥%a,<1,
where Y® denotes the summation for t=s—(n+1—1)/2. Of course, if k<s—
(n+1—-1)/2, we put ¥%a,=0.

k
PROOF. Assume Y®q,=2. Then ¢= 3 a,=2. Thus,
t=1

=22 k=22 k—(p+q) = 3} (t—Da, 2 As—1—(n+1-1)/2)

=2s—(n+I1+1).

This implies n+I[—1=s=n+1. q.e.d.
COROLLARY 6. Notations being as above,

(1) if t<s—(n+1-1)/2 and 1 =3, then t+n/2+1<s—1 and

(i) if T%a,=1 and 1=5, then p4+q+n/2+1<s—1.

PROOF.
i o _nti=1 , n . 3
(1) t4+5-+1<s 5 +1_s +2§
(i) p+q=k—é(t—1)aék_(s el gy oonbll oy
t=2
Hence

I, 3
pHgto +1="T T I Dol S s—y + S5 1.

Now, let I'(E) (resp. I'(F)) be the space of smooth sections of E (resp. F)
and I'(W) the subset of I'(E) consisting of the elements u = I'(E) such that
u(x) e W, for every x M. Define <, >, '™E), I'*(F) and I'*(W) as in the
introduction. By the Sobolev embedding theorem we have the following:

LEMMA 9. For k::[:» 3]—}-1—!—7’, there is a constant e, such that
ecllvlle = max|v(x)| +max|(Fu)(x)| + - +max|(Fo)D)].

REMARK. In the following part of this section, the constant ¢, for
kO:[»gv—]—}—l will be appearing very often. Of course | | implies the length

of the tensors.
Suppose s=n+5 and < s and let t,=s—1—(n-+4)/2 (cf. Corollary 6) and

k0=[~g~]+l. Since X a;=1 in the equality of Lemma 8, denote by 7 the

tZtg+1
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number such that »=1¢,+1 and a, =1 if such a number exists, that is, in the
case of > a,=1. Put m, = max|(F'v)(x)| for t <¢, and m, = max!(ﬁpaqf)(v(x))\

t219+1
in case of 2 a,=1. Then, by together with we have
Zlprl
My < eIV Vil ko = kol Vlliano = erollvlls—s - (19)
My, = el PP )W) ko - (20)

and p+qg+k,<s—1.
LEMMA 10. Notations being as above, we have

7% FW(0) | < Mo, |PF0] 2 05Corarar00mr0 | (FPOL Y W()) | e
+E(Z)CPJQJa1:"')atl);ox"',o l (épaqf)(v(‘x)) l mglmg? ot m?’ot()
42 5Cp,a,a101000,051,0,50M p,gMEME? - M0 [P0,

where the summation 2, i=1, 2, 3, runs through all non-negative integers as
follows :

2yt p+q==Fk (Remark that if p+q==F~, then a,= --- = a,=0)

Yot pHa<k, gq=a,+ - +a, and k=p+a,+ - +tea,.
(Remark that this is the case of Y a,=0.)

t=tp+1

Z(sﬁ a,=0, X a=1, g=a,+ - +ax,

tztg+1
k=p+a,+ -+ +(k—1a;_,.
(Remark that this is the case of X a,=1 and a;,=0. If ax=0,

then a,=1 and p=a,=--=a,_,=0. This case is expressed
by the first term.)
Recall the definition in 0°. Let I'(W, F) be the linear space of the smooth
mappings f of W into F such that f(W,)C F, for every x& M. Let V¥ be a
bounded open set of I'*1(W) for k,< k, <n+5. N denotes the totality of f
such that f(v(x))=0 for any ve V.1 T(E).
LEMMA 11. If f& N, then (P34 )w(x)=0 for any ve V* ~\T(E).
PrROOF. By definition, we have

@uier NG = lim 3 { FO@D+0()— (D)}

So we have @ )w(x)=0 if f= N. On the other hand, Ff(v(x))=0 implies
T Hw(x)) =0, because Vf(v(x)):lf'f—l-af-Vv. Thus we get the desired result
by induction.

Put V=VaAI(E), Vi=VaTY(E) for s=n+5. ' W, F, V¥) de-
notes the completion of '(W, F)/N by | lla, a=(k, 1, V).
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PROPOSITION 3. Suppose s=n-+5. If fe (W, F, V¥) and ve V¥, then
Fw(x) is contained in I'S(F) and the following inequality holds:
| FwCD 2 = 2mo,,* |02+ Colmy +1)% | F 1241 7 12 Po(IvliZ-0)
a:(s, Or V)’ a/:(s_]w O; V)!

where C; is a constant depending on s and P is a polynomial with positive co-
efficients.

To prove this, we need one more lemma (Lemma 12) and by this lemma,
it becomes enough to prove the inequality. The essential point of the above
inequality is that m,,; does not depend on s and the maximal terms | |; in
norm come in like linear mappings.

LEMMA 12. There is a constant Cy, depending only on k, such that

Mpq = Crgltmy+ -+ +mp)*l Fllg,  B=(ko+0+4,0, V),
where mp,q:maxl(ﬁpaqf)(v(x))l for an ff. (Remark that mp,, depends only

on f by Lemma 11

ProOF. By Lemma 11, we see that | fliz=]flls for any f€/. So by the
inequality (20), we have only to consider [|(F?8%/)(w(x)|e, In re-
place f by 17’1’84f and we have

|PH P02 YW = 3 Co g1, | P07 - [P0 |2 o [P0 %0
Therefore for any ¢ = k,, we have that the right hand side is not larger than

3 Civsoprne | 2074 Y () (L4104 -+ +mg¥o.
‘Thus,
Mg < ol (P20 YD) ko < Croll Pl sl o +1mpp)*o.

PROOF OF PROPOSITION 3. Since s> 2k, and m; =< e;,||v]| s, (cf. [A9), if
ve'(E), feI'*"(W, F, V*), then m, < co. By [Lemma 12 we get
LA COIESIMIATIER AU I (ApICE]

+ Dy Z | (P09 )((2)) | e, 0124
+E 2 ol fll slexollvlls- )t | Py,
where C,, D, and E, are constants depending on k.

Since p+g+k,< s—1 in the summation X, (Corollary 6), this term can
be replaced by

Eill fla2 oleolivlls-)? Pl
On the other hand,

lef(U(x)) | < zmg,l 4% |242(C% (1+m1)k2+Dk2 (2)+Ek2(3))2 .
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The second term I/ can be estimated very roughly by the following:
Let C7, D, and Ej are constants depending on k.

= Cp+my* 35 |(Fra)w)®

ll

—i—D;c P I(V”a"f)(v(X))l Ze"llvll2
Ej Ilfll?wq;k(ekollvlls-l)““"’gk |\Prv|®.

Thus we have

I FENIE = 2m3,,lvlli+Co(l+m)*|| flla+ D7 | fIl%:(qu)s eillVlls-1)*

+EJ A% P2 (exollvlls-D* P Il13-s

This completes the proof of [Proposition 3

The following lemma is easy to prove:

LEMMA 13. Suppose s=n+3 (n=dim M). Let e, be the same constant
as in (19) and (20).

(1) If ueI(E) and ve I'(F), then

lu@vl: = ey {lullsllvlizy+lulilvlis} + Colluli-lvli-,
(i) If fe'(E*QF) and wues I'(E), then
I 7N = eko{ll SN 2ello+ 11 £ Rl ell3} 4+ Coll £ 13- all2eli3-s

As well as [Proposition 3, the essential part of this lemma is that ¢, does
not depend on s.
Now, let fe '(E*@F). Then f is an [-linear map of EX --- XE into F
and also f can be regarded as a linear map of E(=E® --- QE) into F.
LEMMA 14. Notations being as above, suppose s=n-+3 and let 2,,=
max {1, e;,}. Then

1 fCwy, =, v = CRAN 20l - ol
+CN f % ‘)[_“i lvill&o - M- alzollv IS v jaalike - lvaliZo
Gl FIE-2loallz-s -+ wli3-y

where C, is a constant depending on s.
PROOF. f(v,, -+, v)=f(v;® - ®v;). Thus by (ii) in Lemma 13, we have

1@y, o+, v S Gl F IR0, ® -+ @uillde+1 fllollv, @ -+ R vill3}

Gl f 13100, - Quilli-s -

Using (i) of successively, we get the desired result.
Now, Theorem A is an immediate conclusion of [Proposition 3 together
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with and 14.

Using this Theorem A, we have

LEMMA 15. Let fe I'(W, F). Then there exist positive valued continuous
Sunctions 7y, 7y, defined on the real half line [0, ) and a constant C all of
them depending on f such that

| S+~ AN Cf u+Guliadlvli,
+ 7 lut-ovltdolol:
+{ 7+l dovii-,
PROGF. Since S+ o) —fu) = | 0‘(afj(u(x)+0u<x))-v(x)da, we have
|+ o)~ = 5 [ |f 7 T@nw+ou)- o8| 1

<3 [P T@AE@+0vG)- v dop
using Schwartz inequality. Thus,
| A +0)—FUCNIE = [ 1GFUR)+0v()- (D0 -

So Theorem A gives the desired result.

Now we define a mapping @ : I'(W, F)/Nx V—I'(F) by O(f, u)(x) = f(u(x)),
where f=f Then, Proposition 3 shows that if s=n+5, then @ can be ex-
tended as a mapping @: ['%°(W, F, V¥O)XT'S(W)—IT"(F).

LEMMA 16. @ : I'5°(W, F, VE)X VS—I"*(F) is continuous for every s=n-5.

PROOF. Let fe "W, F, V*1), uw V. Suppose ¢ be an arbitrary positive
number. There is a positive number , such that if | f/—F|.<d;, a=(s, 0, V),
then [(f/—F)w' (X))l <e/3 for every u’ such that |u—u’[,<1. This is an
immediate conclusion of Proposition 3. Now, we can choose an element
7 e r(W, F)/N such that | f/—f|l.<d,. So Lemma 15 tells us that there is
0, such that if ||u'—uf,;<3d,, then | f/(uw(x)—f W x)|s<e/3. We may assume
that 0,<1. Therefore

Il F ) —F @/ oD = IF—F )l s+ 1| P/ ) —F ()l
+ICF =P @Dl <e,

whenever |u—u’|; < J,. Since @ is linear with respect to f, this inequality
together with Proposition 3 again shows the continuity of @..

PROOF OF THEOREM B. First of all, if @ is differentiable at (f, u), then
the k-th derivative of @ must be given by the following:
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(d*®)s,u(f1, V1) -+ (Sr vi)(X)
= B @)U - 0,® -+ @V, @y @ -+ By
+H@NWR) - 1@ - Dk,

where v; implies of course v;(x). Now, let k<I. Then o*fc ' (W, E**
QF, VEyc I'*(W, E*X*QF, V¥), Hence Theorem A and the continuity of
show that d*@ is continuous, if it exists. Thus we have only to
show the following (see [5], p. 7):

Let 6 =~]71%+IvIZ, B=C(s, 1, V).

tim 5|+ 0@+~ { E- @@ - v+ B @ - o)

L 0.
The second term in || ||, is the Taylor series of @ up to [
To do this it is enough to prove the following two equalities:

. 1 L1 k
6) lim »"v”g—“f(u(x)Jrv(x))—— o @ v | =0
@) lim -gz-"f’(u(x)ﬂ(x))— s - L@ - =
—0 k=0 .

By Taylor’s theorem p. 186), we have
f’(u(x)+v(x))— = , (@ ) (u(x)) - v(x)*

+ R @00 - s

So, as for (2), we have only to show

tim e [ G2 @ e+ o - waras =o.

Using Schwartz inequality as in we have that the left hand side
of the above equality is not larger than

Clim i [ 1@ )u()+00(e) - vCx) 1246

Therefore by Theorem A we see that the above quantity is 0.

I-
As for (1), since f a—o"" df =

(l Ty we have also to prove

_l"

tim e | ”1)); (@ )+ 000N~ @)t - vayas| =o.

It is enough to prove
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lim [1(0'/)(u+6v)— (@' Hw)|:=0.

vl g—0

Since o'f e I'>*(W, F, V*1), the continuity in shows the desired
results.

4° Estimate for group inversion

Recall the definition of & and U in 1°. We may assume that U is a star
shaped neighborhood of 0 in I'(Ty). Let ¢ =£&), usU. ¢ is a diffeomor-
phism and obviously, there is v e I'(Ty) such that ¢ '(x)=Exp,v(x). Put
=97

For an arbitrarily fixed x €M, let y=¢(x). Clearly, p(x,y)=|u(x)|=|v(M],
where p is the distance function.

Let x(f) be the geodesic defined by Exp - u(x) t [0, |[u(x)|]. Parameters

lu(x)|’
for geodesics are always arc length. Consider a family of geodesics x,(f)
such that x,(t)= x(¢). Then, w(t):«aaa x,(t) satisfies
0
VZ
e WO+ ADWO =0, e (20)

where AOX =—R(x (), X)x2() and R is the curvature tensor. A(f) is self-
adjoint. If we use frames along x(¢) which are obtained by parallel displace-
ment of a frame at x(0) along the curve x(f), and express the vector w(f), as
an n-tuple (n =dim M) of functions (this will be denoted by w(f) again), then
the above equation is changed into

GO+ AGWO =0, - @)

where A(t) is a symmetric matrix at each t [0, |u(x)|].

Now, there is a constant K such that |A@®)||< K for ary geodesic and for
any t. This is because M is compact. For simplicity, we use the notation
w’(t), w”(t) for differentiation. Define a function F(f) by

F(t) :jo” J lw@1dzds.
Then,
@ — w1 = [ |w)|ds = KFO+K Ot

Therefore,
Fr@) = KFO)+K|w(0)| i+ |w'(0)| .

Putting F(t)=g(t)evkt
g"()=2vVKg'(®) < K|w(0)|t+ |w'(0)] .
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By assuming max |u(x)| <1, that is, restricting » in such a neighborhood of
x

0 in I'(Ty), we have that there is a constant C such that
F'(t) = C{lw(O) | 2+ |w(0)[ 8} .
Since t < |u(x)| and

| —wO) = 1w ds= F0),

|lw@®—w@)| = C{lw(0)| |u(x)|*+ [w (O} |u(x)]} .

Now, notice that do,X is given by the value w(|u(x)|) of the solution w(f) of
(21) such that w(0)= X and w’(0) =V yu, where X T, M. So expressing do,
by the same frame obtained by the parallel displacement mentioned above
and denoting by the same notation, we have

lde, X—X| < C{I X1 |u(x) |24V xul |u(x)|} .
Hence

ldo.—1Il| = C{lu(®)|*+ [Fuw)x)| [ulx)]}, - (23)

where I is the identity matrix.
Assume furthermore that

1

max Hu@) |+ 1T} < o)

that is, restrict # in such a neighborhood of 0 in I'(Ty). Then, it is easy to
see that :

ldoz'—I < 2{dp,—1I|| . e (24)

Obviously, dp;'=d¢,, where d¢, is again expressed by the same frame along
x(f). ¢ is given by ¢(2) =Exp v(2). Let ¢p(2) =Exp v(z). Then ¢y is also a
diffeomorphism for every 6 [0, 1], because if not, we can find some 6 at
which £(6u) is not a diffeomorphism.

Consider the geodesic x(t)=Exp? Izggl , te [0, |v(»]]. In fact this is the

same geodesic as above, if you change the parameter ¢ to |u(x)|—t. By this
change of parameter the same equality as (21) or (22) holds.

Since M is compact, there is a constant K’ depending only on M such
that |A@®)—AWO)| < K't.

Let w(t) be the solution of

w"()+AO)@()=0 ' ' -+ (26)

with the same initial condition wW(0)=w(0), w'(0)=w’(0). Since A(0) is sym-
metric, we may assume that A(0) is a diagonal matrix. Therefore, by a direct
computation, we see that there are C, and §, such that

Hw®| = Ci{lw ()| 1+ |w(0)] }
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for any ¢ < 0,, where these constants depend only on M. By using the in-
equality in Theorem 5, p. 41, we can compare solutions of (22) and (26),
that is,

lw®)—w(t)| = C{K' |w ()| £+ K |w(0)|#°} ,

where C, is a constant depending only on M. Therefore
|w()—w(0) | = |@@)—w(0)| —C,K"{|w’(0)| *4 | w(0) | *}

for any t<d,.
By a direct computation, we have that there are C;, C, and 0, such that

|w(@)—w(0)| = C,|@’(0) [ t—C, |w(0) | t*
for any t<9J,. Thus,
| w(®)—w(0)| = (C;— C, K"t |w'(0) | —(C, K’ +Ct*{w(0)]| .

Take 0 so that it may satisfy d < min {d,, d,, 1} and C;—C,K’6*= C,/2. Then,
for any t <9,

|w®—w(©)| = -5 tlw @ - wO) .
So restrict # in a neighborhood U such that
U={ucU; |[ux|<6, |u®)|+|Fux)|< 21C for any xeM}.
Since |u(x)|=]|v(y)|, all arguments above do work well. Therefore

|dg, X~ X2 -5 o) |7 301 —C [o()I| X .
This implies
ldgy—T12 -5 1u@) | 1T —C lu@)]*.

Combining with [23) and (24), we have that there are constants C,, C; depend-
ing only on M such that

[P = Colulx)| +Cs | (Fu)(x)| -+ (27)
for any u e U. -
Notice that the restriction for u is only that in C'-uniform topology.
Therefore, we can find an open neighborhood U¥*o*' of 0 in I'*+Y(T,),

koz[—g—]+1, such that U%o#' A I'(Ty)C U. Hereafter, u is always restricted

in this set U*ot A\ I(T,).

Let x%, ---, x™, ', ---, ¥" be coordinate at the points x and y respectively.
We may assume without loss of generality that the coordinate neighborhood
of x contains ¥ and that of y contains x. Since
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<¢<y>> 9” () =4,

we have
82¢‘ — 0%¢° 8¢“ a¢b agb’

0yioy* 6x“8x” ox’ ox* o0x°
After this point, computations are Vil‘y regular. Namely, denoting by B, d*¢
the tensors Bj—~a¢j (» and ayilajizgéf. Sy
notation - in [ we have
0" = = ZClopar@P® - @@ P - BOB® -~ ®B, - (29

where k=2 and the summation runs through all non-negative integers such
that a,+2a;+ - +(k—1)a,=k—1. Cg,,.q, are universal constants which

satisfy

(») respectively, and using the

/ —
0,¢¢¢0,1 == 1 .

These properties can be proved by induction. In the last part B-.- B, we
have no need to care about how the indices are arranged, because after all,
we take norms of those.

Now, let s be an integer in the range =n-}5. This s is the number in
I'*(Ty) of which we want to prove the continuity of the inversion. For any
E<s, (k=2), write the equality (28) as follows:

p=—3*¢ - BR -+ Q B+ 32 *-1. BR --- QB.

Then, by the property a,+2a;+ --- +(k—1)a,=%k—1 and by a similar method
as in [Corollary 6, we have the following:

In IaZy"'yaf’o'"o’

(i) if a;=2, then all d’¢ in this term satisfies

i+[ 5 J+1=s—1.
(i) if a; =1, then all d‘p other than d¢’/p satisfies
i+[ 5 |+1=s—1.

Let f(x*, .-, x™ p*, ---, p™) be the coordinate expression of Exp by the
coordinate at x, where p', -+, p” is a linear coordinate of T, M. Then ¢(2) is
expressed by f(z, u(z)). Therefore, we can use and 0*p can be ex-
pressed by (Fu)(x), ---, *u)(x). Insert the results into (28) and we get

@) (3)=—3f-*w)H-BR -+ @ B
+ 3o BR - ® B
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Of course J*»»*? jg the term which contains
)" Q - QWm)*e.

This J*+% also satisfies the same property as in (i), (ii) replacing I*%?
into J%r%e,

Let /(3% -+, " q% ---, ¢ be the coordinate expression of Exp by the
coordinate at y, where ¢', ---, ¢" is a linear coordinate of 7,M. By using

we have
(@*)(3) = df - (P o))+ 3 K-t
where K“»%-! also satisfies the same property as in.(i), (ii). Therefore,
O - (T*v)(3)+3 K et
=3f-T*u)(2)-BR - Q@ B+ 3 J*r*%*-1.BQ ... QB.

By and (24), we have that there is a constant L which depends only on

U such that |Bl<L. Since df and df are bounded, because df (or af’) is
the derivative along the fibres and so has the meaning independent of the
choice of coordinates (cf. first part of 3°), we have

(7 0)() | — 2 | K™= | < C|(P*u)(x) | +D X | J 41, v (29)

Replace all |(7*%)()| bY exol|ulisry if i+ko = s—1, where ky=[ 5-]+1 and e,
is the same constant as in Then we have
|P*)(N| = ClT*u)(x)| +Pr+Qp+ 2 | K1
where
P, =linear function of |(F'uw)(x)]|, ---, |(F*u)(x)| whose
coefficients are polynomials of [|ufz, -+, | %lls-1-
Q. = polynomial of |«|s., without constant term.
Use this relation successively, and combine this with (27). We have
|TE)() | = ClF*u)(x)| +Pr+Qr  for any =0,

where Pj, Q) satisfies the same property as P, Q. above. Therefore, we
have
PROPOSITION 3. Let i: D,—9D, be the group inversion. Then putting
j=E&"YE, j satisfies
ljuld = Cllull3+Po(llwlls- Dl ulls-,
for any ue U*** N\ I'(Ty), where C' does not depend on s.
This Proposition shows the property (d) in 1°,

Tokyo Metropolitan University
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