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§0. Introduction.

The main purpose of this paper is to show that most of the discrete series
for a semisimple Lie group are realized on certain eigenspaces of the Casimir
operator over the symmetric space. In more detail, let G be a connected non-
compact semisimple Lie group with a finite dimensional faithful representation
and K a maximal compact subgroup of G. Assume that rank G=rank K
(according to [6, Theorem 13], G has a discrete series if and only if G satis-
fies this condition). Let V,; be an irreducible unitary /K-module with lowest
weight 2+42p;, where p; is the half sum of positive compact roots. We denote
by C*(cV;) (resp. L,(cV;)) the space consisting of all V;-valued C* (resp. square-
integrable) functions f on G such that f(gk)=Fk"'f(g) for g€ G, k=K.
Denoting by £ the Casimir operator of G, let £ act on C*(<V,) in the usual
manner and denote by v(£2) the differential operator given by the action of
2 on C*(<v;) in this sense (for a precise definition, see §1). Put

Or={e C(VINLVD; v(Df=<2+2p, 2> [},

where p denotes the half sum of all positive roots and <, > denotes the usual
inner product on the set of weights induced by the Killing form. Since v(£)
is elliptic on C=(<V,), $; is then a Hilbert space and gives a unitary repre-
sentation of G through the left translation. Assume that {A+p, a) <0 for
all positive roots a@. Then, there exists a constant a such that if [{A+p, 8|
> a for all non-compact positive roots B, $; gives an irreducible unitary
representation belonging to the discrete series for G, which is equivalent to
the discrete class w(i+p) in the sense of (83, to Theorem 2).
In view of Harish-Chandra’s result [5], [6], the above result gives a procedure
in order to realize most of the discrete series for G.

For our proof, we make use of the method established by M.S. Narasim-
han and K. Okamoto in [1I]. That is, the above result is deduced from
Theorem 1 in §2 and Lemma 9 in § 3, which amount to generalizations of the
alternating sum formula and the vanishing theorem [11, Theorem 1 and
Theorem 27 respectively.
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We shall make some historical remarks. Itis known by V. Bargmann [2]
that all the discrete series for SL(2, R) are constructed on certain spaces of
square-integrable holomorphic functions on the unit disk. Generalizing this
method, Harish-Chandra constructed part of the discrete series for a
group of motions of a bounded symmetric domain. Recently, M. S. Narasim-
han and K. Okamoto realized most of the discrete series for the above
types of groups on the square-integrable cohomology spaces associated to
holomorphic vector bundles over hermitian symmetric spaces. In these cases,
considering the Laplace-Beltrami operators determined by the Cauchy-Riemann
operators, one can see that these spaces of square-integrable holomorphic
functions (or “ cohomology ) coincide with the previous eigenspaces of the
Casimir operators (see §3, Remark 2 to Theorem 2). Hence, for this type of
groups, our result is a variation of the results cited above.

When G is not of the above type, G/K admits no invariant complex struc-
tures and so “holomorphic objects” as above cannot be considered over G/K.
R. Takahashi [16], however, constructed all the discrete series for the uni-
versal covering group of the de Sitter group on eigenspaces of the Casimir
operator. The generalization of this method is proposed in and our result
may be regarded as an answer to it.

As for different methods of realization of most of the discrete series for
general semisimple Lie groups, there are the recent works due to W. Schmid ;
one is and another is the method by means of certain invariant first
order differential operators over G/K constructed in [14]. Our techniques
used here also give a proof of the latter method® and one can see that this
method is equivalent to that by means of the Casimir operator in a certain
sense (see §3, Theorem 3 and Remark 2 to it).

This paper is divided to three sections, each of which is again divided to
several subsections. In §1, we treat invariant differential operators on spaces
of square-integrable sections of homogeneous vector bundles over G/K, which
will be in need later. The aim of §2 is to prove Theorem 1, and in §3, (3.1),
Lemma 9 is proved. With these preparations, the other subsections in §3
are devoted to realization of the discrete series. That is, we shall obtain
Theorem 2 and its in (3.2), and Theorem 3 in (3.4). We note that
Lemmas 4, 5, 6 in §1 are needless for a proof of Theorem 2. Besides these,
in (3.3) we refer to a non-vanishing theorem for the elliptic complexes over
G/K constructed in [8], which amounts to a generalization of the result in
[13]. Throughout the paper, Z, R and C denote the set of all integers, that
of all real numbers and that of all complex numbers respectively. A summary
of the present paper is found in [10].

1) This fact is communicated by Prof. Schmid without a proof.
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The author heartily thanks Prof. K. Okamoto for valuable discussion
during the preparation of this work.

§1. Invariant differential operators and induced representations.

This section is divided to two subsections. In (1.1), we notice some gen-
eralities for invariant differential operators on homogeneous vector bundles.
From (1.2) throughout this paper, (G, K) is assumed to be a symmetric pair
and we shall treat the relation of the discrete parts of induced representations
with invariant differential operators.

1.1. Let G be a connected Lie group and K a closed subgroup of G. For
a finite dimensional K-module V, let us introduce such an equivalence relation
among the elements of GXV as (gk, v)~(g, kv) for g G, ke K, veV. Then
the quotient space <V of GX V by this relation is regarded as a vector bundle
over G/K on which G acts as a vector bundle automorphism group. We shall
call <& the homogeneous vector bundle associated to a A-module V. Through-
out this paper, when a K-module is given, the associated homogeneous vector
bundle will be denoted by the corresponding script letter. We denote by
C>(cV) the space of C= sections of <, which can be identified with the
following subspace of V-valued C= functions on G, i.e.,

{(fEC(OQRV; f(gh)=kf(g), g€G, ke K},

where C=(G) denotes the space of all C* functions on G.

Let @ be the universal enveloping algebra of the complexification of the
Lie algebra of G. For X&@®, v(X) denotes the left invariant differential
operator on C%(G) given by X. Through the right translation, @ can be
provided with a G-module structure and therefore a K-module structure by
restriction. Hence, for K-modules V, W, 8@Hom (V, W) has a K-module
structure where Hom (V, W) denotes the K-module consisting of all linear
mappings from V into W. Let D(V, W) be the set of K-fixed elements in
G Hom (V,W). An element ?Xi(X)Ai (X, €6, A;=Hom (V,W)) in D(V, W)

defines a G-invariant differential operator
D: Co(cy) — C=(w)
which is given by

Df=320(Xao®A)f for feCH(W).

Let g, I be the Lie algebra of G, K respectively. We shall then say that the
homogeneous space G/K is reductive if there exists an Ad K-invariant sub-
space p in g such that g=1Pp (direct sum).

LEMMA 1. Suppose that G/K is reductive. Then, every G-invariant differ-
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ential operator from C=(¢V) into C=() is given by an element of D(V, W)
under the above correspondence.

PROOF. The lemma can be proved quite similarly to [7, Chap. X, Lemma
2.2].

If we denote by &, the subalgebra consisting of K-fixed elements in &,
then &, is embedded in D(V, V) by means of the injection 3 X—-XR1
e D(V, V). For a simplification, we write »(X) for »(X)®1 in this case. In
particular, denoting by 3 the center of &, we always have a well defined
invariant differential operator v(Z) on C=(<V) for Z< 3.

1.2. Henceforth, let us assume that G is a connected non-compact semi-
simple Lie group with a compact Cartan subgroup and K is a maximal compact
subgroup of G. Let V be a finite dimensional unitary K-module. Then the
associated homogeneous vector bundle <Y over G/K has a G-invariant her-
mitian inner product on each fibre and we obtain the space of all square-
integrable sections L,(cV). This is identified with the following subspace of
V-valued square-integrable functions on G, i.e.,

L) ={feL{OQV; f(gh=k"f(g), g€GC, k€ K},

where L,(G) denotes the Hilbert space of all square-integrable functions on G.
The left regular representation on L,(G) then induces a unitary representation
of G on L,(<V).

For a unitary representation = of G on a space §, we denote by (74, 9y)
the discrete part of (w, 9), i.e., §; is the smallest closed invariant subspace
which contains every irreducible closed invariant subspace of  and =, is the
restriction of 7 to ;. We also denote by [$] or [x] (resp. [V ]) the equiv-
alence class to which a representation (z, ) (resp. a K-module V') belongs.
By &, we mean the discrete series for G, i.e., &; is the set of all equivalence
classes which are realized on an irreducible closed invariant subspace in L,(G)
(under the left or right regular representation). An element in &; will be
called a discrete class of G. When o, ¢ are equivalence classes of K-modules,
we denote by (6: 7) the intertwining number between ¢ and 7.

LEMMA 2. Let V be a finite dimensional unitary K-module. Then

[LAV)al= wggd(wl K: [V,

where w|K denotes the equivalence class containing the K-module which 1is
obtained by the restriction to K of a representation contained in w. Here the
sum 1is finite.

PrROOF. The proof is similar to that of [11, Lemma 1.2] without any
essential change.

When there is given an invariant differential operator D: C™(&)— C=(W),
by the maximal extension of D we mean the densely defined closed linear
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operator D: L,(cV)— L,(%) where the domain of [ consists of all fe L(cv)
such that Df, formed in the sense of distributions, belongs to L,(%) and Df
=Df for fin the domain of D. Hereafter, if not otherwise stated, we shall
always consider differential operators on spaces of square-integrable sections
in this sense, and write D instead of D for a notational simplicity.

LEMMA 3. Let D: L(V)— L,(W) be an invariant differential operator
(maximally extended). Then L(V)qC C(V), L(W)eC C(W), and the domain
of D contains L,(CV)y. If we denote by Dy the restriction of D to L,(CV),, then
D, is a bounded operator from L,(CV)g into L (W),.

PROOF. Let $,. be an irreducible closed invariant subspace of L,(¢V); and
n the representation on 9, ((z]J=¢&,;). We denote by £ the dense subspace
of all C~ vectors under = in .. Let £ be the Casimir operator of G and X,
the infinitesimal character of z#. We then have n(Q)/=X.(2)f and =(Q2)f
=v(2)f for feH%, since L3 and HY C=(cv). Consider the differential
operator v(2)—X.({)1 on L,(&V) where v(£) is maximally extended and 1
denotes the identity operator. Put

He={f=L(V); v(f=XLf} .

Then H is a closed subspace of L,(&V) and H,C C(<V) because v(£2) is elliptic
on C=(<y). On the other hand £ C H_, hence the closure $, of $% is contained
in H.. Since L,(<V); has only finitely many irreducible components by Lemma
2, this implies L,(V),C C=(cV). For 9, it holds quite similarly.

Next, for f= 9, we put

f(8)=f(g)v)» for veV, gesi,

where ( , )y denotes the inner product on V. We shall first show that f, is
a C= vector in L,(G) under the right regular representation. In fact, since
fo(8k) = fiu(g) for k€ K, right K-translates of f, span a finite dimensional
subspace. Moreover, we have v(Z)f,=X.(Z)f, for every Z& 3. Hence f, is
a C~ function on G whose right K-translates and 3-translates span a finite
dimensional space. Therefore, from [6, Theorem 1], we can see that f, is a
C= vector under the right regular representation. Secondly, we shall show
(Df)w € Ly(G); for every weW. Here Df is considered as an operation of D
on a C= section feC=(<V). From Lemma 1, we may assume that D is given
by EiX,-(g)AieD(V, W) (X;€6, A;=sHom (V, W)). We then see that for

weW
(Df)u(g)= X (((X)R® A) f(8), Ww

= ;(”(Xi)fA;w)(g) ’

where A¥ denotes the adjoint operator of A;. From the above argument,
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Sa3w is @ C* vector under the right regular representation, and therefore
V(Xy) faiw € C(GYN Ly(G)y. Hence (Df), = Ly(G)y;, which implies that Dfe
L,(W),. Finally, since D, is a closed operator whose domain is the whole space
L,(<V)4, the boundedness is clear from the closed graph theorem. g.e.d.

Let C(<V), C2(9) denote the spaces of all C sections of <V, 9 respec-
tively which have compact supports. For an invariant differential operator
D, we denote by D, the restriction of D to C2(<V) and consider the densely
defined linear operator

Dy: L(V) —> Ly(W).

Then the adjoint operator D¥ of D, coincides with the maximal extension of
the formal adjoint operator

D*: Ly(W) —> Ly(V).

By Lemma 3, the restriction (D*); of D* to the discrete part L,(); is a
bounded operator. On the other hand, we have the adjoint operator (Dg)* of
the bounded operator D, in the sense of Hilbert space. We ask whether (D*),
coincides with (Dg*. In case D is of at most first order, it will be answered
in the affirmative making use of a technique analogous to the one in as
follows.

LEMMA 4. Assume that D is of first order. Let f be a C™ section of <V
belonging to the domain of D in L,(V). There then exists a sequence {f;} in
C(V) such that f; converges to f strongly in Ly(<V) and Df; converges to Df
strongly in Ly().

ProoOF. Take a real valued C* function ¢ on R such that 0= p() =<1,
p@)=1for t<1, and u(#)=0 for t=2. Let g=1Dp be a Cartan decomposition.
Every element g of G then has the unique decomposition g=(exp X))k where
Xep, ke K. Denoting by |-| a K-invariant norm on p, we define

o(g)=|X]

for g=(exp X)k (Xep, k= K). Since o(gk)=0(g) for k€K, o is also re-
garded as a function on G/K. It is seen that o(g) is equal to the distance
from e¢K to gK with respect to the G-invariant riemannian metric on G/K
induced by |-||. It holds that

o(gh)<o(g)+a(h) for g heG ey
(see, for example, [6, Lemma 10]). Put
wi(g) = p(a(8)/1) for j=1,2, .

Then w; may be regarded as a C* function on G/K with a compact support
contained in {x € G/K; o(x) <2j}.
Put f;=w;f for f given in the lemma. We shall then show that {f;}
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satisfies the condition of the lemma. It is clear that f; converges to f strongly
in L,(&¥). Since D is of first order, we may assume that

D= Zi}v(Xi)® A;+B

where X;ep, A;, BeHom(V,W). Denote by |-|v, |-|w the K-invariant
norms on V, W respectively. We then have

|Df—Df; W:lDf_ijf—lZ(v(Xi)wj)AifIW
S[A—w)Df|lw+| Ei)(v(Xi)wj)Affl w
=|Q—wypDf| w+§)aiIV(X¢)wjl [ flv )]

where w; is considered as a function on G (v(X;))w; is not a well defined
function on G/K), and a; is a constant depending only on A,. Now, the
support of v(X,)w, is contained in {g=G; j=<0(g)=2j} and we have

Xow,X )= (XX gy (L) ©
for j<o(g)<2j. By (1), we have

o(g(exp tXy))—o(g) = a(exp t.Xy) =[] X

a(g)—o(g(exp t X)) < o(exp (—t X)) =t Xl ,
hence
[v(X)e| =l Xill .

Therefore, if we put M= supl-gf—‘, then there exists a constant C such that

|Df—Df;lw =< |(1—w,~>Df|W+TC.|f|V

in view of (2), (3). Denoting by |:lla, ll:ll9w the norms on L,(<V), L, (W)
respectively, we have

IDf~Dflw={, | |DAwdg+-Iflew

where B(j)={geG; o(g)=2j}. Since |Df|loy <oo, Df; converges to Df
strongly in L,(9%). g.e.d.
LEMMA 5. Let D: L,(V)— L,(W) be an invariant first order differential
operator, and D*: L (W)— L,(<V) the formal adjoint operator of D. Then
Da)* = (D*)q.
PROOF. Take f& L(W);. Then D*fe L,(<V); by Lemma 3, and

(D*f, ©)av=C(f, Do)  for ¢e&C3(V),
where (, )a, (, ) denote the inner products on L,(<V), L,(%) respectively.
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For ¢ € L,(<V),;, choose a sequence {p;} in C&(V) such as in Lemma 4.
Since (D*f, ;) =(f, Dp;)y for ¢; € C2(<V), we have (D*f, o)y =(f, Dg)gy for
@ & L,(V);. Hence it holds

((D*~WD)M S, @)v=0  for every ¢ & L(V)q

because (f, Do)y =((Dg)*f, ¢)ov. Therefore we have D*f=(D,)*f for every
Je Ly(W),. q.e.d.

LEMMA 6. In the same notation as in Lemma 5, let Ker D (resp. Ker D*)
be the null space of D (resp. D*). Then we have (Ker D*); = Ker (D¥).

ProOOF. Clear from Lemmas 3 and 5.

§ 2. The difference formula for the discrete parts.

The aim of this section is to prove the difference formula for the char-
acters of the discrete parts of certain two induced representations from K
(Theorem 1). The section is divided to three subsections. In (2.1), we shall
recall Harish-Chandra’s fundamental result on the discrete series for semi-
simple Lie groups in [5], [6]. We shall state Theorem 1 in (2.2) and give a
proof of this theorem in (2.3). Our proof is based upon the same lines as
those of Narasimhan and Okamoto in [11, § 6]. We, however, treat a some-
what general situation and so some important points in will be repeated
here for the sake of completeness.

2.1. In addition to the assumption in (1.2), we shall assume, for covenience,
that G has a finite dimensional faithful representation and that its complexi-
fication G¢ is simply connected. Let T be a maximal torus contained in K.
Then T is seen to be a Cartan subgroup of G from the assumption and we
fix it once for all. Let g, %% be the Lie algebras of G, K, T respectively and
denote by g ¥, §° their complexifications. Let 4 be the root system for
(g% %°) and W, the Weyl group for (1%, §°). We denote by F the space of all
real valued linear forms on ~/—1% and by <, > the inner product on &
induced by the Killing form of g° in the usual way. The character group L
of T is then identified with the lattice in & consisting of all integral linear

forms, i.e.,

L={Aeg; 2{A, a)/{a,ad< Z for every a < 4}.
Put

L'={AeL; <2, a)+0 for every a < 4}
and

T = T-exp f)s ’

where h)y={Hebh; a(H)=0 for some o« = 4}. Choose a positive root system
Pin 4 and fix it once for all. If we need a linear order on 4, we shall always



392 R. HorTA

consider the one given by P fixed above. We put

e(A) =sign HP< A ad for 2e L/
a<

and denote by &(s) the determinant of s=W,; as an orthogonal transformation
on <.

Then, Harish-Chandra’s fundamental result on the discrete series is stated
as follows ([5, Theorem 3], [6, Theorem 16]). For A< L’, there exists a unique
tempered invariant distribution ©, such that

A(exp H)O(exp H)= 3 e(s)e**“P
sEWag
for exp He T, where
A(exp H) = T (72— g-atir2)
acP

For A L/, there exists a unique discrete class w(R) in &y such that the character

Ouiy 0F w(A) coincides with (—1)"e()O; where nz—%-dim G/K. The map

L' 32— 0Q)e &y is surjective and w(d)=w(A’) if and only if there exists an
se&Wg such that sA=1'.

2.2. Let g=tDp be the Cartan decomposition as in (1.2) and p»° the
complexification of the subspace p in g¢. Denoting by E, a non-zero eigen-
vector in g¢ for a root a € 4, we shall say that a root a is compact (resp.
non-compact) if E, = ¢ (resp. E, = 1°). We denote by P, (resp. P,) the set of all

compact (resp. non-compact) positive roots. Put p:—; >« and pkz—%— > a.
acpP a< Py

For A€ L, put () =sign II {4, a) if 11 {2, >+ 0 and &,(1)=0 otherwise.
a P

a= Py
By &€k, we denote the set of all equivalence classes of irreducible unitary
K-modules.

We shall define the map
Lo2A—s[A]eég

as follows. When &,(2+p:) =0, we then put [A]=0 (the equivalence class of
the zero K-module). When &,(A1+p;) # 0, there then exists the unique element
seWg such that {s(A4-px), a)> >0 for all a € P,. In this case we denote by
[A] the equivalence class containing an irreducible K-module with highest
weight s(A+p)—pr. We notice that [1] € &x can be realized from 1 L by
means of Borel-Weil theorem for the pair (K, T). For A< L, define a class
function X(1) on K such as

X(lz)(h)zdk(h)—l EW e(s)es(2+pk)(11)
sEWg
for h:epoE T’ where

Ak(h): H (ea(H)/z__e-a(H)/z) .

aS Py
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In the above, notice that 4, by itself is not generally a well defined function
on 7. We easily see that the character of [A] &k is &4+ pX(Q), from

Weyl’s character formula.
Let V, W be finite dimensional unitary K-modules and <V, 9 the homo-

geneous vector bundles over G/K associated to V, W respectively. Defining
L,(<V), L,(W) as in (1.2), let us suppose that there is given an invariant first
order differential operator

D: L(V) —> L (W).

Let D* denote the formal adjoint operator of D. Considering D, D* as the
closed linear operators extended maximally as in (1.2), we obtain two unitary
representations of G on the spaces Ker D, Ker D*. Taking up the discrete
parts respectively, we have the unitary representations (zy,, (Ker D)y), (7w,
(Ker D¥)y) as in Lemma 6. Let C(G) be the space of all C* functions with
compact supports on G. It follows from Lemma 2 that the bounded operator

m(0)=| e(&)mv(g)dg

is of trace class for ¢ = C(G) (the same holds also for 7). Hence we have
the invariant distributions Trace 7y, Trace ny on G.
For a set A, we shall denote by |A| the number of elements in A4 and

for a finite subset () contained in &, put

<Q>=EQ# K@>=01if @=4¢).

THEOREM 1. Suppose that there are given two finite dimensional unitary
K-modules V, W and an invariant first order differential operator D : L, (V) —
L,(W). Let Xy (resp. Xw) be the characters of V (resp. W). Assume that

Xyt =e(d4p) 3 (—DOAAH(QD)

Jfor some A= L such that A+pe L’. We then have
Trace 7y —Trace 7y = (—1)%0 424

where g;=|{p € P,; {A+p, §5>>0}|.

REMARK. According to [3], we say that a non-compact positive root S P,
is totally positive if f—a = P, for every compact positive root a € P, such
that 8—a is also a root. When all the elements in P, are totally positive,
the symmetric pair (G, K) must then be a hermitian symmetric pair and so
in this case the above theorem amounts to [11, Theorem 1].

2.3. We begin with a few lemmas essentially due to [11]. For the time
being, we denote by z, the representation 7,: K—End V on a K-module V
given. The orthogonal projection E,: Ly(G)RV — L,(<V) is then given by
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E,= _{ Oy (R)dk

where r denotes the right regular representation and dk the normalized Haar
measure on K. Let E be the orthogonal projection of L,(G) onto L,G);. We
notice that E is given explicitly, as follows, on the Schwartz space C(G) of G
(for definition, see [6, §9]). For a discrete class we&,; d(w) denotes the
formal degree of w, and 6, the character of w. For ¢ € C(G), put

*o(g) =w§€dd(w)9w~(r(g)so) for geG,

where w* denotes the equivalence class of the representation contragredient
to one contained in w. It is then known that °p is a continuous function on
G and "= Ep ({6, Corollary 3 to Lemma 69], or [11, Lemma 2.3]). We have
the representation TY on L,(G)®V defined by TV =1[® 1, where [ denotes the
left regular representation of G. For ¢ € C3(G), we put

F= Ty dg.
¢ fasp(g) zdg

We shall say that ¢ € C(G) is K-finite if both [(K)¢ and »(K)¢ span finite
dimensional vector spaces.

LEMMA 7. Fix a K-finite function ¢ & CXG). Then the operator K} =
TVoE, 0c(EQL) on L,(G)QRV is of finite rank and coincides with an integral
operator with an End V-valued C* kernel function K} which is given by

Ky, = p(eky ey (k)dk
for (x, ) GXG. The integral _f Trace K} (x, x)dx exists and we have
G
Trace K = j‘ Trace K} (x, x)dx.
G

For a proof, see [11, Proposition 6.1]. Notice that in [I1] the above fact
is stated for certain special K-modules, but it is easy to see that it holds for
any finite dimensional K-module V and under our general situation.

By means of this lemma, we have the following lemma which is implicitly
included also in [1T7].

LEMMA 8. For a K-finite function ¢ € C2(G), we have

Trace ny(p)—Trace y(p) = Trace R v —Trace K v,

where Trace ny, Trace ny are as in Theorem 1.

PROOF. We denote by 7, (resp. #y) the unitary representation on L,(SV),
(resp. Ly(%);). Then #, is obtained by the restriction of TV to L,(<V),;, and
we easily see that Trace @, (p) = Trace I?,‘; . In fact, the range of kg is con-
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tained in L,(<V); and the restriction of I?Z to L,(¢V), coincides with 7y (¢) by
definition. On the other hand, we have a bounded operator D;: L,(V),
— L,(W), in (1.2) and {#,(p), Zw(p)} is a system of endomorphisms commuting
with D;. By Lemma 7, #,(¢) and #w(¢p) are of finite rank, and by Lemma 6,
ww coincides with the representation on Ker (Dy)*. Hence by the lemma of
Atiyah and Bott (see [11, Lemma 6.1]), we have

Trace #,(¢)—Trace #y(¢) = Trace ny(go)T-Trace Tw(p) .

Since the left hand side is equal to Trace I?Z —Trace I?Z;V, we can complete

the proof. gq.e.d.
PROOF OF THEOREM 1. Under the assumption of Theorem 1, we first show

the equality
Xy(W)—Xw(h) = (—=1)% | 4,(1)|*Owias o) @
for heT’, where
ENOES T CET )
BsPp

for h=expHe<T (note that |4,(h)|®> is well defined for A= T). By the
assumption, we have

Xy ()R = 84+ A 3 3 (—D)@e(s)esherwr@ran
SEWg QCLp

for h=expHeT. Put p,=p—p;. Then it holds
2 (__1)]Q]es(2+pk+<Q>)(H)

QC Py
— 2 (_1)|Qles(;.-i-p)(H)e-spncmes«»m)
N QCPp
— es(2+p)(H)e-spn(H) H (l_esﬁ(H))
BEPy
— es(i.+p)<H) H (e—sﬁ(HNz__eS.B(H)/Z)

BePp
for HeY, s W, Since

BCHD/2 __ p-BCHD/2Y — SBCHD/2 __ ,=SBCHD/2
II (e e )= 1II (e e )
ﬁePn BEP,

for s€ Wg, we have
v ()= Xw(h) = ex(A+p)di(h) Ay (B) 35 e(s)er @D
s< [e]
= ex(A+0)| 4:(h)|2O;.1.,(h)

for h=exp He T, where O,,, is as in (2.1). Because

(—1re@+p) =a@+o)—Du  (n=-y dim G/K=|P,]),

we have the formula (1).
Secondly, for a K-finite function ¢ € C2(G), we have by Lemma 7,
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Trace I?},f —Trace IA(‘}Z’

= L(Trace K¥(x, x)—Trace K¥(x, x))dx
= dx { ek )y ()~ L () dl

=|Wol™ [ dxf sp(khk x| 4|y (W)~ Xw(R)dhdE, )

where the last equality follows from Weyl’s integral formula. When we put
D, (h) = A(h)O,(h) for heT’, @, then extends to T as a C* function and we
see from (1) that the integral (2) is equal to

(DR We| ™ | dxf (1" @y p()A(hY p(xkhk x)dhdk @
G TXK
where k=|P;|. Since ¢ is K-finite in C(G) (hence in C(G)), we know that
% is in C(G) (see [11, Lemma 3.2]). Therefore, in view of [6, Theorem 5],
the function defined by IA(h)lf |°0(xkhk~'x"Y)|dx for ke K, he T’ is bounded
G

in 77, which allows us to make use of Fubini’s theorem in (3). Hence if we
put

Fy(h)y= 4(h) fa f(xhx™Y)dx for fecG),
we see that the integral (3) is equal to
(D W | | Gucurn(h)Fo(h)dh . @

Here we note that F, is a C* function on 7” and the restriction of F, to each
connected component of 7T’/ extends to its closure as a continuous function

(see [11, §2]). Moreover, if v(Z)f spans a finite dimensional space when Z
runs over all elements in 3 (i. e. 3-finite), then

Ou( )= (=1 Wol| ™ | F(h)@ulli)dh

for w €&, (see [6, Lemma 797). Utilizing this fact, we have by (4)
Trace K¥ —Trace K = (—1)%0 0. ,,(0) .

By [11, Lemma 3.2], it holds €,u+p("¢¥) =Ouuspn(ep). Hence by Lemma 8, we
have
Trace ny(p)—Trace 7w (p) = (—1)% O 414 0y()
for every K-finite function ¢ € C3(G). Since K-finite functions are dense in
C3(G), we have
Trace 7y —Trace ny = (—1)%2 0 440 - q.e.d.
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§ 3. Realization of the discrete series.

This section is divided to four subsections. In (3.1), we give Lemma 9
which will be indispensable for our purpose. Though this lemma is proved
similarly to [11, Theorem 2], we must mind our general situation (see Remark
at the end of (3.1)). Subsection (3.2) is devoted to our main purpose, Theorem
2 and its In (3.3), we show the non-vanishing theorem for the
elliptic complexes over G/K constructed in [8] and in (3.4), we refer to the
realization of the discrete series by means of Schmid’s operator (Theorem 3).
We retain the situation and notation as in the previous sections.

3.1. For 2L, QC P,, let V¢ be an irreducible unitary K-module such
that '

[V =[2+<Q)].

Denoting by £ the Casimir operator of G, we shall consider the differential
operator v(£2) on the homogeneous vector bundle <V§ associated to V§ as in
§1. Put ‘

HR={feC(VRONLLVY; v()f={2+2p, 2> f}.
Thanks to the ellipticity of »(2), Hf is a closed invariant subspace of L,(cV Q).
It is known that HRC L,(cV ), from the recent result of Harish-Chandra (see
[11, the proof of Proposition 4.1]). For 4« L, put
Q:={Be€ P,; {A+p, B>>0}.
For 2L, se W, QC P, put

Ai(s, Q=Q>—p, KQ>+p—2LQ:>>
+< o, p>+2L 1y Po—<Qa>—5(0n—< Q7).

LEMMA 9. Ifei(A+px+<Q>)=0, then HE=0. If ex(A+p:+<Q>)+#0, then
there exists the unique element sfe Wg such that {sf(A+p+<Q>), ay >0 for
every a € P,. In this case, suppose that

(A0, 851> 5 A8, Q) for all S P.

Then HE=0, if Q-+ Q;.

PrROOF. The first half is clear since V=0 under the given assumption.
Under the assumption of the second part, suppose that Hf=+0. Let . be an
irreducible closed invariant subspace of Hf and n the representation on 9.
([r]=é&;). From Lemma 2, we then see that

([l K] : [A+<Q>1)#0.

When we denote by X, the infinitesimal character of z, we have
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by the same argument as utilized in the proof of Lemma 3.

Now, let g,=t@+ —1p be the compact real form of g° dual to g and &
the conjugation with respect to g,. Let {E,, H;; a4, i=1,---,1} be a base
of g¢ such that E, is an eigenvector for a root a € 4 and

B(Em E-a) =1 »
0E,= —E_,
for every a € 4, and that {H;; i=1,---,[} is an orthonormal base of §° with

respect to the Killing form B. We then have n(E,)*==(E_,) for a € P, and
n(Ep* = —n(E_p) for 8 < P,, where n(X)* denotes the adjoint operator of 7(X).
This follows from the fact that = is a unitary representation of G. Under
this base, we have

2= ;H%-{—}LE_,,EQ.

Let £, 1141 denote the subspace of all the elements in §, which transform
according to [44-<Q>] under n|K. Take a unit vector ¢ which is a highest
weight vector of some irreducible component in £, ;4. Then ¢ is a C=
vector under = and we have

() = X D¢
and

()¢ = p+2p0 1> ¢,
l

where 2,=>H?+ > E_.E, and p is the highest weight of [14+<(Q>].

i=1 aEPgu(—Pg)
For a notational simplification, we write s for s? in the lemma. Hence,

p=5(A+p+<Q>)—pi. Put P=(—sQ\Is(P,—Q;). Then we have P.\J(—P})

=P, J(—P,) and P;N(—P))=¢. For ye &, denoting by H, ° the unique

element of §° such that B(Hy, H)=y(H) for all H=}° we easily see that
.Q—.Qk . E E-pEﬁ

BEPRU(—Pp)
= Hyp +2 z E_zEg,
ﬁf:-Pﬂ
where 20, = (P}, since [Es E_g]l=Hp.
Under these preparations, we have
(D —n(R0)p = n(H,,/)p—2 3 a(Eg)*n(Ep)d,
BeP,
hence
—2 3 n(Egy*n(Egd =(2+2p, 2>—< p+2pk+2p07, )P .

gcp,

Since |¢||=1 where ||| denotes the norm of £., we have
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—2 2 |=(En ¢l

peP,
=< A+2p, A>— p+20x+2p0,, 1
= {2420, 1) —(A+ o+ QM)+ pp+207, S(A+px+{QD)—pr? -
Noticing that {Q;)= p,—s 'p., We see, after some computations, that

—2 % In(Ep@l* =242+ 0, {Q:—Q>—<Q—Q>> —Ai(s, Q) .

BEF,

If we assume that Q;+ Q, then (Q;—Q)J(Q—@Q;)# ¢. Hence, there exists
B € P, such that
{A+0,{Q:—0Q>—<Q—Q:>> =< A+p, B .

On the other hand, we have
A, QZ (A, (L@ Q— Q2>

because —23[n(Ep) ¢ll?=0. Therefore it must hold

545, Q=< 2+p, B

for some < P,, which contradicts the assumption. q.e.d.
REMARK. In [117, it is assumed that all the roots in P, are totally positive,
so that sp,=p, and sQC P, for s€ W,;. Hence the regularity condition of
A for the vanishing is obtained in a slightly simpler form in this case (see
11, Theorem 2]).
3.2. We put for AL

a; = —1*maX A<SIQ’ Q) ’
2 QCPp

where @Q runs over subsets in P, such that &(1+p;+<{Q@>)+0. We then have
THEOREM 2. Let 2 be a character of T such that 2+p& L’ and assume
that

|<A+p, BY1> ax for all BeP,.

Then the Hilbert space HR+ gives an irreducible unitary representation belonging
to the discrete series for G and its character is O ygsp).

PROOF. Put
V= P Vg,
QTPp, 6;(@=1
W= ) Ve,

QCTPp, §(@=—1

where 0,Q)=¢e,(A+p)er(A+px+{QX)(—1)'® and V2 is as in (3.1). Then it is
obvious that V, W satisfy the condition of Theorem 1. As an invariant
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differential operator D: L,(cV)— Ly(%), we consider D=0. In this case, the
representation spaces of =my, myw are L,(V), L.(W); respectively. Since
Trace ny—Trace ny = (—1)% 0,44, by Theorem 1, there exists a Q C P, such
that L,(?V§#), contains an irreducible closed invariant subspace $uc+p Which
gives a representation equivalent to w(i+p) < €. For the infinitesimal char-
acter Xyu+p Of w(A+p), we know that

xw(2+p)('g) = <2+2P: .

Hence it follows that i+ C HE In fact, for a C* vector f in Dyzspy WE
have v(£2)f=<{4A+2p, 4 f, which implies f HP. Since C* vectors are dense
in $u4+0 and HE is closed, the above assertion follows. On the other hand,
under the assumption for A4, we see that

HL=0 for every Q=+ Q;

from Lemma 9. Therefore it must hold that s C HA.
Assume next that ..., # H4. If we take an irreducible closed invariant
subspace . in Hfi contained in the orthogonal complement of 440, it holds

X(8)=<2+2p, 47,

where X, is the infinitesimal character of $,. Noting that £,.C L,(CVf1),, it
follows from Theorem 1 that there exists Q # Q; in P, such that L,(cV£),
contains an irreducible closed invariant subspace £, which gives a represen-
tation equivalent to the one given by .. Hence, by the same argument as
above, . C HE, which contradicts that H2=0. Therefore, Hf4 is irreducible
and gives a unitary representation equivalent to w(1+p) in &,. q.e.d.

Making use of Theorem 2, we shall state a procedure in order to realize
most of the discrete classes on the eigenspaces of the Casimir operator. For
a positive root system P in the root system 4, we put

_ 1 B
ap=-, ch:.aéwa(<<Q>;<Q>>+2<pk, Ou—5Pn)).
Here notice that P determines P,, px, p,. Choose a positive number a such

as
az=ap for all positive root systems P in 4.

COROLLARY. Take A& L’ such that |{A, B8>|> a for all non-compact roots
B. Choose a positive root system P such as P={acd; {4, a)<0}. Under
the linear order given by P, define p, Py, px as before and put A=A—p. Then
{A4+2p4, ad> =0 for all compact positive roots a € P,. Let V, be the irreducible
unitary K-module with lowest weight 2+2p,, and C=(<V,) (resp. L,(V3)) the space
of all Vivalued C* (resp. square-integrable) functions f on G such that f(gk)
=k7f(g) for g G, ke K. Put
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Pr={feC(VIN LV ; v f=<{2+2p, 2> f}.

Then the Hilbert space $; gives an irreducible unitary representation belonging
to the discrete series for G, and its character is O, = 0wt

PrROOF. We first notice the following. Let g be an integral linear form
for Py, i.e. 24y, a)/{a, a)> € Z for every a € P,. Then {p—ps, a>=0 for all
ae Py if {y, ) >0 for all « € P,. From this fact, it follows that {p,, > =0
for all a < P, because {p,a)>>0 for all « = P,. Now, by the definition,
{A2+p,ay <0 for all a € P,. Therefore {A+pi, a)=<{2+p, a)—p, a) <0
for all « = P,. Since 2-+p, is an integral linear form for P,, we have
{A+2p, > =0 for all e= P,. Hence one can consider the irreducible K-module
V., with lowest weight 1+2p,.

Secondly, under this outset, it is easy to see that [V;]=[41] and Q,=¢.
Hence 9, coincides with H# in Theorem 2. For 1 such that Q;=¢,

Ai(s, @) =KQ, KQX+2{ prs Pr—50n7 -

Hence, in our case, we have ap=a; where a; is as in Theorem 2. Therefore,
if |<{4, B>|>a for all non-compact roots B, we have |{A+p, 8>|> a; for all
B e P,, which implies the requirement by Theorem 2. g.e.d.

REMARK 1. In view of Harish-Chandra’s result cited in (2.1), the above
procedure in Corollary makes it possible to realize most of the discrete classes,
i.e. {o(A)sé&y; |<4, BY|>a for all non-compact roots S}.

REMARK 2. When the symmetric space G/K admits an invariant complex
structure and all the roots in P, are totally positive, Theorem 2 nearly
amounts to Proposition 9.1 in [11]. In more detail, under such an assumption,
one can introduce an invariant complex structure on G/K such as the anti-
holomorphic cotangent space at the origin ek is identified with the K-invariant
space b, =ﬁ§PCE,9 where Eg is as in (3.1). Let V, be the irreducible unitary

n

K-module with lowest weight 2+2p,. Then the associated homogeneous vector
bundle <v; over G/K has a structure of a holomorphic vector bundle. When
we consider the Laplace-Beltrami operator [0 for the Dolbeault complex
associated to the holomorphic vector bundle ¢V, we know that

0= —5 (@D —(2+2p, DD

as a differential operator on the homogeneous vector bundle associated to the
K-module V,;&® A%, which is regarded as the tensor bundle of (0, ¢) forms
(see [13], also [9]). Consequently, in this case, our realization using the
Casimir operator is equivalent to that in the framework of the square-
integrable cohomology space, which is established by Narasimhan and Okamoto
in [117]. In particular, the Hilbert space §; in Corollary coincides with the
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space of all square-integrable holomorphic sections of €, in the above case;
hence the corollary is included in Harish-Chandra’s realization in [4]. It is
known in [4] that the constant a; may be chosen as a,=0 in this case.
REMARK 3. When G/K admits no invariant complex structures (or an
element of P, is not totally positive), Theorem 2 and Corollary is a generali-
zation of Takahashi’s realization for the universal covering group of the de
Sitter group in [16]. Further, this method (the realization by means of the
Casimir operator) is indicated by Okamoto in [12]. We notice that, according
to [16], when G is the universal covering group of the de Sitter group, the
constant a in the corollary may be chosen as a=0, and in this case all the

discrete classes are realized by this method.

3.3. We shall here refer to a relation of the discrete series with the
elliptic complexes constructed in [8] over the symmetric space G/K. When
A€ L satisfies the condition that (A4 p;+<{Q>, a)> <0 for all a € P; and all
QC P,, we shall say that A satisfies the condition (#). We choose such a
special positive root system as follows. We say that a positive root system

P is admissible if
Bit - +BeFE it s

for any B, -+, B4 71+, 7+ € P, such that g=+r. It is known that there exists
an admissible positive root system in 4 (see [8, Lemma 3.2]). We keep an
admissible positive root system P and the linear order on 4 given by P fixed
in this subsection.

Under this situation, let V; be the irreducible K-module with lowest weight
A+2p;. Assume that 2 satisfies the condition (%) with respect to the admissible
positive root system P fixed above. Then for QC P,, [A+{Q)>] & is the
equivalence class of an irreducible K-module with lowest weight 1+2p0,+<Q>.

For g=1,-,n (n=—% dimG/K), put

Vi= @& Vg,
QI =¢. Q=Pp,
where V2 is as in (3.1). There then exist invariant first order differential
operators 9?: C(cV ) — C=(<v g™ for ¢=0,1,--+, n—1 (V{=V)) such that the
sequence ‘
g)o Ql Qn—l
0 —> C(V) — CH(VY) —> -+ —> C(W}) —> 0

is an elliptic complex over G/K (see [8, Theorem 3.1], where this complex is
called the (#)-complex associated to <vV;). We note that when G/K is a her-
mitian symmetric space, P is admissible if all roots in P, are totally positive.
Further, in this case the above elliptic complex is the Dolbeault complex for
the holomorphic vector bundle <, (cf. Remark 2 in (3.2)).
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Denoting by (99* the formal adjoint of 9?9 we define the ‘ square-
integrable cohomology space ” of this elliptic complex <V¥ as

H§(@H={fe L(VH; (9+(@)*) f=0},

where D2+(9?"1)* is extended maximally on L,(cV§) as in (1.2). We notice that

this definition coincides with that by means of the space of square-integrable

harmonic sections, i.e., the null space of the laplacian O=97" (@7 )*+(DY*D

This is shown by a technique similar to the one in because of the com-

pleteness of the invariant riemannian metric on G/K (cf. Lemma 4 in §1).
Let s, be the unique element in W such that s,P,= —P;. Put

b= = max Ay(se Q)
2 gcp,

where A; is as in (3.1).

As for the above square-integrable cohomology space of the elliptic
complex <%, the following proposition is a generalization of [13], in which
the non-vanishing theorem for the Dolbeault complex over a hermitian sym-
metric space is treated.

PROPOSITION. Assume that 2 < L satisfies the condition (§) and let Cy¥ be
the above elliptic complex for A. If |{A+p, B> >0,y for all B P,, then
Ha(cv¥) + 0 and an irreducible unitary representation of G equivalent to w(A-+p)
€ &, 1s realized on a closed invariant subspace of HR(CV¥).

PROOF. Put V= @ V§ and W= @ V& Consider an invariant dif-

g:even q: odd

ferential operator £:C*(cV)— C=(%) defined so that £ coincides with 97
4@ 1* on C(cyf) for each even ¢. Since

ex(A+p)e(A+ o +<Q ) =1
under the condition (#) for 4, the differential operator
L L() — L(W)

satisfies the condition of Theorem 1. So there exists ¢ such that HY<VY),

contains an irreducible unitary representation equivalent to w(1-+p), because

Ker £= & HH(<w¥) and Ker L*= E%d Hg(cv¥). On the other hand, since 4
q: o

g:even

satisfies the condition (#), the element sf in Lemma 9 for our A+<{Q) is s,.
Hence if |{2+p, BY|>b, for all B P,, HH{<V¥), contains no closed invariant
subspaces which give representations equivalent to w(14-p) when ¢#g¢; in view
of Lemma 9. The proposition follows immediately from these facts. q.e.d.

3.4. We shall now see that another realization of the discrete series is
obtained in a similar way. That is, most of the discrete classes are also
realized by means of a certain invariant first order differential operator
introduced by W. Schmid in [14]. We start with recalling the definition of
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this differential operator. Fix a positive root system P and the linear order
on the root system 4 given by P (P is not assumed to be admissible in the
sense of (3.3)). Define p° as in (2.1) and regard p»° as a K-module. We choose
an eigenvector Eg for a root 8 such that B(Es E_g)=1 where B is the Killing
form of g°. By the definition, we know p°= > CE;.

BEPRU(—Pp)

Let V; be the irreducible K-module with lowest weight 1+2p, and <,
the homogeneous vector bundle over G/K associated to V;. Denote by 2 the
homogeneous vector bundle associated to the K-module p°. We define an
invariant differential operator D: C*(¢V,)— C(V, R P) by

D= 3  w(E)QeE-p,
BEPRL(—Pp)

where e(E_g) € Hom (V,, V,®1° is a tensoring operator by E_g<° (for the
interpretation as a differential operator, see (1.1)). In view of (1.1), it is easily
seen that the above definition of D is well defined and independent of choice
of a base {Eg} under the condition B(Es E_g)=1. Let V} be the minimal
K-submodule of V,;®p° which contains every irreducible component of V,Qp°
with lowest weight 14-2p,+8 (8 P,) and U} that which contains every irre-
ducible component with lowest weight 24+2p,—8 (8 = P,). We then have the
unique direct sum decomposition

V@1 =Vi® U]

(see [14, §5]). Let p: C(V,;Q P)— C=(<V})) be the projection induced from
the projection V,®p°— V} for the above decomposition. The composition
D=poD is then an invariant first order differential operator from C=(<V))
into C*(cv})) and we call @ Schmid’s operator. Notice that the definition of
9 depends on choice of the positive root system P. As for this operator we
know

LEMMA 10. If A< L satisfies the condition (#) in the sense of (3.3), then @

is elliptic. Moreover, for ¢q=1,---,n (n_—_ %~ dim G/K), let Vi be a K-module
such that [V{]= @ EBQ . [A44@Q>] and put Wé= P VE(VI=V)), Wi= @m Vi
.- I

=q, QCPyp q:even

Then there exists an elliptic operator
L: C(WY) —> C(wW9
such that L|C=(<V) = 9.
For a proof, see [8, §3 and Lemma 6.1], where £:C(W%)— C=(W9 is
called the (¥)-complex for an arbitrary linear order on 4.
REMARK. When P is admissible, Schmid’s operator 9 coincides with 9°

in (3.3) and W§, W9 respectively coincide with V, W in the proof of Proposi-
tion in (3.3).
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Take A= L’ and choose a positive root system P such that P={ac4;
{4, a><0}. Put A=A—p. Then {A+2p;, a) =0 for all « = P, as is shown
in (3.2). We may therefore consider the irreducible unitary K-module V;
with lowest weight 2+42p;. For V,, we have Schmid’s operator 9 : C(<V,)
— C=(cV}) as above. Assume that A satisfies the condition (). Because of the
ellipticity of 9, the space ‘

S ={feCHVINLLV); Df=0}

is then a Hilbert space and gives a unitary representation z; of G. As for
(m;, 97, we see

LEMMA 11. Assume that A satisfies the condition (§) and that <A+2p,+8, )
<0 for all a € Py, B P,. Then we have

([mal K]: TV, H=1.

PrOOF. Consider the G-module &,={fe C*(Vy); 9f=0} through the
left translation. Let Y; be the subspace of &; spanned by all the elements
in &, which transform according to [V;]. When 2 satisfies the condition (%),
we see that {A+42p,, a) <0 for all a« € P, since {pi a)>0 for all a € P;.
Under these conditions combining with the last condition in the lemma, we
know that Y, is finite dimensional and irreducible as a K-module (see [14]
and [8, Theorem 6.2]). Since K ;C F, we see that ([7;|K]:[V;1)<1. q.e.d.

Now, we put

2= -%— max A;(s,, Q),

QcP,

o

where s, is as in (3.3). We notice that
" A(Se, Q) =<KQY, KQY>+2L pry Pa—S00r)

in this case, where the choice of P depends on 4 (or A) and so does c;.
THEOREM 3®. Let A be in L such that {A+p,a)<0. Assume that A
satisfies the condition in Lemma 11 for the compact positive roots and, moreover,
that |{2+p, BY1>c; for all B P,. Then I, gives an irreducible unitary repre-
sentation belonging to the discrete series for G and its character is @4,y
PrROOF. Consider the elliptic operator -£: L,(W$— L,(W%) in Lemma 10,
where £ is extended maximally as in (1.2). By the definition, the K-modules
W§, W9 satisfy the condition in Theorem 1. By the choice of 4, we have
g,=0 and therefore there exists an irreducible closed invariant subspace 9,
in Ker £ such that [7#]=w(1+p) in &;, where = denotes the representation
on 9.. Since [{A+p, BO|>c; for all B P, and Q,=¢, tnere are no closed

2) The result in Theorem 3 is communicated by Prof. Schmid. The proof ‘stated
here is due to the author.
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invariant subspaces in L,(cV ), for ¢ =1 which give representations equivalent
to w(A+p) in view of Lemma 9. Hence we have $.C L,(V,),. Since L|L,(V))
=9 and 9 is elliptic, we see that Ker £ N L,(V))=.9; which implies 9§,
C 9, By Lemma 2, we have ([#|K]: [V, 1)=1 and so ([7,;|K]: [V, ])=1
by the above result. On the other hand, under the condition of the theorem
we have ([7;|K]:[V;1)=<1 by Lemma 11. Hence ([7;|K]:[V]1)=1. Now,
since the representation space %, consists of C> (and actually analytic)
functions on G thanks to the ellipticity of 9, one can conclude from ([#;|K]:
[V.])=1 that =, is irreducible. This is shown quite similarly to [12, Prop-
osition 2]. Therefore we have .= 4,. q.e.d.

REMARK 1. There exists a positive number ¢, such that A satisfies the
condition of Lemma 11 if |{A4, a)|>c; for all a= P,. As in (3.2), one can
therefore choose a positive number c¢ such that A satisfies the condition of
the theorem if |{4, a)|>c for all roots @« = 4. For this reason, we may say
that Theorem 3 also gives a procedure in order to realize most of the discrete
classes.

REMARK 2. For a relation with the realization by means of the Casimir
operator, we remark the following. If A satisfies the condition of Theorem 3,
we then see that %, C $; where $, is as in Corollary in (3.2). As is shown
in the proof of Theorem 3, Theorem 1 and Lemma 9 are valid under this
condition. From this fact, it is easily seen that 9, is irreducible in the same
way as in Theorem 2. Hence 4,;=$,; and so the two procedures are mutually
equivalent.

REMARK 3. For the connected component of the identity of the gener-
alized Lorentz group SO(2n, 1) (or its universal covering group), the above
procedure realizes all the discrete classes, i.e. the constant ¢ in Remark 1
may be chosen as ¢=0 (see [8, Corollary to Theorem 6.3]). This is, however,
shown in a different way from here.

Hiroshima University
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Added in proof.

R. Parthasarathy has recently realized most of the discrete series by

means of Dirac operators. He has sharpened the vanishing theorem and
thereby constructed discrete classes under the less restrictive “regularity ”
condition.
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