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## § 1. Introduction.

Let $P(t)=\left(p_{j k}(t)\right), 0 \leqq t<\infty$, be the matrix of transition probabilities of a temporally homogeneous Markoff process with denumerable states. $P(t)$ has the properties:

$$
\begin{gather*}
p_{j k}(t) \geqq 0  \tag{1.1}\\
\sum_{k=1}^{\infty} p_{j k}(t)=1  \tag{1.2}\\
p_{i k}(s+t)=\sum_{j=1}^{\infty} p_{i j}(s) p_{j k}(t) . \tag{1.3}
\end{gather*}
$$

It is also known ${ }^{1)}$ that, under certain general conditions, $p_{j k}(t)$ satisfy the following Kolmogoroff's differential equations:

$$
\begin{align*}
& d p_{i k}(t) / d t=\sum_{j=1}^{\infty} p_{i j}(t) a_{j k},  \tag{1.4}\\
& d p_{i k}(t) / d t=\sum_{j=1}^{\infty} a_{i j} p_{j k}(t),
\end{align*}
$$

together with the initial condition

$$
\lim _{t+0} p_{j k}(t)=p_{j k}(0)=\delta_{j k}= \begin{cases}1, & j=k,  \tag{1.5}\\ 0, & j \neq k .\end{cases}
$$

Here $a_{j k}$ are constants satisfying the conditions

1) For example Feller [6], Doob [4], Hille [7],

$$
\begin{align*}
-a_{j j}=a_{j} & \geqq 0 ; \\
\sum_{k=1}^{\infty} a_{j k} & =0, \quad \text { that is, } \quad \sum_{j k} \geqq 0, \quad j \neq k,  \tag{1.6}\\
\sum_{k j} & =a_{j} .
\end{align*}
$$

Conversely let $a_{j k}$ be arbitrary constants subject only to the restriction (1.6). The integration of these differential equations in this case was treated by Feller [5] some time ago. ${ }^{2)}$ In the present paper we shall consider the same problem by means of the semi-group theory developed by Hille [7, 8] and Yosida [9, 10]. It will be convenient, however, to state here some of our results without referring to the language of the semi-group theory.
I. There exists at least one solution $P(t)=\left(p_{j k}(t)\right)$ satisfying (1.1), (1.3), (1.4), (1.4') and (1.5), Among these solutions there is a "minimum" one in a sense to be specified later (Lemma 9), which is uniquely determined and satisfies

$$
\sum_{k=1}^{\infty} p_{j k}(t) \leqq 1
$$

To express the condition that the equality sign holds in (1.2'), it is convenient to introduce the matrices $\left(b_{j k}^{(n)}(\lambda)\right)$ defined successively by

$$
\begin{align*}
& b_{j k}^{(1)}(\lambda)=b_{j k}(\lambda)=\left\{\begin{array}{ll}
0, & j=k, \\
a_{j k} /\left(\lambda+a_{j}\right), & j \neq k,
\end{array} \quad \lambda>0,\right.  \tag{1.7}\\
& b_{j k}^{(n+1)}(\lambda)=\sum_{i=1}^{\infty} b_{j i}^{(n)}(\lambda) b_{i k}(\lambda) .
\end{align*}
$$

Each element $b_{j k}^{(n)}(\lambda)$ is non-negative and the series appearing in this definition are convergent. The limits

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{k=1}^{\infty} b_{j k}^{(n)}(\lambda)=b_{j}(\lambda) \tag{1.8}
\end{equation*}
$$

exist, $b_{j}(\lambda)$ and $\lambda^{-1}\left[1-b_{j}(\lambda)\right]$ are non-increasing functions of $\lambda$.
II. With these notations, our minimum solution satisfies

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sum_{k=1}^{\infty} p_{j k}(t)=1-\lim _{\lambda \not 0} b_{j}(\lambda), \tag{1.9}
\end{equation*}
$$

2) Cf. further Doob $[2,3,4]$ and Feller [6],

$$
\begin{equation*}
\int_{0}^{\infty}\left[\sum_{k=1}^{\infty} p_{j k}(t)\right] d t=\lim _{\lambda \downarrow 0} \lambda^{-1}\left[1-b_{j}(\lambda)\right] \tag{1.10}
\end{equation*}
$$

In the last equality the value $\infty$ is permitted. In particular, (1.2) holds for a particular $j$ if and only if $b_{j}(\lambda)=0$ for every $\lambda>0$, or what is equivalent, for some $\lambda>0$.
III. In order that the minimum solution may satisfy (1.2) for all $j$, it is necessary and sufficient that one of the following equivalent conditions is satisfied:
(i) For every $\lambda>0, b_{j}(\lambda)=0$ for all $j$.
(ii) For every $\lambda>0$, there is no vector $\left(\zeta_{1}, \zeta_{2}, \cdots\right)$ with $0<\sup \left|\zeta_{j}\right|$ $<\infty$ satisfying the equations

$$
\begin{equation*}
\sum_{k=1}^{\infty} a_{j k} \zeta_{k}=\lambda \zeta_{j}, \quad j=1,2, \cdots \tag{1.11}
\end{equation*}
$$

In each of the statements (i), (ii), " every $\lambda>0$ " may be replaced by "some $\lambda>0$ ". If these conditions are satisfied, the solution $\left(p_{j k}(t)\right)$ is unique at least in a restricted sense ${ }^{3}$ (Theorem 3).

In the following sections $\S \S 2,3$ we shall prove some theorems concerning the semi-groups generated by the differential equations (1.4), (1.4'), from which the above results are easily deduced. In the last section $\S 4$, we shall treat some examples illustrating the use of these results.

It should be remarked that our theorems and their proofs are given in general terms of operator theory so that they are valid in any abstract ( $L$ ) space, ${ }^{4}$ provided that Lemmas 1 and 2 are taken as assumptions. The only exception is the last assertion $G \subset A$ of Theorem 1 which is proved by direct reference to concrete matrix representation. Thus our theorems may be applied to the integration of integrodifferential equations connected with Markoff processes with more than denumerable states such as treated by Feller [5] by a different method.

[^0]
## §2. Main theorem.

Roughly speaking, our problem is equivalent to constructing a semi-group of operators generated by the operator with the matrix $\left(a_{j k}\right)$. For this purpose we take $\mathfrak{X}=(l)$, the set of vectors $x=\left(\xi_{1}, \xi_{2}, \cdots\right)$ with the norm $\|x\|=\sum\left|\xi_{k}\right|$, as the basic Banach space ${ }^{5}$ (cf. Hille [7], p. 426). In $\mathfrak{X}$ the matrix ( $a_{j k}$ ) defines a linear operator $A$ in a natural way. The domain $\mathfrak{D}[A]$ consists of all $x=\left(\xi_{k}\right) \in \mathfrak{X}$ such that

$$
\eta_{k}=\sum_{j=1}^{\infty} \xi_{j} a_{j k}, \quad k=1,2, \cdots,
$$

are absolutely convergent and $\Sigma\left|\eta_{k}\right|<\infty ; A x$ is then defined to be equal to $y=\left(\eta_{k}\right)$.

The operator $A$ thus defined is not necessarily an infinitesimal generator of a semi-group. A complete solution to our problem from the viewpoint of semi-group theory would require the determination of all the contractions of $A$ which generate semi-groups. However, we can give here only a restricted solution to this problem.

Let $\left\{x_{j}\right\}$ be the canonical base of $\mathfrak{X}$, that is, $x_{j}=(0, \cdots, 0,1,0, \cdots)$, only the $j$-th component being equal to 1 . Then it follows easily from (1.6) that $x_{j} \in \mathfrak{D}[A], j=1,2, \cdots$. Let $\mathfrak{D}_{0}$ be the linear manifold spanned by $x_{1}, x_{2}, \cdots, \mathfrak{D}_{0} \in \mathfrak{D}[A]$. We define the operator $A_{0}$ as the contraction of $A$ with $\mathfrak{D}\left[A_{0}\right]=\mathfrak{D}_{0}$.

We can now state our main theorem.
Theorem 1. There is at least one positive semi-group ${ }^{6}$ of operators on $\mathfrak{X}$ of which the infinitesimal generator is an extension of $A_{0}$. Among these semi-groups there is a minimum one, ${ }^{7}\{P(t)\}, 0 \leqq t<\infty$, which is uniquely determined. $\{P(t)\}$ is a contraction semi-grou $p^{8)}$ with the generator $G$ such that $A>G>A_{0}$.

[^1]Before giving the proof of this theorem, we shall show that it implies the result I of $\S 1$. Let $p_{j k}(t)$ be the $k$-th component of the vector $P(t) x_{j}$. Then (1.1), (1.2'), (1.3) and (1.5) follow from the fact that $\{P(t)\}$ is a positive, contraction semi-group. (1.4) and (1.4') are direct consequences of the relations (cf. Yosida [9])

$$
d P(t) x_{i} / d t=G P(t) x_{i}=P(t) G x_{i}
$$

where $d / d t$ means strong derivative, for $x_{i} \in \mathfrak{D}_{0} \subset \mathfrak{D}[G], P(t) \mathfrak{D}[G] \subset \mathfrak{D}[G]$ and $A \supset G$. (Note that the matrices are to be multiplied in the reverse order to the corresponding operators !) It will be noted that the absolute convergence of the series on the right side of (1.4) is not directly clear, but it is a consequence of general theory.

Proof of Theorem 1. We shall now give the proof of Theorem 1 in the form of several lemmas. First we make some preliminary comments on the order relation in $\mathfrak{X}$. In $\mathfrak{X}$ there are defined positive vectors $x \geq 0$, the totality of which will be denoted by $\mathfrak{x}_{+}$. Consequently there are also defined positive linear operators $T \geq 0$ which transform positive vectors of $\mathfrak{D}[T]$ into positive vectors. The sum and the product of two positive, bounded linear operators ${ }^{9}$ ) are positive, and $0 \leq S \leqq T$ implies $\|S\| \leq\|T\|$. Further we make frequent use of the relation

$$
\begin{equation*}
\|x+y\|=\|x\|+\|y\| \quad \text { for } \quad x, y \in \mathfrak{X}_{+} . \tag{2.1}
\end{equation*}
$$

In particular it follows from (2.1) that, whenever $0 \leqq y_{1} \leqq y_{2} \leqq \cdots$ with sup $\left\|y_{n}\right\|<\infty$, there is a $y \in \mathfrak{X}_{+}$such that $y_{n} \rightarrow y$ strongly. And hence, if there is a sequence $S_{n}$ of bounded linear operators such that $0 \leqq S_{1} \leqq S_{2} \leqq \cdots$ with sup $\left\|S_{n}\right\|<\infty$, then there is a bounded linear operator $S \geqq 0$ such that $S_{n} \rightarrow S$ strongly.

We now introduce two auxiliary operators $H$ and $K . \quad-H$ is defined by the diagonal part of ( $a_{j_{k}}$ ); more precisely, let $\mathfrak{D}$ be the totality of $x=\left(\xi_{k}\right) \in \mathfrak{X}$ such that $\sum a_{k}\left|\xi_{k}\right|<\infty$, and define $H x=\left(a_{k} \xi_{k}\right)$ with domain $\mathfrak{D}[H]=\mathfrak{D}$. We note that $x_{j} \in \mathfrak{D}$ and hence $\mathfrak{D}_{0} \subset \mathfrak{D}$. Thus $\mathfrak{D}$ is dense in $\mathfrak{X}$. We write $\mathfrak{D}_{+}=\mathfrak{D} \cap \mathfrak{X}_{+}$and $\mathfrak{D}_{0+}=\mathfrak{D}_{0} \cap \mathfrak{X}_{+}$. The following lemma is now easily proved.

[^2]Lemma 1. a) For every $\lambda>0,(\lambda I+H)^{-1}$ is a bounded, ${ }^{9)}$ linear, positive operator with $\left\|(\lambda I+H)^{-1}\right\| \leqq \lambda^{-1}$. b) $H$ is a closed, linear, positive operator with domain $\mathfrak{D}$ dense in $\mathfrak{X}$. c) $H$ is the smallest closed extension of $H_{0}$, the contraction of $H$ to domain $\mathfrak{D}_{0}$. In other words, for each $z \in \mathfrak{D}$ there is a sequence $z_{n} \in \mathfrak{D}_{0}$ such that $z_{n} \rightarrow z$, $H_{0} z_{n}=H z_{n} \rightarrow H z$, where we can take $z_{n} \in \mathfrak{D}_{0+}$ if $z \in \mathfrak{D}_{+}$(for instance set $z_{n}=\left(\zeta_{1}, \zeta_{2}, \cdots, \zeta_{n}, 0,0, \cdots\right)$ for $\left.z=\left(\zeta_{1}, \zeta_{2}, \zeta_{3}, \cdots\right)\right)$.
$K$ is defined by the non-diagonal part of $\left(a_{j k}\right)$. We note that by (1.6)

$$
\sum_{k} \sum_{j \neq k}\left|\xi_{j} a_{j k}\right| \leqq \sum_{j}\left|\xi_{j}\right| \sum_{k \neq j} a_{j k}=\sum_{j} a_{j}\left|\xi_{j}\right|=\|H x\|
$$

for every $x=\left(\xi_{k}\right) \in \mathfrak{D}$. We can therefore define the operator $K$ by stipulating $\mathfrak{D}[K]=\mathfrak{D}$ and $K x=y=\left(\eta_{k}\right)$ with $\eta_{k}=\sum_{j \neq k} \xi_{j} a_{j k}$.

Lemma 2. $K$ is a positive linear operator and $\|K x\| \leqq\|H x\|$ for $x \in \mathfrak{D},\|K x\|=\|H x\|$ for $x \in \mathfrak{D}_{+}$.

This is obvious from the above inequality. Also we have

$$
\begin{equation*}
A>-H+K>A_{0}, \tag{2.2}
\end{equation*}
$$

and
Lemma 3. $B(\lambda)=K(\lambda I+H)^{-1}$ is a bounded, ${ }^{9)}$ linear, positive operator with $\|B(\lambda)\| \leqq 1$ and $0 \leqq B(\mu) \leqq B(\lambda)$ for $0<\lambda<\mu$.

Proof. The first part is clear from Lemmas 1 and 2, for $\left\|K(\lambda I+H)^{-1} x\right\| \leqq\left\|H(\lambda I+H)^{-1} x\right\| \leqq\|x\| \quad$ by $\quad 0 \leqq H(\lambda I+H)^{-1}=I-$ $\lambda(\lambda I+H)^{-1} \leqq I$. The second part follows from $B(\lambda)-B(\mu)=(\mu-\lambda)$ $B(\lambda)(\mu I+H)^{-1} \geqq 0$.

We now construct the semi-group $\{P(t)\}$ by a limiting procedure. For each $r$ with $0 \leqq r<1$ we define the operator $G_{r}=-H+r K$ with $\mathfrak{D}\left[G_{r}\right]=\mathfrak{D}$. Then the resolvent $R_{r}(\lambda)=\left(\lambda I-G_{r}\right)^{-1}$ exists for $\lambda>0$ and is a bounded ${ }^{9)}$ positive operator, for we have

$$
\begin{align*}
R_{r}(\lambda) & =(\lambda I+H-r K)^{-1}=(\lambda I+H)^{-1}[I-r B(\lambda)]^{-1}  \tag{2.3}\\
& =(\lambda I+H)^{-1} \sum_{n=0}^{\infty} r^{n} B(\lambda)^{n},
\end{align*}
$$

the series converging absolutely and every term being positive (Lemmas 1 and 3). Moreover, we have for every $x \in \mathfrak{D}_{+}$

$$
\begin{aligned}
\left\|\left(\lambda I-G_{r}\right) x\right\| & =\|(\lambda I+H-r K) x\| \geqq\|(\lambda I+H) x\|-r\|K x\| \\
& =\lambda\|x\|+\|H x\|-r\|K x\| \geqq \lambda\|x\|
\end{aligned}
$$

by Lemmas 1, 2 and (2.1). This implies $\left\|R_{r}(\lambda) y\right\| \leqq \lambda^{-1}\|y\|$ for every $y \in \mathfrak{X}_{+}$and hence for every $y \in \mathfrak{X}$. Thus we have

$$
\begin{equation*}
R_{r}(\lambda) \geqq 0, \quad\left\|R_{r}(\lambda)\right\| \leqq \lambda^{-1}, \quad \lambda>0 \tag{2.4}
\end{equation*}
$$

$G_{r}$ is therefore the infinitesimal generator of a positive contraction semi-group ${ }^{6)}\left\{P_{r}(t)\right\}, 0 \leqq t<\infty$, according to Hille [8] and Yosida [9]. Furthermore, since $R_{r}(\lambda)$ is for fixed $\lambda$ an increasing function (in the sense of order relation) of $r$ as is seen from (2.3), it follows from the inversion formula (Hille [8]) $P_{r}(t)=\lim _{n \rightarrow \infty}\left[n t^{-1} R_{r}\left(n t^{-1}\right)\right]^{n}$ that $P_{r}(t)$ is for fixed $t$ an increasing function of $r$. But as $\left\|P_{r}(t)\right\| \leqq 1$ for $0 \leqq r<1$, there exists for each $t \geqq 0$ a bounded linear operator $P(t)$ such that $P_{r}(t) \rightarrow P(t), r \uparrow 1$, strongly (see the remark above). Obviously we have $P(t) \geqq 0,\|P(t)\| \leqq 1, P_{r}(t) \leqq P(t)$. Actually we have

Lemma 4. $\quad\{P(t)\}, 0 \leqq t<\infty$, is a positive contraction semi-group. ${ }^{6)}$
Proof. The relations $P(s+t)=P(s) P(t)$ and $P(0)=I$ are the limits of the corresponding relations for $P_{r}(t)$. Since $P_{r}(t)$ is strongly continuous in $t$, the limit $P(t)$ is at any rate strongly measurable, and hence strongly continuous for $0<t<\infty$ (Hille [7], p. 183). It remains only to be shown that $P(t)$ is strongly continuous at $t=0$. Let $\varepsilon>0$ and $x \in \mathfrak{X}_{+}$. Since $P_{0}(t)$ is strongly continuous at $t=0$, there is a $\delta>0$ such that $\left\|P_{0}(t) x-x\right\|<\varepsilon / 2$ for $0 \leqq t<\delta$. For such $t$ we have $\| P_{r}(t) x$ $-P_{0}(t) x\|=\| P_{r}(t) x\|-\| P_{0}(t) x\|\leqq\| x\|-\| P_{0}(t) x\|\leqq\| x-P_{0}(t) x \|<\varepsilon / 2$, where we have used (2.1) for $P_{0}(t) x \geqq 0$ and $P_{r}(t) x-P_{0}(t) x \geqq 0$. Hence $\left\|P_{r}(t) x-x\right\| \leqq\left\|P_{r}(t) x-P_{0}(t) x\right\|+\left\|P_{0}(t) x-x\right\|<\varepsilon / 2+\varepsilon / 2=\varepsilon$. Since this is true for every $r<1$ as long as $t<\delta$, we can let $r \uparrow 1$ and obtain $\|P(t) x-x\|<\varepsilon$ for $0 \leqq t<\delta$. This shows that $P(t) x \rightarrow x, t \downarrow 0$, for every $x \in \mathfrak{X}_{+}$, and hence for every $x \in \mathfrak{X}$, that is, $P(t)$ is strongly continuous at $t=0$.

Lemma 5. $\quad P_{r}(t) \rightarrow P(t), r \uparrow 1$, holds strongly and uniformly in each finite interval of $t$.

Proof. The proof is the same as in the classical theorem of Dini. If the convergence $P_{r}(t) x \rightarrow P(t) x$ were not uniform in some finite interval of $t$ and for some $x \in \mathfrak{X}_{+}$, there would exist sequences $r_{n}$ and $t_{n}$ such
that $t_{n} \rightarrow t_{0}, r_{n} \uparrow 1,\left\|P\left(t_{n}\right) x-P_{r_{n}}\left(t_{n}\right) x\right\| \geqq \varepsilon_{0}>0$. Since the vector in \| \| and $P_{r_{n}}\left(t_{n}\right) x$ are both positive, we have by (2.1) $\left\|P\left(t_{n}\right) x\right\|-\left\|P_{r_{n}}\left(t_{n}\right) x\right\|$ $=\left\|P\left(t_{n}\right) x-P_{r_{n}}\left(t_{n}\right) x\right\| \geqq \varepsilon_{0}$. On the other hand we have $0 \leqq P_{r_{m}}\left(t_{n}\right) x$ $\leqq P_{r_{n}}\left(t_{n}\right) x$ for $m<n$, so that $\left\|P_{r_{m}}\left(t_{n}\right) x\right\| \leqq\left\|P_{r_{n}}\left(t_{n}\right) x\right\| \leqq\left\|P\left(t_{n}\right) x\right\|-\varepsilon_{0}$. Letting $n \rightarrow \infty$ for fixed $m$ and making use of the strong continuity of $P_{r_{m}}(t)$ and $P(t)$ already proved, we get $\left\|P_{r_{m}}\left(t_{0}\right) x\right\| \leqq\left\|P\left(t_{0}\right) x\right\|-\varepsilon_{0}$, which contradicts the fact that $P_{r_{m}}\left(t_{0}\right) x \rightarrow P\left(t_{0}\right) x$. Thus we have proved that the convergence $P_{r}(t) x \rightarrow P(t) x$ is uniform for each $x \in \mathfrak{X}_{+}$, and hence also for each $x \in \mathfrak{X}$.

Lemma 6. Let $G$ be the infinitesimal generator of the semi-group $\{P(t)\}$ and let $R(\lambda)=(\lambda I-G)^{-1}$ be its resolvent. $R(\lambda)$ exists for $\lambda>0$ and $\|R(\lambda)\| \leqq \lambda^{-1}, 0 \leqq R_{r}(\lambda) \leqq R(\lambda), 0 \leqq r<1$, and $R_{r}(\lambda) \rightarrow R(\lambda), r \uparrow 1$, strongly for each $\lambda>0$.

Proof. That $R(\lambda)$ exists for $\lambda>0$ and $\|R(\lambda)\| \leqq \lambda^{-1}$ is a direct consequence ${ }^{10)}$ of Lemma 4. For every $x \in \mathfrak{X}$ we have ${ }^{10)} R(\lambda) x-R_{r}(\lambda) x$ $=\int_{0}^{\infty} \exp (-\lambda t)\left[P(t) x-P_{r}(t) x\right] d t$. Dividing the integral $\int_{0}^{\infty}$ into two parts $\int_{0}^{a}+\int_{a}^{\infty}$ with sufficiently large $a$ and making use of the uniform convergence $P_{r}(t) x \rightarrow P(t) x$ in $0 \leqq t \leqq a$ (Lemma 5) and the uniform boundedness $\left\|P_{r}(t)\right\| \leqq 1,\|P(t)\| \leqq 1$, it follows easily that $R_{r}(\lambda) x \rightarrow R(\lambda) x$ strongly for $r \uparrow$. That $R_{r}(\lambda) \leqq R(\lambda)$ follows at once from the above expression or, more directly, from the fact that $R_{r}(\lambda)$ is an increasing function of $r$ as we have already noted. ${ }^{11)}$

Lemma 7. For every $\lambda>0, R^{(n)}(\lambda) \equiv(\lambda I+H)^{-1} \sum_{m=0}^{n} B(\lambda)^{m} \rightarrow R(\lambda)$, $n \rightarrow \infty$, strongly.

Proof. It follows from (2.3) and Lemma 6 that

$$
\begin{equation*}
R_{r}^{(n)}(\lambda) \equiv(\lambda I+H)^{-1} \sum_{m=0}^{n} r^{m} B(\lambda)^{m} \leqq R_{r}(\lambda) \leqq R(\lambda) \tag{2.5}
\end{equation*}
$$

10) Hille [7], [8],
11) Obviously we can prove directly the existence of $R(\lambda)=.\lim _{r \uparrow 1} R_{r}\left(\lambda_{1}\right)$ and then define $P(t)$ through $R(\lambda)$. However, the proof of the fact that $R(\lambda)$ thus defined is the resolvent of a closed linear operator $G$ with dense domain is not very simple. For this reason we have chosen the indirect way presented here.
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Letting $r \uparrow 1$ we get $R^{(n)}(\lambda) \leqq R(\lambda)$. But as $R^{(n)}(\lambda)$ is increasing with $n$, strong $\lim R^{(n)}(\lambda) \equiv R^{\prime}(\lambda)$ exists by the remark above and $R^{\prime}(\lambda)$ $\leqq R(\lambda)$. On the other hand, we have $R_{r}^{(n)}(\lambda) \leqq R^{(n)}(\lambda) \leqq R^{\prime}(\lambda)$ and hence $R_{r}(\lambda)=\lim _{n \rightarrow \infty} R_{r}^{(n)}(\lambda) \leqq R^{\prime}(\lambda), \quad R(\lambda)=\lim _{r \uparrow 1} R_{r} \leqq R^{\prime}\left(\lambda_{1}\right) \quad$ by (2.3) and Lemma 6. Thus we have $R(\lambda)=R^{\prime}(\lambda)$.

Lemma 8. $G$ is a closed extension of $-H+K$ and, a fortiori, of $A_{0}$.

Proof. Since $B(\lambda)=K(\lambda I+H)^{-1}$ by definition, $R^{(n)}(\lambda)$ can be written as $R^{(n)}(\lambda)=(\lambda I+H)^{-1}+(\lambda I+H)^{-1}\left[\sum_{m=0}^{n-1} B(\lambda)^{m}\right] K(\lambda I+H)^{-1}=(\lambda I$ $+H)^{-1}+R^{(n-1)}(\lambda) K(\lambda I+H)^{-1}$. Hence we have, for any $x \in \mathfrak{D}, R^{(n)}(\lambda)(\lambda I$ $+H) x=x+R^{(n-1)}(\lambda) K x$. The limit $n \rightarrow \infty$ gives by Lemma $7 R(\lambda)(\lambda I$ $+H-K) x=x$. This shows that $\mathfrak{D}[G]$ ( $=$ the range of $R(\lambda)$ ) contains $x$ and that $(\lambda I-G) x=(\lambda I+H-K) x$. In other words $G>-H+K . G$ is closed since it is the infinitesimal generator of a semi-group.

Lemma 9. If there is a semi-group ${ }^{6)}\left\{P^{\prime}(t)\right\}, 0 \leqq t<\infty$, such that $P^{\prime}(t) \geqq 0$ and its infinitesimal generator $G^{\prime}$ is an extension of $A_{0}$, then $P^{\prime}(t) \geqq P(t), 0 \leqq t<\infty$.

Proof. First we note that $G^{\prime}$ is also an extension of $-H+K$. In fact, for each $z \in \mathfrak{D}$ there is a sequence $z_{n} \in \mathfrak{D}_{0}$ such that $z_{n} \rightarrow z$, $H z_{n} \rightarrow H z$ (Lemma 1). It follows that $\left\|K\left(z_{n}-z\right)\right\| \leqq\left\|H\left(z_{n}-z\right)\right\| \rightarrow 0$, $A_{0} z_{n}=(-H+K) z_{n} \rightarrow(-H+K) z$. But as $G^{\prime}$ is a closed extension of $A_{0}$, we have $z \in \mathfrak{D}\left[G^{\prime}\right]$ and $G^{\prime} z=(-H+K) z$, that is, $G^{\prime}>-H+K$. Now the resolvent $R^{\prime}(\lambda)=\left(\lambda I-G^{\prime}\right)^{-1}$ exists for sufficiently large $\lambda$ and is a bounded linear operator. ${ }^{10)}$ We have $R^{\prime}(\lambda)-R_{r}(\lambda)=R^{\prime}(\lambda)\left(G^{\prime}-G_{r}\right) R_{r}(\lambda)$, for $R_{r}(\lambda) \mathfrak{X}=\mathfrak{D} \subset \mathfrak{D}\left[G^{\prime}\right]$ by what is just proved. But as $G^{\prime}-G_{r}=-H$ $+K-(-H+r K)=(1-r) K$ in $D$, we have $R^{\prime}(\lambda)-R_{r}(\lambda)=(1-r) R^{\prime}(\lambda)$ $K R_{r}(\lambda) \geqq 0$, for $R^{\prime}(\lambda), K$, and $R_{r}(\lambda)$ are all positive. It follows that $R^{\prime}(\lambda) \geqq R_{r}(\lambda)$ and hence, by letting $r \uparrow 1, R^{\prime}(\lambda) \geqq R(\lambda)$. This in turn implies that $P^{\prime}(t) \geqq P(t)$ by the inversion formula used above.

Lemma 10. $G$ is a contraction of $A$.
Proof. It follows from the definition of $R^{(n)}(\lambda)$ and $B(\lambda)$ (Lemmas 3 and 7) that

$$
\begin{equation*}
(\lambda I+H)^{-1} K R^{(n)}(\lambda)=R^{(n+1)}(\lambda)-(\lambda I+H)^{-1} \tag{2.6}
\end{equation*}
$$

Letting $n \rightarrow \infty$ and noting Lemma 7, we get $(\lambda I+H)^{-1} K R^{(n)}(\lambda) \rightarrow R(\lambda)$ $-(\lambda I+H)^{-1}$ strongly. Let $y \in \mathfrak{X}_{+}$and set $R(\lambda) y=x, \quad R^{(n)}(\lambda) y=x^{(n)}$.

Then we have $(\lambda I+H)^{-1} K x^{(n)} \rightarrow x-(\lambda I+H)^{-1} y$. Also we have $0 \leqq x^{(1)}$ $\leqq x^{(2)} \leqq \cdots$ and $x^{(n)} \rightarrow x$. In terms of components, these imply

$$
\left(\lambda+a_{k}\right)^{-1} \sum_{j \neq k} \xi_{j}^{(n)} a_{j k} \rightarrow \xi_{k}-\left(\lambda+a_{k}\right)^{-1} \eta_{k}
$$

or

$$
\sum_{j \neq k} \xi_{j}^{(n)} a_{j k} \rightarrow\left(\lambda+a_{k}\right) \xi_{k}-\eta_{k}, \quad k=1,2, \cdots
$$

and $0 \leqq \xi_{j}^{(1)} \leqq \xi_{j}^{(2)} \leqq \cdots \leqq \xi_{j}^{(n)} \rightarrow \xi_{j}$. Since $a_{j k} \geqq 0$ for $j \neq k$, we obtain

$$
\sum_{j \neq k} \xi_{j} a_{j k}=\left(\lambda+a_{k}\right) \xi_{k}-\eta_{k} \quad \text { or } \quad \sum_{j} \xi_{j}\left(\lambda \delta_{j k}-a_{j k}\right)=\eta_{k},
$$

the series being absolutely convergent. This shows that $x \in \mathfrak{D}[A]$ and $(\lambda I-A) x=y$. Thus we have shown that $R(\lambda) y \in \mathfrak{D}[A]$ and $(\lambda I-A)$ $R(\lambda) y=y$ for $y \in \mathfrak{X}_{+}$, and hence, for all $y \in \mathfrak{X}$. Since $R(\lambda)=(\lambda I-G)^{-1}$, this proves that $A>G$.

Summing up the results of these lemmas, the proof of Theorem 1 is complete.

## § 3. Conditions for norm-preservation.

In this section we shall obtain some conditions that $\|P(t) x\|=\|x\|$ hold for a particular $x \in \mathfrak{X}_{+}$, or for all $x \in \mathfrak{X}_{+}$.

Theorem 2. For every $x \in \mathfrak{X}_{+}$and $\lambda>0$, the limit $b(\lambda ; x)=\lim _{n \rightarrow \infty}$ $\left\|B(\lambda)^{n} x\right\|$ exists. For fixed $\lambda, b(\lambda ; x)$ is a positive-linear function of $x$. For fixed $x$, it is either identically zero or a strictly positive, nonincreasing function of $\lambda$. $\|P(t) x\|$ is also a non-increasing function of $t$, and

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\|P(t) x\|=\|x\|-\lim _{\lambda+0} b(\lambda ; x), \quad x \in \mathfrak{X}_{+} . \tag{3.1}
\end{equation*}
$$

$\lambda^{-1}[\|x\|-b(\lambda ; x)]$ is also a strictly positive, decreasing function of $\lambda$ for $0 \neq x \in \mathfrak{X}_{+}$, and

$$
\begin{equation*}
\int_{0}^{\infty}\|P(t) x\| d t=\lim _{\lambda+0} \lambda^{-1}[\|x\|-b(\lambda ; x)], \quad x \in \mathfrak{X}_{+}, \tag{3.2}
\end{equation*}
$$

where the value of both sides may be $\infty$.
Corollary. Let $x \in \mathfrak{X}_{+}$. In order that $\|P(t) x\|=\|x\|$ for $0 \leqq t$ $<\infty$, it is necessary that $B(\lambda)^{n} x \rightarrow 0, n \rightarrow \infty$, for every $\lambda>0$, and it is sufficient that this is true for some $\lambda>0$.
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Proof. We base our proof on the formulas

$$
\begin{equation*}
\|R(\lambda) x\|=\int_{0}^{\infty} \exp (-\lambda t)\|P(t) x\| d t, \quad x \in \mathfrak{X}_{+} \tag{3.3}
\end{equation*}
$$

which follows from the fundamental formula ${ }^{10} \quad R(\lambda) x=\int \exp (-\lambda t)$ $P(t) x d t$ by making use of (2.1), and

$$
\begin{equation*}
I+K R^{(n)}(\lambda)=(\lambda I+H) R^{(n)}(\lambda)+B(\lambda)^{n+1} \quad\left(=\sum_{m=0}^{n+1} B(\lambda)^{m}\right) \tag{3.4}
\end{equation*}
$$

which is a direct consequence of the definitions of $R^{(n)}(\lambda)$ and $B(\lambda)$. Since each term of (3.4) is positive, we have for $x \in \mathfrak{X}_{+}$

$$
\|x\|+\left\|K R^{(n)}(\lambda) x\right\|=\lambda\left\|R^{(n)}(\lambda) x\right\|+\left\|H R^{(n)}(\lambda) x\right\|+\left\|B(\lambda)^{n+1} x\right\| .
$$

Since $x \in \mathfrak{X}_{+}$implies $R^{(n)}(\lambda) x \in \mathfrak{D}_{+}$, we have $\left\|K R^{(n)}(\lambda) x\right\|=\left\|H R^{(n)}(\lambda) x\right\|$ by Lemma 2, and these terms cancel out. On letting $n \rightarrow \infty$ and noting that $R^{(n)}(\lambda) x \rightarrow R(\lambda) x$ (Lemma 7), we thus obtain

$$
\begin{equation*}
\|x\|=\lambda\|R(\lambda) x\|+\lim _{n \rightarrow \infty}\left\|B(\lambda)^{n} x\right\|=\lambda\|R(\lambda) x\|+b(\lambda ; x), \quad x \in \mathfrak{X}_{+} \tag{3,5}
\end{equation*}
$$

Also it follows from (3.3) and (3.5) that

$$
\begin{align*}
\|x\|-b(\lambda ; x) & =\lambda \int_{0}^{\infty} \exp (-\lambda t)\|P(t) x\| d t,  \tag{3.6}\\
b(\lambda ; x) & =\lambda \int_{0}^{\infty} \exp (-\lambda t)(\|x\|-\|P(t) x\|) d t . \tag{3.7}
\end{align*} \quad x \in \mathfrak{X}_{+} .
$$

That $b(\lambda ; x)$ is positive-linear in $x$ is clear from (3.7). If $b(\lambda ; x)=0$ for some $\lambda>0$, then (3.7) shows that $\|P(t) x\|=\|x\|$ must hold for all $t$, for $\|P(t) x\| \leqq\|x\|$ in any case and $\|P(t) x\|$ is a continuous function of $t$. Then (3.7) implies in turn that $b(\lambda ; x)=0$ for all $\lambda>0$. Thus $b(\lambda ; x)$ is either identically zero or strictly positive for every $\lambda>0$. Since $0 \leqq B(\mu) \leqq B(\lambda)$ for $\lambda<\mu$ by Lemma 3, it follows that $0 \leqq B(\mu)^{n} x$ $\leqq B(\lambda)^{n} x$ for $x \in \mathfrak{X}_{+}$and hence $\left\|B(\mu)^{n} x\right\| \leqq\left\|B(\lambda)^{n} x\right\|, \quad b(\mu ; x) \leqq b(\lambda ; x)$, that is, $b(\lambda ; x)$ is a non-increasing function of $\lambda$. Since $0 \leqq b(\lambda ; x)$ $\leqq\|x\|, \lim _{\lambda \downarrow 0} b(\lambda ; x)$ exists and lies between 0 and $\|x\|$.
(3.1) now follows immediately from (3.6) if we note that $\|P(t) x\|$ is a non-increasing function of $t$ by $\|P(t+s) x\|=\|P(s) P(t) x\| \leqq\|P(t) x\|$.
(3.6) also shows that $\lambda^{-1}[\|x\|-b(\lambda ; x)]$ is a decreasing function of $\lambda$ for $x \neq 0$, and on letting $\lambda \downarrow 0$ we get (3.2). This completes the proof of Theorem 2.

We note that the assertions of II of §1 follow immediately from Theorem 2 and its Corollary; we have only to note that $b\left(\lambda ; x_{j}\right)$ $=b_{j}(\lambda)$.

Theorem 3. In order that $\{P(t)\}$ be a transition semi-group, ${ }^{12)}$ it is necessary and sufficient that one of the following equivalent conditions be satisfied:
(i) For every $\lambda>0, B(\lambda)^{n} \rightarrow 0, n \rightarrow \infty$, strongly.
(ii) For every $\lambda>0$, the characteristic equation $A_{0}^{*} x^{*}=\lambda x^{*}$ has no solution $x^{*} \neq 0$, where $A_{0}^{*}$ is the adjoint of $A_{0}$ defined in $\mathfrak{X}^{*}$, the conjugate space of $\mathfrak{X}$.
(iii) For every $\lambda>0$, the range of $\lambda I-A_{0}$ is dense in $\mathfrak{X}$.

In each of these statements, "every $\lambda>0$ " may be replaced by " some $\lambda>0$ ". When these conditions are satisfied, $\{P(t)\}$ is the only semigroup of which the infinitesimal generator is an extension of $A_{0}$.

Proof. That (i) is a necessary and sufficient condition and that " every" may be replaced by "some" in (i) follow immediately from the Corollary to Theorem 2. Also it is clear that (ii) and (iii) are equivalent for any fixed $\lambda$, since $\left(\lambda I-A_{0}\right) \mathfrak{D}_{0}$ is dense in $\mathfrak{X}$ if and only if there is no $x^{*} \neq 0$ of $\mathfrak{X}^{*}$ which is orthogonal to $\left(\lambda I-A_{0}\right) \mathfrak{D}_{0}$.

We next show that (i) and (iii) are equivalent for any fixed $\lambda$. (3.4) shows that $B(\lambda)^{n} \rightarrow 0$ is equivalent to $(\lambda I+H-K) R^{(n)}(\lambda) x \rightarrow x$ for each $x \in \mathfrak{X}$. Since $R^{(n)}(\lambda) x \in \mathfrak{D}$, this implies that $(\lambda I+H-K) \mathfrak{D}$ is dense in $\mathfrak{X}$. But $\left(\lambda I-A_{0}\right) \mathfrak{D}_{0}=(\lambda I+H-K) \mathfrak{D}_{0}$ is dense in $(\lambda I+H-K) \mathfrak{D}$ as is easily seen by taking the sequence $z_{n} \rightarrow z$ used in the proof of Lemma 9. Hence $\left(\lambda I-A_{0}\right) \mathfrak{D}_{0}$ is dense in $\mathfrak{X}$ if $B(\lambda)^{n} \rightarrow 0$.

Conversely let $\left(\lambda I-A_{0}\right) \mathfrak{D}_{0}$ be dense in $\mathfrak{X}$. Then $(I-B(\lambda)) \mathfrak{X}$ is dense a fortiori, for $[I-B(\lambda)] \mathfrak{X}=[I-B(\lambda)](\lambda I+H) \mathfrak{D}=(\lambda I+H-K) \mathfrak{D}$ $>\left(\lambda I-A_{0}\right) \mathfrak{D}_{0}$. Set $B_{n}(\lambda)=(n+1)^{-1}\left[I+B(\lambda)+\cdots+B(\lambda)^{n}\right]$. Then we have $B_{n}(\lambda)[I-B(\lambda)] x=(n+1)^{-1}\left[I-B(\lambda)^{n+1}\right] x \rightarrow 0, n \rightarrow \infty$, for each $x \in \mathfrak{X}$ by $\|B(\lambda)\| \leqq 1$. Since $[I-B(\lambda)] \nsupseteq$ is dense in $\mathfrak{X}$ and $B_{n}(\lambda)$ are uniformly bounded by $\left\|B_{n}(\lambda)\right\| \leqq 1$, we see that $B_{n}(\lambda) \rightarrow 0$ strongly. But as all $B(\lambda)^{m} \geqq 0$ and $\left\|B(\lambda)^{n} x\right\|=\left\|B(\lambda)^{n-m} B(\lambda)^{m} x\right\| \leqq\left\|B(\lambda)^{m} x\right\|$, we have

[^3]$\left\|B_{n}(\lambda) x\right\|=(n+1)^{-1} \sum_{m=0}^{n}\left\|B(\lambda)^{m} x\right\| \geq\left\|B(\lambda)^{n} x\right\|$ provided $x \in \mathfrak{X}_{+}$. Hence we have $B(\lambda)^{n} x \rightarrow 0$ for every $x \in \mathfrak{X}_{+}$and this implies that $B(\lambda)^{n} \rightarrow 0$ strongly. Thus we have shown that (i) and (iii) are equivalent.

The last assertion of Theorem 3 follows from (iii). (iii) implies that the domain of $\left(\lambda I-A_{0}\right)^{-1}$ is dense in $\mathfrak{X}$. If $G>A_{0}$ is an infinitesimal generator of a semi-group, ${ }^{6)}$ the resolvent $(\lambda I-G)^{-1}$ must be a bounded ${ }^{9}$ extension of $\left(\lambda I-A_{0}\right)^{-1}$ at least for sufficiently large $\lambda$. Hence it is uniquely determined and the same is true for $G$ and the semigroup itself. This completes the proof of Theorem 3.

The proposition III of $\S 1$ is only a translation of Theorem 3 into matrix language. In fact, since $B(\lambda)^{n}$ are uniformly bounded and $\left\{x_{j}\right\}$ form a fundamental set of $\mathfrak{X}, B(\lambda)^{n} \rightarrow 0$ holds strongly if and only if $B(\lambda)^{n} x_{j} \rightarrow 0, j=1,2, \cdots$. (1.11) is the expression of $x^{*}\left[\left(\lambda I-A_{0}\right) x_{j}\right]=0$ if we set $x^{*}=\left(\zeta_{1}, \zeta_{2}, \cdots\right)$ with $\left\|x^{*}\right\|=\sup \left|\zeta_{j}\right|$.

## § 4. Examples.

We here discuss some simple examples to illustrate the results stated in $\S 1$. For brevity we shall speak of a regular problem if the conditions of III (or those of Theorem 3) are satisfied and a singular problem otherwise.

Example 1. Let $\sup a_{j}=a<\infty$. Then it follows easily that $\sum b_{j k}^{(n)}(\lambda) \leqq[a /(\lambda+a)]^{n}$, that is, $\|B(\lambda)\| \leqq a /(\lambda+a)$ and $\left\|B(\lambda)^{n}\right\| \leqq[a /(\lambda$ $+a)]^{n}$. Hence $b_{j}(\lambda)=0, j=1,2, \cdots$, and the problem is regular.

ExAmple 2. Let $a_{j k}=0$ for $k>j$ (triangular matrix with zeros above the main diagonal. The " death process " ${ }^{13)}$ belongs to this case). Then we have $b_{j k}(\lambda)=0$ for $k \geqq j$ and hence $b_{j k}^{(n)}(\lambda)=0$ for $k \geqq j-n+1$. For fixed $j$, we have therefore $b_{j k}^{(n)}(\lambda)=0$ for all $k$ if $n$ is sufficiently large. Thus $b_{j}(\lambda)=0$ and the problem is regular.

EXAMPLE 3. Let $a_{j, j+1}=a_{j}=-a_{j j}$, all other $a_{j k}=0$ (the "birth process"). ${ }^{13)}$ Then we have $b_{j, j+1}(\lambda)=a_{j} /\left(\lambda+a_{j}\right)$, all other $b_{j k}(\lambda)=0$. It follows that $b_{j, j+n}^{(n)}(\lambda)=\prod_{m=0}^{n-1} a_{j+m} /\left(\lambda+a_{j+m}\right)$, all other $b_{j k}^{(n)}(\lambda)$ being zero. Thus $b_{j}(\lambda)=0$ and (1.2) holds for a particular $j$ if and only if $\sum_{m=0}^{\infty} a_{j+m}^{-1}$ $=\infty$ (where we have to set $a_{m}^{-1}=\infty$ whenever $a_{m}=0$ ). Thus the pro-
13) Cf. Feller [6], Chap. 17.
blem is regular if and only if either $a_{k}=0$ for infinitely many $k$ or the series $\sum_{n=N}^{\infty} a_{n}^{-1}$ diverges for such $N$ that $a_{n}>0$ for $n \geqq N .^{13)}$

Let us consider the case $\sum_{m=0}^{\infty} a_{m+j}^{-1}<\infty$ in more detail. In this case we have $b_{j}(\lambda)=\lim _{n \rightarrow \infty} b_{j, j+n}^{(n)}(\lambda)=\left[\prod_{m=0}^{\infty}\left(1+\lambda a_{j+m}^{-1}\right)\right]^{-1}=1-\lambda \sum_{m=0}^{\infty} a_{j+m}^{-1}+O\left(\lambda^{2}\right)$ for small $\lambda$. It follows from (1.9) and (1.10) that

$$
\lim _{t \rightarrow \infty} \sum_{k=1}^{\infty} p_{j k}(t)=0, \quad \int_{0}^{\infty}\left[\sum_{k=1}^{\infty} p_{j k}(t)\right] d t=\sum_{m=0}^{\infty} a_{j+m}^{-1} .
$$

Example 4. Let $a_{j k}=0$ for $k>j+1$ (this example includes Examples 2 and 3 and also the " birth and death process" ${ }^{13}$ ) as special cases). The explicit calculation of $b_{j}(\lambda)$ seems to be difficult. But we can apply the criterion (1.11), which can be solved in this case successively as

$$
\zeta_{j+1}=a_{j, j+1}^{-1}\left[-\sum_{k=1}^{j-1} a_{j k} \zeta_{k}+\left(\lambda+a_{j}\right) \zeta_{j}\right]
$$

(for simplicity we assume that $a_{j, j+1}>0$ for all $j$, though the contrary case offers no difficulty). Making use of (1.6) this can be written as

$$
\begin{equation*}
\zeta_{j+1}-\zeta_{j}=\lambda a_{j, j+1}^{-1} \zeta_{j}+a_{j, j+1}^{-1} \sum_{k=1}^{j-1} a_{j k}\left(\zeta_{j}-\zeta_{k}\right) . \tag{4.2}
\end{equation*}
$$

Thus all $\zeta_{j}$ are determined up to the factor $\zeta_{1}$, which may be assumed to be $\geqq 0$. If $\zeta_{1}>0$, we see from (4.2) by induction that $0<\zeta_{1}<\zeta_{2}<\cdots$. On adding (4.2) from $j=1$ to $j=n$, we get

$$
\xi_{n+1}-\zeta_{1}=\lambda \sum_{j=1}^{n} a_{j, j+1}^{-1} \zeta_{j}+\sum_{k=1}^{n-1}\left[\sum_{j=k+1}^{n} a_{j, j+1}^{-1} a_{j k}\left(\zeta_{j}-\zeta_{k}\right)\right] .
$$

If the problem is to be singular, we must have $\sup \zeta_{n}<\infty$ and hence $\sum_{j=1}^{\infty} a_{j, j+1}^{-1}<\infty$ and $\sum_{j=k+1}^{\infty} a_{j, j+1}^{-1} a_{j k}<\infty$ for each fixed $k$. Again, (4.2) implies $\zeta_{j+1}-\zeta_{j} \geqq a_{j, j+1}^{-1}\left(\sum_{k=1}^{j-1} a_{j k}\right)\left(\zeta_{j}-\zeta_{j-1}\right)$ so that it is necessary for $\sup \zeta_{n}<\infty$ that $a_{j, j+1}^{-1} \sum_{k=1}^{j-1} a_{j k}<1$ for infinite number of $j$. Thus we see that the problem is regular if at least one of the following conditions is satisfied:
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$$
\begin{equation*}
\sum_{j=1}^{\infty} a_{j, j+1}^{-1}=\infty ; \quad \sum_{j=2}^{\infty} a_{j, j+1}^{-1} a_{j 1}=\infty ; \quad \sum_{j=3}^{\infty} a_{j . j+1}^{-1} a_{j 2}=\infty, \tag{4.3}
\end{equation*}
$$

$$
a_{j, j+1}^{-1} \sum_{k=1}^{j-1} a_{j k} \geq 1 \quad \text { for all sufficiently large } j
$$

On the other hand, we have from (4.2) $\zeta_{j+1} \leqq\left[1+\lambda a_{j, j+1}^{-1}+a_{j, j+1}^{-1}\right.$ $\left.\sum_{k=1}^{j-1} a_{j k}\right] \zeta_{j}$. It follows that $\sup \zeta_{n}<\infty$ and hence that the problem is singular if both of the following conditions are satisfied:

$$
\begin{equation*}
\sum_{j=1}^{\infty} a_{j, j+1}^{-1}<\infty \quad \text { and } \quad \sum_{j=1}^{\infty}\left[a_{j, j+1}^{-1} \sum_{k=1}^{j-1} a_{j k}\right]<\infty . \tag{4.4}
\end{equation*}
$$

Of course there is a gap between the conditions (4.3) and (4.4) so that we have not obtained a necessary and sufficient condition for regularity, even in the case of simple birth and death process where $a_{j, j-1}, a_{j j}$ and $a_{j, j+1}$ are the only non-zero elements.
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[^0]:    3) The uniqueness of the solution is not proved in the usual sense, and it is not clear if our minimum solution is identical with that obtained by Feller [5], though this is quite plausible. Also it is not verified if the condition III is equivalent to the corresponding condition of Feller [5].
    4) Birkhoff [1], p. 254.
[^1]:    5) (l) may be either real or complex. For definiteness' sake we shall assume hereafter that it is real. It will be noted that the semi-group theory can be developed in a real Banach space as well as in a complex one, at least so far as concerns those results used in the present paper, although it appears to be customary in the literature to assume complex Banach spaces.
    6) In the present paper we mean by a "semi-group" always a one-parameter semigroup of bounded linear operators $U(t)$ on $\mathfrak{X}$ which is defined and strongly continuous for $0 \leqq t<\infty$ with $U(0)=1$ (cf. Hille [8], Yosida [9]]). It is positive if $U(t) \geqq 0,0 \leqq t<\infty$.
    7) In the sense of order relation. See Lemma 9.
    8) $\{U(t)\}$ is a contraction semi-group if $\|U(t)\| \leqq 1,0 \leqq t<\infty$.
[^2]:    9) By a bounded linear operator we mean one with domain $\mathfrak{X}$ unless otherwise stated.
[^3]:    12) That is, $\|P(t) x\|=\|x\|$ for all $x \in \mathfrak{X}_{+}$and $0 \leqq t<\infty$.
