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On mixed boundary value problems for functlons ‘
analytic in a simply-connected domain

By Yusaku KoMATU

(Received June 5, 1953)

1. Formulation of problem.

In the preceding papers” we have dealt with a mixed boundary
value problem in potential theory. In case the unit circle laid on the
z-plane is taken as the basic domain, the previous problem has been
formulated as follows: To determine a function #(z) harmonic and
bounded in the unit circle |z|<1 and satisfying the boundary condi-
tions

u(e®)=U,;(p) for a;<p<lby,

12
Qﬁ‘é(_j'_l:—vj(q,) for b;<p<aj.a

@n+1 being supposed to be coincident with @;+2+ and 9/6» =0/0v,
denoting the differentiation along the inward normal at ¢i*. The pre-
scribed boundary functions U;(e) and V() are supposed, for instance,
continuous and bounded over their respective intervals of definition.

It has been shown that the solution of the problem is surely ex-
istent and uniquely determined and further that it can be represented
by the integral formula

m

u@=—= 2" U(0)- 2 1g 10", 2)1dy

2m 71 Ua;

-V gleEr, 2ide).

Here, @ (¢, z) denotes the function mapping |¢£]|< 1 schlicht and con-
formally onto the exterior of the unit circle cut along # radial slits
starting orthogonally at points on the unit circumference in such a way
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that the arcs |¢|=1, a;< arg & < b; (j=1, -, m) correspond as the whole
to the unit circumference, while the arcs |¢|=1, ;< arg&<aj.i
(j=1,---, m) correspond to the radial slits, and it is further normalized
at a preassigned parameter point {=z such as (¢{—z)@(&,z)—1 for
&—z. :

In the present Note we shall deal with another mixed boundary
value problem on analytic functions, which is closcly related to the
above-mentioned one on harmonic functions and has been once, together
with the latter, discussed by A. Signorini.?’ The problem is to determine
a function

f(2)=u(2)+1ii(2)

analytic and bounded in the unit circle |z|<1 and satisfying the
boundary conditions '

u(ci")y=U;(9) for a;<~gp<b;,
S(eiN=0 () for b, <gp"a;.,

a,,., coinciding here again with ay+2w and the boundary functions
U;(p) and U ;(p) being supposed, for instance, continnous and bounded
in their rvespective intervals of definition; u(z) and i (2) represent, of
course, the real and imaginary parts of f(2).

The close relation between the present problem and the former
one will recadily be suggested by a heuristic consideration. Namely, if,
in particular, the solution f(z) of the present problem remains regular
even on the boundary |z|=1, then a Cauchy-Riecmann equation implies

Gu(cl") . 0o (e’) :_0;((/,) for bj<(/)<aj+1 G=1,--,m).
ov o
The harmonic function #(z)=Wf(z) is, therefore, the solution of the
former problem in which the boundary functions V;(¢) (7=1,---,m) are
replaced by the —U}(¢), respectively. Conversely, denoting by #(2)
a harmonic function conjugate to the solution #(z) of the former pro-
blem, the function defined by f(z)=wu(z) +i#(z) is then the solution of
the present problem in which the boundary functions U ;(¢) (j=1,---,m)

1

are replaced by the U;(b;)— V.V,-(\.Ir)dxlf, respectively, the U;(b;)
I)J J

-

(7=1,---,m) being the constants to be determined suitably.
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On the other hand, in connection with the last-mentioned fact, we
are now in position to emphasize that there exists an essential difference
between two problems. In fact, the boundary functions U;(¢) and
Vi(p) (7=1,--,m) of the former problem can be prescribed quite in-
dependently, i.e., with no functional restriction among them, while the
boundary functions U;(¢) and T ;(¢) (j=1,--,m) of the present pro-
blem must be subjected to certain relations, provided i is greater than
1, in order that the existence of a solution is assured. In fact, as
already pointed out by A. Signorini and also shown in the following
lines, certain m—1 definite rclations are necessary and sufficient for
the existence of a solution.

Although A. Signorini has once discussed the present problem in
detail, it seems his results are not yet of completely explicit nature.
Accordingly, it will not be quite useless to attempt here again deriving
an explicit integral formula for the solution more concretely in terms
of the familiar canonical mapping functions.

The simpler cases of the former problem where there exist merely
one or two pairs of the boundary arcs bearing alternately the boundary
values of the desired function itself and of its normal derivative have
been treated in the preceding paper in particular details. The corres-
ponding cases of the present problem will be also illustrated in details
by expressing the kernels contained in the general formula concretely
in terms of elementary or clliptic functions.

We shall confine oursclves throughout the present Note to the case
where the prescribed boundary functions are continuous and bounded
in their respective intervals of definition. However, our integral re-
presentation of the solution, which will be derived in the following
lines under these assumptions, defines surely a definite analytic function
regular in |z|< 1, provided the boundary functions are merely supposed
integrable and of order o(]¢—c|™'?) at every junction ¢ =c of the ad-
jacent arcs. Consequently, the converse problem will arise successively.
Though we shall omit the precise discussion of the last problem, it will
readilly be verified that the function thus defined satisfies, in general,
the boundary conditions almost everywhere and further that it satisfies
them surely at every continuity point of the boundary functions.

Finally, it would especially be noticed that owur problem remains
invariant under any conformal mapping. Namely, if the basic domain
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lz]<1 is mapped, by means of an analytic function z= z(2), onto a

domain D laid on the 2-plane, then the solution f(z) of the original
problem is transferred into the function fe)=f (2(2)) analytic and

bounded in D and satisfying the boundary conditions
RI@)=U,(p) for z(s)=e", a;<p<by,

. '=1’..., .
IfF@)=U;(p) for z(2)=e®, b;<p<ajn v ™)

Thus, it depends on a mere convenience to restrict the basic domain
to the unit circle, and the result covers the case of any simply con-
nected basic domains too.

2. Construction of solution.

It may previously be noted that the unicity assertion for the solu-
tion of our present problem is quite evident, provided once its existence
is established. In fact, we have only to remember that, in general, a
function fy(2)=wuy(2)+i#(z) analytic and bounded in |z|<1 and satisfy-
ing the boundary conditions

u(e¥)=0 for a;<p<b;,
#y(ei*)=0 for b;<<@p<aj,

must reduce to the constant 0, a fact which is quite obvious.
For a later use, we notice further that the apparently weaker
boundary conditions

u(e’*)=e; for a;<<o<b;,
#,(e*)=0 for b;<p<aj.

the e; being constant, imply also the constancy of the function f;(z),
a fact which can be readily verified, based on the assertion that any
point set laid on m straight lines parallel to the imaginary axor on
the real axis alone cannot be the boundary of a bounded domain.
We first propose to construct an integral representation for the
solution under the assumption that it exists at any rate. The conditions

for its existence will be spontaneously obtained during our following
procedure.

(j:l,---, m)

(j=1,--,m),
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Let now »V(z, ) denote the harmonic measure of the boundary
part consisting of (both banks of) the arcs

IE1=1, a;<arg¢<bd; (j=1,-,k—1) and e, <arg¢{ <o,

for any parametric value ¢ with a.<@ <b,., with respect to the fixed

m-ply connected slit domain laid on the ¢-plane and bounded by m
circular slits

=1, a;se<b;  (G=1,m).

Let &V (z, ») be a harmonic function conjugate to ¥ (z, »); for instance,
we may put

D o
r'I)(l)(Z, q))z jz( aw gz_’A 7)) dy__ _a_ci’ (_Z’__¢) dx> , Z2=x+ iy .
0 0x oy

Consider then an analytic function defined by

Fr@=uP@)+ia® @)=3 [T U@ d (o P)+ia V(@ 9)) -

7

It is regular and bounded in |z|<{1 and satisfies the boundary condi-
tions
u‘“(e"‘")= Uj(¢) for aj<¢<b_,- ,

(j:]n“" m) .
ou(e?)

for bj<99<aj+1
v

The latter relations may be verified, for instance, by remembering the
- symmetry property of the harmonic measure o7, i.e.

0P (1/Z, ¥)=wP(z, ¥),

an identity which implies immediately

awméei"’,\lr),____o for b_,-<¢<aj+1_ - (j=1,---,m).
14

These relations further yield that #’(ef’) remains constant for every
value of @ with b;< @< a;,;.. Consequently, we put

a®(ei)=a; for b;<@¢<aja (F=1,-,m).
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Next, let »®(z, ¢2) denote the harmonic measure of the boundary
part consisting of (both banks of) the arcs

1&1=-1, b,~argt~aj. (j=1,,k—1) and b, arg ¢ <,

for any paramctric value ¢ with b, ¢ a,.;, with respect to the fixed
m-ply connected slit domain laid on the ¢-planc bounded by m: circular
slits

1&l=-1, bjlarge~a;, (j=-1,-,m).
Let @ (z, ¢) be a harmonic function conjugate to w'? (z, ¢); it is defined,
for instance, by

2 /o~ (D) ~ (2
D@ (2, ) == ( ( G0z, 9) dy- % (z, ¢) dx ) , z—x+1iy.
Yoo 0ox ay 2

Consider then an analytic function defined by

f(Z) (Z) - ij,(Z) (Z) _ l'lt‘Z)(Z)

7

m a;, ~ . - 9

: ‘\_1‘1 gb] [(J/’j((/))—-'((_,-) (l'(w‘h(Z, ) +ia'?(z, ‘/’)) .

J- o

It is regular and bounded in |z|<"1 and satisfies the boundary condi-
tions

()= (p)—a, for b~ p<a;.,, (7=-1 )
J==1,0,m).

"\,»:(2) eiw’ B
(o> A( ) :O for a_}<(/)/-b,/

ov

Thus, «#*'(e’¥) remaining constant for every value of ¢ with a7 ¢ <bj,
we put )
u? () —p,; for a;<p<b; (7=1,---,m).

We then consider the analytic function defined by
f@)==u(2)+i(2)=fV(2) + if ® (2) + 5.
Its real and imaginary parts being then given by
uR)=uV2)+u?(2)+ B,

Z(2)=aW(2)+a?(2),
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respectively, they satisfy the boundary conditions

ue’)=U;(p)—R;+B, for a;<p<lb;,
(j:]-’“" ”l) .
z(ct)=U ; (@) for b;<<p<aj,
In view of the unicity assertion announced above, it is readily

concluded that a necessary and sufficient condition for the existence of
a solution is expressed by m—1 relations

BIZBZ: Tt :181): ’

the solution is then uniquely determined. .

In the following lines we confine ourselves merely to the case
where the last-mentioned condition for existence is surely fulfilled.
The solution is then represented in its full form by

f(2) :‘-'jé; {jij Uj((/)) d(wm (2, @)+ial(z, cp))

+i [T O =5) d(0® @ ) +io® (e, )} +4,

the constants «; and @, being given by
m. by » .
a’_;‘—‘:}J: j Ud(q) d(b(l)(ez(bj+0), @),
K< a,
Mmool g~ \ ~ D (il it D)
B2 | (O p) ) da (a0, g) .

We make here, by the way, a preparation, in order that we shall
bring later the solution just obtained into another clear form. Consider
now the problem to determine a function

g(2)==v(2) +iv(z2)
analytic and bounded in |z|<_1 and satisfying the boundary conditions
U(ei“’):Uj(Vl) for bj(t‘/)<aj+1,

| (j=1,-,m).
(e*)=—U;(p) for a;<p<b;
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Again in virtue of the unicity assertion, the solution is evidentiy given

by
g(2)=—if(2).

Hence, applying the above result to g(z), we may write the solution of
the original problem also in the form

flz)= é{ﬁj (U;(@)+v;) d(0P (2, @) +iaV (2, 9))
+1 S:J:'*l (jj(qz) d(w<z>(z, @)+ ia?(z, ¢))} +1i8;,

" the constants v; and §; being given by

& (a1 5 ~(2) ( pila;+0)
'Yj—zl b Ux(?)dw (e 7 ’¢))

m by, .
81_:2 S (—— Ux(q))_'yx) da)(l)(et(bj+0), ¢) .
k=1 a,
A necessary and sufficient condition for the existence of a solution may
also be expressed in the form
S1=8,="" =8

Comparison of both representations derived above for f(z) implies
now immediately the relations
m 5. m aji1
$10; [ do® @, p)=F s | 45?2, 9) + 1,
7=1 aj j=1 bj

m f‘bj ~ D m aj.1 @
S| 7 de® (e @) +hi=—21a;)," " do®(z 9).
s=1 a; j=1 L

Thus, the solution is also representable in the form

F@=3{[" U;(0) d(0® (2, 9) +iP (@ 9)) + 0,5 ? do® (2, 9)

J

+is'aj+1 ﬂj(¢) d(w(Z)(Z, ¢)+i5)(2)(z, ¢))___iajj'ajddw(z)(2.', ¢)} .
5 %5
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3. Another expression for the solution.

We now propose to bring the expression of the solution derived
just above into another more clear form in terms of the functions
mapping the basic domain onto certain canonical domains. The main
task is to establish the connections of the harmonic measures and their
harmonic conjugates availed above with such canonical maps.

At the beginning of the present paper we have introduced a cano-
nical mapping function @(¢,z). Together with it, we further introduce
another function # (¢, z) mapping |¢|<"1 schlicht and conformally onto
the exterior of the unit circle cut along m radial slits starting ortho-
gonally at points on the unit circumference in such a way that the
arcs |¢|=1, b;<arg¢<aj;,; (j=1,--, m) correspond as the whole to
the unit circumference, while the arcs 1¢1=1, a;<arge<b; (=1, -,
m) correspond to the radial slits, and it is moreover normalized at a
parameter point {=z such as (¢ —z) w (¢, 2)—1 for ¢—z.

Both functions @ (¢, z) and # (¢, 2) can be prolonged analytically, by
means of the inversion principle, beyond the arcs 1¢1=1, a;<arg &<b;
and |¢|=1, b;< arg §<aj.;, respectively, the defining equations for
prolongation being, of course, given by

@ (1/%, 2)=1/9(t, 2), v (1/¢, 2)=1/w(¢, 2).

Consequently, the function ¢(t,z) or w(¢, 2) may also be characterized
as the one which maps the whole plane cut along m circular slits
181=1, b;<argt<a;., (j=1,--,m) or along m circular slits 1&1=1,
a; < arg § < b; (j=1,---, m), respectively, onto the whole Dblane cut along
m vadial slits centred at the origin in such a manner that the Doints

=z and £=1/zZ correspond, in either case, to the point at infinity and
the origin, vespectively, and further that the same normalization at =z,
as stated above, is preassigned. It will also be evident that the func-
tions thus prolonged satisfy the further functional equations

O(VE1/2)=—29(t,2), (172, 1/2)= —2w (&, 2).

We are now in position to state the main theorem of the present
Note:

The solution of our mixed boundary value Droblem is represented
by the integral formula
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f@= 1 8% v a(—aroe arilg e, 2)1)
27 =1 Vg

+i3:j+l(7j(f/))d(—arg (e, z)+ilg|@(e”, Z)l)} ,

J

provided the condition for the existence of the solution is Sfulfilled.
We begin with considering the harmonic measure o’(z, ). It

satisfies, as a function of z=#c* harmonic in |z|<(1, the boundary
conditions

. 1 for a;<76<b; (j=1,-1,«—1) and @< 6<_¢,
w® (e, )= {
0 for p <6< b, and a; < 0<b; (j=«+1,-,m),

dw (e, p)

=( for b1<0<ia_yvl (j:;]_’---’ 7”)
ov

for any value of ¢ with a,< @ <_b,, 8/6 v=:5/3v, denoting the differ-
entiation along the inward normal at ¢°. Hence, applying the formula
referred to at the beginning of the present paper which remains valid

for the boundary functions with a finite number of jumps, we get,
for a,<p<b,

k=1 rb. A . ¢
0Dz, p) =22 53[0 2 1gleee, alao+ 1 [T 21gloer, 2)lde
27 7 1J)e; ov 27 Ja, Ov
__ 1 (2 o 1 [¥ i
o %lsljdarg o (e*, z) o jaxdarg @ (e, 2).

In view of an evident relation @(eti,z)==¢@ (ei%i+1,z), it further becomes

_ 1 o (", 2)
(¢)) z, = —_>_ar . ,
o'V (2, @) o g o (e 2)

a relation which connects »?(z, ) with @(e’¥,z) and is independent
of «.

Quite similarly, we obtain a corresponding connection
1 y(e”, 2)

@ (z, )= ————ar :
0 ?(z, 9) o 28 (ot )
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Our next step is to investigate a harmonic conjugate of the har-
monic measure. For that purpose, we consider, for a while, any analytic
function regular in the closed unit circle. Let it be f*(2)=u*(2)4 %" (2),
and put

u(e)=Uj(p) for a;<p<b;,
(j=1,--,m).
& (e)=U7 (p) for b;<p<aju

Since f*(z) is supposed regular even along the unit circumference, there
holds a Cauchy-Riemann relation

ou* e’¢ R 4 ~ 5 .
() - _08™€™) 739 for by <p<a;u (=1, m).
ov op

The integral formula for the solution of the former mixed bound-
ary value problem implies thus

m b . .
w@=5=3{["Ur(e) 7 12100, 2)1dy
2 1 «; ov

m J= 7
'aj'l F 7%/ ‘o
+j Ui'(p)1glo(c ,z)ld«/)}
by

=— L% {jb" Ui (p)darg ¢ (e”, z)+ rj

27w =1 Ve

T (p)dlg | @e, 2)] }

b;

On the other hand, applying the general formula derived in the last
section, we have

u*(2)=Nf*(2)

=3 |7 (U () +0}) do® @ o= [V O3 (9 da® @ 9 |,
j-1 (lj ;

J
the constants v} being defined by

7= 33 | Ox () da? (@, @)

k=1 X

By virtue of the relation already established between o and ¢@, the
last equation for #*(z) becomes
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w@)=—3{ L[ U5 (p)darg o, 2+ [ U3 (p)da?(2, 9) |

27 a; bj

_'i, 1 arg @ (et z) Z j K+l U*(¢)dw‘2’(e‘(" 0 o)

i=1 2mr P (efej, z) ==1
=— =3 {[7 uspaargo(e, 2+ [ 03 (9)d (2ra®(z, )
27 j=1 Ua; b; ’ '

m ib,
+ 37 5@ (6@ @) ar ¢(e. <, Z) )} .
2 8% p)arg o (o 2)

Comparing this expression with the previous one for #*(z), we
obtain

0= ﬁ j:iu o (ga)d(r‘b‘z’(z, @)

Jj=1 7

23;- E &')‘2)(6'(a +0)’ ¢) arg ggz:ax z; 2}1. lg |¢(e"“’, z)l)

=3 {[U?(¢)<5‘2’(z, p) +—L 3150 (a0, o) arg D€ 2)

i=1 27 K'l @ (e, 2)

— gy 1o ) [7 = [V (576 9)

1 & o a0 P(ei%,z) 1 i AT
5 2 8%(e, p)arg 0@z 2n g |0(e*,2)| )dO; (90)}.

Since U} () may be chosen here as a boundary function along a; <o
<(b; of any function #*(z) regular harmonic in [z] <1, the fundamental
lemma in the calculus of variations in its slightly extended form implies
thus the identity

52 (2, @)+ L S1a® (e, p) arg D02 _ 1 1g1g(ex, 2|
27 =1 o (e ‘“x 2) 2

Quite similarly, we conclude a corresponding relation

"‘1’(z ?)+ ; g &P (it ¢)a rg- Y;f(fe"‘;:lzj) 2};- lg | (e, 2)] .
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The differentials with respect to @ of the last two equations, after
multiplied by f i(®) and Uj;(o), respectively, integrated over b; to a;.,
and a; to b, respectively, and then added with respect to 7, imply
the relations

3 P ORERICRORS S g SLICRP

F=1

1 j“’“ﬁ (p)d g | @ (e, 2)],

1% Ui (p)da® (2, 9)— e[ do (@ 9)

i=1Jay b,

=_21_§‘,= j I U;(p)dlg |w(e®, 2)|.

Substituting these relations, together with those obtained above
between »® and ¢ and between »® and z, into the formula at the
end of the last section, we reach really the desired formula to be
proved.

4. Case of a single pair of arcs.

If there exists merely a single pair of boundary arcs bearing
respectively the prescribed boundary values of the real and imaginary
parts of an analytic function to be determined, the kernels contained
in the integral representation of the solution can be explicitly expressed
within the range of elementary functions. Let the proposed problem
be formulated as follows: To determine a function f(2)=u(z)+in(2)
analytic and bounded in |z|<1 and satisfying the boundary conditions

u(e®)=U(p) for alp<b,
#e)=U(p) for b<p<a+2m,

the functions U(p) and U (@) being supposed continuous and bounded
in their respective intervals of definition.

We first remember the formula on the solution of the corresponding
mixed boundary value problem
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4u(2)=0 in 2| <1,
u(?)=U(p) for a<o<b,
aue”) _y

P) for b<op<atlmr.
ov
In our previous papers® it has been solved in two apparently different

but mutually equivalent ways. We prefer here, for instance, the
formula of the form

ei(ZfP—a—b)/d

: b /5 —pia 1/ 7 — pib
u(2)= f){{—z—lf‘g U((/)) , . , - Vz—ceit WZ e (l(/)
e (Sin P Csin 07 ) z—c
2 2/
a+2r
1" vie
m Jb
(e«b—a)/s(sin _</':_b_>1’2 V z2—¢ia + c—i<b—a)/3<sin Pa ) g )
Xlg oo T - 7727 T T b_ Rt 2 / d(/}} ,
sin 24 (z— o)

the square roots 1¥z—ei@ and 1”7z—ei® denoting here and below the
branch which attains the values i¢i*?> and i¢®?, respectively at the
origin.

We consider accordingly an analytic function defined by

FO2)=uP(2)+izzP(z)

1 oi2e-a-b)/4 /

. VU((/)) R z—cia } z— pib d
2m Ja ‘e op—a .. b—o 12 z— ¢
sin sin - e
2 2

9 .

It is evidently regular and bounded in |z|<{1 and further satisfies the
boundary conditions

uP(e?)=U(yp) for a<p<b,

7V (e*)=0 for b p<a+2r.
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In fact, the first relation is immediate from the definition of £ (z),
while the second will be derived by actual computation; namely, we
get, for b<¢<"a+ 2,

2 ()= =1 " () RETRT
“ « - ﬁs v i 12
am (sin ‘#;asiné;w)
jpiterat ('Sin v—a )1.,2 foiterid (/Sin (/,)—__b "‘)]/2
' 2 7 ; av
ci 2 gin ¢ —r
. sin ?~% gin ¥ ~b 12
=3 H'ow 2 2 L ay—0
V2n ‘\” ( V—a . by | =y )
sin V% sin 2 sin 7V

We next consider an analytic function £'%'(z) obtained by replacing
a, b, U(y) in the expression of f'1'(z) by b, a 27, U(g), respectively.
Since 1 z—c"'?" must then be identified with —1 z—¢ie, we accord-
ingly get

f!2)(z) e ,‘;7,(13)(2) . Z'Z'l‘z) (Z)

2 2p~a b4 -l/z__()i(l 'l/z_cl'[‘

:772 ((I'MFU((/)) | ( d(/),

27 )b (sin # @ Sin'(/J_b Y/‘? z—

the square roots denoting, of course, again the same branch as above.
It is also regular and bounded in |z|< 1 and further, as verified simi-
larly as above, satisfics the boundary conditions

a2 (01%) -‘:-'(7((/)) for b7 at2n,
22 ()= 0 for a- ¢p<"b.
Thus, the analvtic function defined by

F @)= V()4 i P(2) 2(2) +i(2)
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:_L{ ij
20 Ua (¢) (Sin ?:-a—sin!)———»(p—)m z— o' P
2
a+2¢ _, ei2p—a~b)4 ]/z_eia 1V z—e'®
—Xb U(?)) . q)__a . t/)—b 172 z_ei(p d }’
(sm Sin >
2 2

the square root V'z—ei° denoting the branch which attains the value

ic’? at the origin, is regular and bounded in \z|<<1 and satisfies the
boundary conditions

u(e)=U(p) for a<p<lb,
#(e?)=U(p) for b<p<a+2mr,

and hence solves the mixed boundary value problem in consideration.
By the way, it may be noted that, by means of the identities

2; 9
op
) ) — o \172 i .. . —ag\”2 —\2
(ev(b—a)/s (sm b—g ) VvV z—egia —jeib-a)8 (sm P ‘_‘,) v/ z— o't >
x lg ) 2 I _. 2 T
z—e'
_ i e -a-b)4 V' z—eia 1/ z—eib
- 12 o
. —a - —_— Z—
( sin £—-% gin b=y > ¢
. 2 2
and
29
op
/2 2 2
(ei(b_a)ls (sin 2=bY V'z—eie + e 7028 (Sin yoay Vz—e >
g 2 2
g Z— ot
_ o2 —a-0/4 1/ z—efa 3/ z— pib

o —g . —p \12 — i ’
(Sin P4 gin P > z—e
2 -2
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the formula for the solution just obtained can be written also in the
form -

f={if’ v

. ] — 1,2 - . i . —a \12 —\2

xdl
& z—e
a+2r
— j U ()
5
(ei(b--a)/B (sin p—b >1/2 1V z2—e¢ia  p-ith-a/8 (sin Pr—a )1/2 1V z— ¢ib >2
2 . 2
xdlg , }
z—e* )

Finally, an attention should be called to the fact that in this
simplest case there exists always a unique solution without any func-
tional restriction on the prescribed boundary functions U(g) and U (o).

5. Case of two pairs of arcs.

In case there exist two pairs of boundary arcs bearing alternately
the prescribed boundary values of the real and imaginary parts of an
analytic function to be determined, the kernels contained in the integral
representation of the solution are explicitly expressible within the range
of elliptic functions. The proposed original problem is to determine a
function f(z)=w#(2)+iiz(z) analytic and bounded in |z|<{1 and satisfying
the boundary conditions

u(e*)=U,(p) for a1’<¢)<bly u(e?)=U,(p) for a,<p<b,,
#(e*)=U\(p) for b,<p<a, #@(e?)=U,(p) for b p<a+2m,

the boundary functions Ui(®), U,(), U,(@) and U,(e) being supposed
continuous and bounded in their respective intervals of definition.

Now, based on the conformal invariance of our problem, we may
choose any simply connected domain instead of the unit circle. Simi-
larly as in the preceding paper®, we again prefer here, for convenience
sake, a rectangle of the form
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lgg<R2<0, 0<Je<m,

laid on the z-plane, as the basic domain, ¢ being a positive constant
less than unity. As well-known, the unit circle |z| <71 can be mapped
onto a rectangle of this form in such a manner that the points ¢,
™, ¢ and ¢ on |z|=1 correspond to the vertices 0, iw, lgq+in
and lg g, respectively. Since the ratio of the length of adjacent sides
of the rectangle is a conformal invariant called its modu/s, the number
q is uniquely determined by the assigned correspondence.  Morcover,
the mapping function is rcally defined by the equations
. el dXx

21 o .
-\w'l'4(X——(’1)(,\’ e (X --¢y)

’

(X’ Ch Cf’) ('.'i) '(2) (.ih,’ piﬂ..- 01/'-_; s

where the triple of the real constants ¢, e, and e, with ¢, >e.75 0, is
subjected to the conditions

e bbb a—a o Doy . an—
177G (sin 2T % gin T4 (sin 27T @ gin % by )
¢y O . 2 2 S 2 2 !

(’]‘1.‘(’3 i (’_’;"0,

and a remaining freedom of a common factor for the triple is to be
determined in such a way that the primitive periods of the elliptic
function x: #( %) are .

2(:),“’3277', 20)-;‘ - 271}.{ q .
The number ¢ i1s then defined by the equation

(sin %@ gin @00y (sin 20 gin

@@ e 1—g !t
\ Z 2 2 2 Cy— 0y 14 g

).

which 1s also equivalent to the equation
lgq —K'/K,

where K and K’ denote, as usual, the quantities given by

K"" 1 (If [(r \‘l (]f

Joy (1 — £) (1= R o (1 ) (1 R4
with
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Kr=1—lp= 7%
€1—e3
According to the remark just stated, we now choose, for the sake
of mere convenience, a rectangle as the basic domain, which is laid
on the z-plane for brevity sake, we again write z instead of 2
Let it be accordingly expressed by

1g4<3{z<0, 0<-\\S‘Z<7r-

The problem is then to determine an explicit expression for a function
f(2)=u(z) +iut(2) analytic and bounded in the rectangle and satisfying
the boundary conditions

wu(@t)==M(@) and u(lgqg+it)==N(¢) for 0<t<ar,
f(s)=M(s) and #(s+im)—N(s) for lgq-"s<0,

As a consequence of the general discussion, the condition for the
existence of a solution must be given by a single functional relation
among the prescribed boundary functions. Although the relation will
be derived naturally during the following arguments, it can also be
previously formulated in quite a brief manner. We now commence
with the statement on the condition for the existence of a solution:

A necessary and sufficient condition for the existence of a solution
of our mixed boundary value problem is given by

|"(m@—N@)ar + ‘.?'q(ﬂ(s)—ﬁ(s))ds:O.

The necessity of the condition is quite evident. In fact, by consi-
dering the contour integral of f(z) extended along the whole boundary
of the basic rectangle, we get

0- | f@ de [ (MO-N@®) dt | (#(5)-N () ds.
The sufficiency proof may proceed as follows. Let g(2)=9(z)—iv(2)

be any function analytic and bounded in the rectangle, continuous on
its closure and further satisfying the conditions

7(s)=M(s) and #(s+im)=N(s) for lgg<s<0.
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Such a function can be constructed in various ways. Now, the func-
tion w=e* maps the basic rectangle onto the upper half of the annulus

7<lw|<1, Sw>0.

We then solve a Dirichlet problem for the annulus qg<|lw|<1 obtained
by duplicating the semi-annulus, of which the boundary conditions are
given in the form

u*(e?) =u*(e™™) =M)—v(iy),
for 0<<¥ <.
u*(ge”)=u*(ge*)=N()—v(g g +iV¥)
Let #*(w) be its solution and let #*(w) denote a branch of any harmonic
function conjugate to #*(w). The symmetry character of the boundary
conditions implies immediately the relation

o Rw o Jw _

Hence #*(w) must remain constant along each boundary segment of
the upper semi-annulus; we put

a*(w)=c. for ¢glwl<<1l, Nw=0, Jw=0.
Consider then the function defined by
f@)=u(2) +int(2)=u*(e2) +i(@* (ex)—c.) +v(2)+iv(z) .

It is analytic and bounded in the original rectangle and satisfies the
boundary conditions

u(it) =u*(e)+ v (i) =M(),
for 0<¢t<Zw;
u(lg gt+it)y=u*(ge’t) +v(lgg+it) =N()

7 (s) =a*(es)—c, +v(s) =M/(s), "
- for 1g ¢g<s<<0.
#a(s+im) =a*(—e)—c.+o(s+im)=c.—c,+ N(s) :

By taking into account the necessity condition satisfied by f(z), we
have

0=§f(z') dz=—1gq-(c-—c.).
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Hence, the function f(z) satisfying entirely the boundary conditions, it -
is just a solution of the problem, what completes the desired proof.

Once the existence of a solution having been ensured, its uniqueness
is a matter of course.

By the way, it may be noticed that the condition in consideration
ensures the one-valuedness of the function #*(w) in the whole annulus
g<|w|<<1l. In fact, the relation c_=c, implies that the function
F*(w)=wu*(w)+iz*(w) analytic in the upper semi-annulus is analytically
prolongable, based on the functional equation

f*(w)=f*(w) +2ic. ,

beyond the boundary segments on the real axis into the lower semi-
annulus.

Moreover, the connection of the condition in consideration with
the so-called monodromy condition® will also be evident. Namely, in

view of the former together with itself applied to ig(z) defined above,
we get

" ur@n av—{" wr(gem ay

=
0

(M) —0@¥)) dy—2| (N —v (Ig g +iv)) d¥

Il

J
Z{SZ(M(\M—N(\P)) dy +j:’gq(ﬂ(s)—ﬁ(s)) ds}

—2{["(vew—vlga+iv) dv+ [ (3(5)=d(s+im)ds}=0.

The last relation is nothing but the monodromy condition ensuring
again that the harmonic function %*(w) conjugate to «™(w) is one-valued
throughout the whole annulus.

We now turn our attention to the main discourse. As shown in
the previous paper, the corresponding mixed boundary value problem

du(z) =0 in lgg<<INz<0o, 0<Jyz<m,
u(it) =M() and u(lgg+it) =N(2) for 0<<t<lmr,

0u(s) _p(s) and O%0FTIT) _Q(s)  for Igg<s<<O

ov ov
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is solved by the formula

u(z)zt){{ ;i S:( Zl;);(j (M(t)—N(t))

+M(t) (¢ Gz+ )+ ¢ (i2—8) — N () (&Gz+0) +&(1z—1) ) at

+ 1 \-o (2);32 s(P(s)—t—Q(s))

T Yl ilgq

b P(s) g @UZi8) e o1 (iz—1s) .
FP(s) g o(iz-1 is) FQ() Ig (rl(z'z-lrz's))a"S }’

the notations from the Weierstrassian theory of elliptic functions re-
ferring here to those with the primitive periods

2(01'“'277' f 2(:)3:-- 2[. lg q.

Accordingly, we first consider an analytic function defined by

f‘“(z)l .'u‘“(z) | iﬂ'(z). ]. ‘,,( 2)/.:2 (M(” N(t))
miJot g g

M) (¢iz 1 0+ EGz0) = N (Lliz+ 0+ Eliz—1) ) dt.

It is regular and bounded in the basic rectangle and satisfies the
boundary conditions

u'V(@t)==M(t) and uV(lg q-1-it)= - N(¢) for 0-7¢t<"m,
#(s)=0  and #(stim=— 1| (MO)—N®) at for g <5 <0.
g '

In fact, the former is an immediate conscquence of the definition,
while the latter will be verified by actual computation. Namely, we

get, for lg ¢<s<<70,

aD(s)= N {JH ?gh; (M(—N@)) -+ M) (¢ (s +2)+E (is—1))

ml Y0

— N (&alis+0)+ Ealis—0) ) dt }=0,
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AV (s +im)= \{ IZS (2773(1221_71), (M) —N())
T
+ M) (& (is—m-+t) +L (is—m—1))

=N (talis—m+D—Ey(is—m—1)) dt |

- i(flg” h,,l)j (M(t)—N(2)) at

=~ e j(M(t)—-N(t)) dt .

Here we have taken into account the facts that, since the primitive
periods 2w,==27 and 2w;~—2ilg q are real and purely imaginary, re-
spectively, and hence the quantities #, and i7, are both real and further
the relations

S(w) =t(0),  &lw) =t&(w)
arc valid identically, together with the fundamental properties
C(w+m) ~¢(w)+ -+, E(0t ) =8 () +
as well as the Legendre's identity
/2 - Mm@y sz~ g q—y3m.

We next consider a function f®(2) analogous to fV(2), which is
obtained from the latter by replacing z, t, g, M(t) and N(¢) respectively
by

= T z—ilgq), &= 7 (s—lgq), §=exp ™ ’
_____ g g (iz—ilg @) lgg (s—lgq I g
Y, “']g(] & ‘ ]gq
M §—m d —
( - (8 7‘)/) an N( (8 )

f (2): e D(2)— 11 (2)

R ) h )
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+81 (1B s—m)) (£G2+8)+E(i2—9))

~ N (B s—m) (Gz+9)+Eli2—9) ) ds,

the notations from the Weierstrassian theory of elliptic functions,
marked by *, now referring to those with the primitive periods

2é,=2mr , 20;=—2t1g g .
By making use of the identities
o€ (@12)=wst (@3 Z) , anbs(@Z)=wti(@:Z),
d1M=w3”3, @193= — w37 ; @y = —wi/ws=m/i1gq,

the functions depending on the primitive periods 2&,=27 and 23
=—2i1g § can be replaced by those on 2w;=27 and Zw;=—2: lg g.
Thus, returning to the original variable

2= TIRD (5_in),

tmT

after substituting the new integration variable by means of s
=(—1ilg g/m) (§—m), we get

FO(2)=F@(2)=#? (2)—iu? (2)
_ 1 (2mztm (prey AN
-2 Slg q( l‘n‘i (M (s)—N(s))

+ M (s)(& (iz—is) + & (iz+ i) — N (s)(&nliz —is) + Euliz+ is))) ds .

The function f®(z) thus defined is regular and bounded in the original
rectangle and satisfies the boundary conditions

722 (s)=M (s) and #®(s+iw)=N(s) for lg ¢g<s<<O0,
u® (it)= — —1—j0 (M(s)—ﬁ(s)) ds and #®(lg gq+it)=0 for 0<t<w.
. o Jig4q

In fact, the former is evident from the manner of constructing f®()
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and the latter will be verified by actual computation; or else one may
also remark the relation

u®(it)= ﬁq—j:(ﬂ( —7lrg q (S—vr))-—]v(*ff 7 (§—7I‘))> ds

—_ _1_5; . (B (s)—N(s)) ds for 0<<t<m,

m™

which follows immediately from our previous consideration on aV(s+im)

with 1g ¢<s<{O0.
We finally define an analytic function by

fR)=u(z)+in(z)

=fD(z) +if®(z)+ ]gVQT,zj‘O (M(s)__ﬁ(s)) ds .
wlgqg Jiga

It is regular and bounded in the basic rectangle and satisfies the
boundary conditions

wit)=uit) +u(it)+ = [ (W)~ N(s)) ds
_ 1 (0 (e R 1 (0 (e () e
=Mt~ (W)= N(s))ds +L [ ()= R (s)) ds=M(o),

vu(lg g+it)=uP (g g +it)+u®(lg g+it)=N(t) for 0<t<a;

#(s)=a® (s)+a® (s)=M(s),

(s +im)=AD (s+im)+ 8P (s+im)— L[ (M(s)~N(s)) ds
lggiiza

— lglq SO (M ()~ N@®) dt+1v(s)

0, _ -

— | (B9 —R(s)) ds=R(s) for 1g q<<s<<0;
lgq lgq

in the last equation the condition for the existence of the solution is

taken into account. Thus, the function f(z) solves surely the mixed

boundary value problem in consideration.
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By remembering again the condition for the existence of the solu-
tion and also by making use of the .Legendre’s identity

29, /m4-1/1g q=2n,i/1g q ,

the final expression of the solution in its fully explicit form bccomes
f(2)= '1i J:(M(t) (gliz+1)+ E(iz— 1))~ N (Galiz + D1 &aliz—1)) ) dt
ar

-+ wlff g? (]W(s)(r:(iz —1s)+ Lliz 4 1s)) — N & iz—is)+ &yliz + is)) ) das.

ml
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