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#### Abstract

We establish the existence of large positive radial solutions for the elliptic system $$
\left\{\begin{array}{c} -\Delta u=\lambda f(v) \text { in } B \\ -\Delta v=\lambda g(u) \text { in } B \\ u=v=0 \text { on } \partial B \end{array}\right.
$$ when the parameter $\lambda>0$ is small, where $B$ is the open unit ball $\mathbb{R}^{N}, N>2, f, g:(0, \infty) \rightarrow$ $\mathbb{R}$ are possibly singular at 0 and $f(u) \sim u^{p}, g(v) \sim v^{q}$ at $\infty$ for some $p, q>0$ with $p q>1$. Our approach is based on fixed point theory in a cone.


1. Introduction. In this paper, we investigate the existence of positive solutions for the superlinear elliptic system

$$
\left\{\begin{array}{c}
-\Delta u=\lambda f(v) \text { in } B  \tag{1.1}\\
-\Delta v=\lambda g(u) \text { in } B \\
u=v=0 \text { on } \partial B
\end{array}\right.
$$

where $B$ is the open unit ball $\mathbb{R}^{N}, N>2, f, g:(0, \infty) \rightarrow \mathbb{R}$, and $\lambda$ is a positive parameter.
Systems described by (1.1) arise in the study of steady states reaction-diffusion and hydrodynamical problems (see e.g. [1] and the references therein). Let us briefly look at the literature on the superlinear system (1.1) when $f, g$ are nonsingular. In [20, Theorem 3], Peletier and Vorst established the existence and nonexistence of positive solutions to (1.1) for $\lambda>0, N \geq 4$ and superlinear $f, g$ satisfying $f(0)=g(0)=0$ and $f(t), g(t)>0$ for $t>0$. In particular, when $f(t)=t^{p}$ and $g(t)=t^{q}$, where $p, q \geq 1$, [20, Theorem 4] gave the existence of a unique radial positive radial solution to (1.1) for

$$
\begin{equation*}
\frac{1}{p+1}+\frac{1}{q+1}>\frac{N-2}{N} \tag{1.2}
\end{equation*}
$$

and the nonexistence of positive solutions to (1.1) for

$$
\begin{equation*}
\frac{1}{p+1}+\frac{1}{q+1} \leq \frac{N-2}{N} \tag{1.3}
\end{equation*}
$$

Similar existence results under the assumption (1.2) on a bounded convex domain in $\mathbb{R}^{N}, N \geq$ 3, were obtained by Clement, de Figueiredo, and Mitidieri [3, Theorem 3.1], which improves a previous result by Cosner [5, Theorem 2]. In [8, Theorem 1.2 (i)] Dalmasso showed the

[^0]existence of a positive solution to (1.1) under condition (1.2) with $p>1, q \in(0,1)$, and $p q>1$, thus complementing the results in $[5,18,20]$. The nonexistence of positive to (1.1) in a bounded domain was obtained in [18, Proposition 3.1] when $f, g$ are pure powers satisfying (1.3). The case when $f(0)$ and $g(0)$ are negative was discussed in [13, Theorem 2.1], where the existence of a large positive radial solution to (1.1) was obtained for $\lambda>0$ small when $f, g$ satisfy conditions similar to the ones in [20] at $\infty$. In this paper, we are interested in studying positive radial solutions to (1.1) in the case when $f, g$ are allowed to have a combined superlinear at $\infty$, singular at 0 , and change sign, which has not been considered in the literature to our knowledge. In particular, our result when applied to the model case
\[

\left\{$$
\begin{array}{c}
-\Delta u=\lambda\left(a v^{-\alpha}+v^{p}\right) \text { in } B,  \tag{1.4}\\
-\Delta v=\lambda\left(b u^{-\beta}+u^{q}\right) \text { in } B, \\
u=v=0 \text { on } \partial B,
\end{array}
$$\right.
\]

where $\alpha, \beta \in(0,1), a, b \in \mathbb{R}, p, q>0$ with $p q>1$ and satisfying (1.2), gives the existence of a positive radial solution to (1.4) when $N \geq 2+\frac{4}{\min (p, q)}$ and $\lambda>0$ is sufficiently small.

We refer to $[2,4,6,7,9,10,12,14-18]$ for related results in the single equation case. Our approach is based on fixed point theory in a cone.

We shall make the following assumptions:
(A1) $f, g:(0, \infty) \rightarrow \mathbb{R}$ are continuous and there exist positive constants $l_{0}, l_{1}, p, q>0$ with $p q>1$ such that

$$
\begin{gather*}
\frac{1}{p+1}+\frac{1}{q+1}>\frac{N-2}{N} \\
N \geq 2+\frac{4}{\min (p, q)} \tag{1.5}
\end{gather*}
$$

and

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{f(t)}{t^{p}}=l_{0}, \lim _{t \rightarrow \infty} \frac{g(t)}{t^{q}}=l_{1} \tag{1.6}
\end{equation*}
$$

(A2) There exists a constant $\gamma \in(0,1)$ such that

$$
\limsup _{t \rightarrow 0^{+}} t^{\gamma}(|f(t)|+|g(t)|)<\infty
$$

Our main result is
THEOREM 1.1. Let (A1)-(A2) hold. Then there exists a positive constant $\lambda_{0}<1$ such that for $\lambda<\lambda_{0}$, problem (1.1) has a positive radial solution $\left(u_{\lambda}, v_{\lambda}\right)$ with

$$
(1-r)^{-1} \min \left(u_{\lambda}(r), v_{\lambda}(r)\right) \rightarrow \infty
$$

uniformly in $r \in[0,1)$ as $\lambda \rightarrow 0$.

REMARK 1.1. Note that (1.5) is satisfied if $p, q \geq 1$ and $N \geq 6$.

By (A1), there exist constants $t_{0}, t_{1}>0$ such that $f(t) \geq f\left(t_{0}\right)$ for $t \geq t_{0}$ and $g(t) \geq$ $g\left(t_{1}\right)$ for $t \geq t_{1}$. Define

$$
\begin{aligned}
& h_{0}(t)=\left\{\begin{array}{l}
f(t) \text { if } 0<t \leq t_{0} \\
f\left(t_{0}\right) \text { if } t>t_{0}
\end{array}, f_{0}(t)=\left\{\begin{array}{l}
0 \\
f(t)-f\left(t_{0}\right) \text { if } t>t_{0}
\end{array},\right.\right. \\
& k_{0}(t)=\left\{\begin{array}{l}
g(t) \text { if } 0<t \leq t_{1} \\
g\left(t_{1}\right) \text { if } t>t_{1}
\end{array}, g_{0}(t)=\left\{\begin{array}{ll}
0 & \text { if } 0 \leq t \leq t_{1} \\
g(t)-g\left(t_{1}\right) \text { if } t>t_{1}
\end{array} .\right.\right.
\end{aligned}
$$

Then $f=f_{0}+h_{0}, g=g_{0}+k_{0}$ on $(0, \infty)$. Note that $f_{0}, g_{0}$ are nonnegative, continuous on $[0, \infty)$, and $\lim _{t \rightarrow \infty} \frac{f_{0}(t)}{t^{p}}=l_{0}, \lim _{t \rightarrow \infty} \frac{g_{0}(t)}{t^{q}}=l_{1}$. By (A2), there exists a constant $k>0$ such that

$$
\begin{equation*}
\left|h_{0}(t)\right|+\left|k_{0}(t)\right| \leq k t^{-\gamma} \tag{1.7}
\end{equation*}
$$

for all $t>0$. Hence, radial solutions to (1.1) are solutions of the ODE system

$$
\left\{\begin{array}{l}
-\left(r^{N-1} u^{\prime}\right)^{\prime}=\lambda r^{N-1}\left(h_{0}(v)+f_{0}(v)\right), 0<r<1,  \tag{1.8}\\
-\left(r^{N-1} v^{\prime}\right)^{\prime}=\lambda r^{N-1}\left(k_{0}(u)+g_{0}(u)\right), 0<r<1, \\
u^{\prime}(0)=v^{\prime}(0)=u(1)=v(1)=0
\end{array}\right.
$$

2. Preliminary results. Let $E=C[0,1] \times C[0,1]$ be equipped with norm $\|(u, v)\|=$ $\max \left(\|u\|_{\infty},\|v\|_{\infty}\right)$ and let $\mathbf{K}$ be the nonnegative cone in $E$.

We first recall the following fixed point theorem for cone expansion, which is a special case of [11, Theorem 2.5].

ThEOREM A. Let $T: E \rightarrow E$ be a completely continuous operator such that $T(\mathbf{K}) \subset$ $\mathbf{K}$ and satisfying
(a) There exists $r>0$ such that all solutions $(u, v) \in \mathbf{K}$ of

$$
(u, v)=\theta T(u, v), \theta \in(0,1)
$$

satisfy $\|(u, v)\| \neq r$.
(b) There exists $R>r$ such that all solutions $(u, v) \in \mathbf{K}$ of

$$
(u, v)=T(u, v)+(t, t), t \geq 0
$$

satisfy $\|(u, v)\| \neq R$.
Then $T$ has a fixed point $(u, v) \in \mathbf{K}$ with $r \leq\|(u, v)\| \leq R$.
Let $\psi(r)=1-r, \lambda \in(0,1)$, and $M>0$. For $(\tilde{u}, \tilde{v}) \in E$, define $T_{\lambda, M}(\tilde{u}, \tilde{v})=(u, v)$, where $u, v$ satisfy

$$
\left\{\begin{array}{c}
-\left(r^{N-1} u^{\prime}\right)^{\prime}=\lambda r^{N-1}\left(h_{0}\left(\tilde{v}_{M}\right)+f_{0}\left(\tilde{v}_{M}\right)\right), 0<r<1,  \tag{2.0}\\
-\left(r^{N-1} v^{\prime}\right)^{\prime}=\lambda r^{N-1}\left(k_{0}\left(\tilde{u}_{M}\right)+g_{0}\left(\tilde{u}_{M}\right)\right), 0<r<1, \\
u^{\prime}(0)=v^{\prime}(0)=u(1)=v(1)=0,
\end{array}\right.
$$

where $\tilde{z}_{M} \equiv \max (\tilde{z}, M \psi)$. By (1.7),

$$
\begin{equation*}
\left|h_{0}\left(\tilde{v}_{M}\right)\right|, \quad\left|k_{0}\left(\tilde{u}_{M}\right)\right| \leq k(M \psi)^{-\gamma} . \tag{2.1}
\end{equation*}
$$

Since $\psi^{-\gamma} \in L^{q}(0,1)$ for $1<q<1 / \gamma$, it follows from [15, Lemma 3.1] that (2.0) has a unique solution $(u, v) \in C^{1, v}[0,1] \times C^{1, v}[0,1]$ for some $v \in(0,1)$, and $T_{\lambda, M}: E \rightarrow E$ is completely continuous. We shall show next that $T_{\lambda, M}: \mathbf{K} \rightarrow \mathbf{K}$ if $M$ is large enough.

Lemma 2.1. There exists a constant $M>1$ such that $T_{\lambda, M}: E \rightarrow \mathbf{K}$. Furthermore, if $(u, v) \in T_{\lambda, M}(\mathbf{K})$ then $u$, $v$ are decreasing on $[0,1]$.

Proof. In view of (1.6), there exist constants $c_{0}, c_{1}>0$ such that

$$
\begin{equation*}
f_{0}(t) \geq c_{0} t^{p}-c_{1} \quad \text { and } \quad g_{0}(t) \geq c_{0} t^{q}-c_{1} \tag{2.2}
\end{equation*}
$$

for $t \geq 0$. Since

$$
\lim _{s \rightarrow 0^{+}} s^{-N} \int_{0}^{s} \tau^{N-1} \psi^{-\gamma} d \tau=\lim _{s \rightarrow 0^{+}} s^{-N} \int_{0}^{s} \tau^{N-1} \psi^{l} d \tau=1 / N
$$

where $l \in\{p, q\}$, and $s^{-N} \int_{0}^{s} \tau^{N-1} \psi^{-\gamma} d \tau, s^{-N} \int_{0}^{s} \tau^{N-1} \psi^{l} d \tau$ are positive and continuous on $(0,1]$, there exist constants $\tilde{c}_{0}, \tilde{c}_{1}>0$ such that

$$
\int_{0}^{s} \tau^{N-1} \psi^{l} d \tau \geq \tilde{c}_{0} s^{N} \text { and } \int_{0}^{s} \tau^{N-1} \psi^{-\gamma} d \tau \leq \tilde{c}_{1} s^{N}
$$

for $s>0, l \in\{p, q\}$. Hence it follows that

$$
\begin{equation*}
\int_{0}^{s} \tau^{N-1}\left(-k(M \psi)^{-\gamma}+c_{0}(M \psi)^{l}-c_{1}\right) d \tau \geq\left(-k \tilde{c}_{1} M^{-\gamma}+c_{0} \tilde{c}_{0} M^{l}-\frac{c_{1}}{N}\right) s^{N}>0 \tag{2.3}
\end{equation*}
$$

for $s>0$ if $M>1$ is large enough, which we assume. We claim that $T_{\lambda, M}: \mathbf{K} \rightarrow \mathbf{K}$. Let $(u, v)=T_{\lambda, M}(\tilde{u}, \tilde{v})$ where $(\tilde{u}, \tilde{v}) \in \mathbf{K}$. Using (2.1)-(2.3), we obtain

$$
\begin{gathered}
-u^{\prime}(r)=\lambda r^{1-N} \int_{0}^{r} s^{N-1}\left(h_{0}\left(\tilde{v}_{M}\right)+f_{0}\left(\tilde{v}_{M}\right)\right) d s \\
\geq \lambda r^{1-N} \int_{0}^{r} s^{N-1}\left(-k(M \psi)^{-\gamma}+c_{0}(M \psi)^{p}-c_{1}\right) d s>0
\end{gathered}
$$

for $r \in(0,1]$ i.e. $u^{\prime}<0$ on $(0,1]$. Similarly, $v^{\prime}<0$ on $(0,1]$. Since $u(1)=v(1)=0$, this completes the proof of Lemma 2.1.

Let $M$ be the constant given by Lemma 2.1. To avoid cumbersome notation we shall write $\tilde{z}$ for $\tilde{z}_{M}$ and $T_{\lambda}$ for $T_{\lambda, M}$ for the rest of the paper.

LEMMA 2.2. There exist constants $\tilde{\lambda}_{0} \in(0,1)$ and $r_{\lambda}>0$ with $r_{\lambda} \rightarrow \infty$ as $\lambda \rightarrow 0$ such that for $\lambda<\tilde{\lambda}_{0}$, all solutions $(u, v) \in \mathbf{K}$ of

$$
(u, v)=\theta T_{\lambda}(u, v), \theta \in(0,1)
$$

satisfy $\|(u, v)\| \neq r_{\lambda}$.

Proof. Let $(u, v) \in \mathbf{K}$ satisfy

$$
(u, v)=\theta T_{\lambda}(u, v) \quad \text { for some } \theta \in(0,1) .
$$

Then $u, v \geq 0$ and

$$
u(r)=\lambda \theta \int_{r}^{1} s^{1-N}\left(\int_{0}^{s} \tau^{N-1}\left(h_{0}(\tilde{v})+f_{0}(\tilde{v})\right) d \tau\right) d s
$$

In view of (1.6), there exist constant $d_{0}, d_{1}>0$ such that

$$
\begin{equation*}
f_{0}(t) \leq d_{0} t^{p}+d_{1} \quad \text { and } \quad g_{0}(t) \leq d_{0} t^{q}+d_{1} \tag{2.4}
\end{equation*}
$$

for $t \geq 0$. Let $v=\max \{p, q\}$. Since $\psi \leq \tilde{v} \leq v+M$, it follows from (2.1) and (2.4) that

$$
u(r) \leq \lambda \int_{r}^{1} s^{1-N}\left(\int_{0}^{s} \tau^{N-1}\left(k \psi^{-\gamma}+d_{0}(v+M)^{p}+d_{1}\right) d \tau\right) d s
$$

$$
\begin{equation*}
\leq \lambda d_{2}\left(1+\|v\|_{\infty}^{\nu}\right) \quad \text { for } r \in(0,1) \tag{2.5}
\end{equation*}
$$

where $d_{2}=k(1-\gamma)^{-1}+2^{\nu-1} d_{0}\left(1+M^{\nu}\right)+d_{1}$. Here we have used the inequality $(x+y)^{\nu} \leq$ $2^{\nu-1}\left(x^{\nu}+y^{\nu}\right)$ for $x, y \geq 0, \nu>1$ and the fact that

$$
s^{1-N} \int_{0}^{s} \tau^{N-1} \psi^{-\gamma} d \tau \leq \int_{0}^{s} \psi^{-\gamma} d \tau \leq(1-\gamma)^{-1} \quad \text { for } s>0
$$

Similarly,

$$
\begin{equation*}
v(r) \leq \lambda d_{2}\left(1+\|u\|_{\infty}^{v}\right) \tag{2.6}
\end{equation*}
$$

for $r \in(0,1)$. Combining (2.5) and (2.6), we get

$$
\begin{equation*}
\|(u, v)\| \leq \lambda d_{2}\left(1+\|(u, v)\|^{\nu}\right) . \tag{2.7}
\end{equation*}
$$

Suppose $\lambda<\left(4 d_{2}\right)^{-1}$ and let $r_{\lambda}=\left(4 \lambda d_{2}\right)^{-1 /(\nu-1)}$. Then $r_{\lambda} \rightarrow \infty$ as $\lambda \rightarrow 0$.
We claim that $\|(u, v)\| \neq r_{\lambda}$. Indeed, suppose $\|(u, v)\|=r_{\lambda}$. Since $r_{\lambda}>1$, it follows from (2.7) that

$$
r_{\lambda} \leq 2 \lambda d_{2} r_{\lambda}^{v},
$$

which implies $r_{\lambda} \geq\left(2 \lambda d_{2}\right)^{-1 /(\nu-1)}$, a contradiction which proves the claim.
For the rest of the paper, we assume $\lambda<\tilde{\lambda}_{0}$.

Lemma 2.3. (i) Let $(u, v) \in \mathbf{K}$ be a solution of

$$
\begin{equation*}
(u, v)=T_{\lambda}(u, v)+(t, t), t \geq 0 \tag{2.8}
\end{equation*}
$$

Then there exist positive constants $\delta_{0}, \delta_{1}$ independent of $u, v, \lambda$, such that

$$
u(r) \geq \lambda\left(\delta_{0} v^{p}(r)-\delta_{1}\right), \quad v(r) \geq \lambda\left(\delta_{0} u^{q}(r)-\delta_{1}\right)
$$

for $r \in[1 / 2,3 / 4]$.
(ii) There exists a constant $t_{\lambda}>0$ such that if the equation (2.8) has a solution $(u, v) \in \mathbf{K}$ then

$$
u(1 / 2), \quad v(1 / 2) \leq t_{\lambda}
$$

In particular, if (2.8) has a solution in $\mathbf{K}$ then $t \leq t_{\lambda}$.
Proof. Let $(u, v) \in \mathbf{K}$ be a solution of (2.8) for some $t \geq 0$. Then $(u-t, v-t)=$ $T_{\lambda}(u, v)$ and hence by Lemma 2.1, $u, v$ are decreasing on $[0,1]$ and satisfy

$$
\left\{\begin{align*}
-\left(r^{N-1} u^{\prime}\right)^{\prime} & =\lambda r^{N-1}\left(h_{0}(\tilde{v})+f_{0}(\tilde{v})\right), 0<r<1,  \tag{2.9}\\
-\left(r^{N-1} v^{\prime}\right)^{\prime} & =\lambda r^{N-1}\left(k_{0}(\tilde{u})+g_{0}(\tilde{u})\right), 0<r<1, \\
u^{\prime}(0) & =v^{\prime}(0)=0, u(1)=v(1)=t .
\end{align*}\right.
$$

Note that

$$
u(r)=t+\lambda \int_{r}^{1} \frac{1}{s^{N-1}}\left(\int_{0}^{s} \tau^{N-1}\left(h_{0}(\tilde{v})+f_{0}(\tilde{v})\right) d \tau\right) d s
$$

Let $r \in[1 / 2,3 / 4]$. Using (2.1)-(2.2), it follows that for $s \geq r$,

$$
\begin{aligned}
\int_{0}^{s} \tau^{N-1}\left(h_{0}(\tilde{v})+f_{0}(\tilde{v})\right) d \tau & \geq \int_{0}^{r} \tau^{N-1}\left(-k \psi^{-\gamma}+c_{0} v^{p}-c_{1}\right) d \tau-c_{2} \\
& \geq c_{3} v^{p}(r)-c_{4},
\end{aligned}
$$

where $c_{2}, c_{3}$, and $c_{4}$ are positive constants independent of $u, v, \lambda$. Hence

$$
\begin{equation*}
u(r) \geq \lambda \int_{r}^{1} s^{1-N}\left(c_{3} v^{p}(r)-c_{4}\right) d s \geq \lambda\left(\delta_{0} v^{p}(r)-\delta_{1}\right) \tag{2.10}
\end{equation*}
$$

where $\delta_{0}=c_{3} \int_{3 / 4}^{1} s^{1-N} d s, \delta_{1}=c_{4} \int_{1 / 2}^{1} s^{1-N} d s$. Similarly,

$$
\begin{equation*}
v(r) \geq \lambda\left(\delta_{0} u^{q}(r)-\delta_{1}\right), \tag{2.11}
\end{equation*}
$$

and (i) follows. Suppose $u(1 / 2)>\bar{t}_{\lambda}$, where $\bar{t}_{\lambda}>0$ is large enough so that $\delta_{0} \bar{t}_{\lambda}^{q} \geq 2 \delta_{1}, \lambda^{p}\left(\delta_{0} / 2\right)^{1+p} \bar{t}_{\lambda}^{p q}>2 \delta_{1}$, and $\bar{t}_{\lambda}^{p q-1}>\left(\lambda \delta_{0} / 2\right)^{-(1+p)}$. Then it follows from (2.10) and (2.11) that

$$
v(1 / 2) \geq \lambda\left(\delta_{0} / 2\right) u^{q}(1 / 2),
$$

and

$$
u(1 / 2) \geq \lambda\left(\delta_{0} / 2\right) v^{p}(1 / 2)
$$

which implies

$$
\bar{t}_{\lambda}^{p q-1}<u^{p q-1}(1 / 2) \leq\left(\lambda \delta_{0} / 2\right)^{-(1+p)},
$$

a contradiction. Hence $u(1 / 2) \leq \bar{t}_{\lambda}$. Similarly, there exists $\hat{t}_{\lambda}>0$ such that $v(1 / 2) \leq$ $\hat{t}_{\lambda}$. Hence $u(1 / 2), v(1 / 2) \leq t_{\lambda}=\max \left(\bar{t}_{\lambda}, \tilde{t}_{\lambda}\right)$, and $t=u(1) \leq u(1 / 2) \leq t_{\lambda}$, which completes the proof.

Lemma 2.4. Let $(u, v) \in \mathbf{K}$ be a solution of (2.8) for some $t \geq 0$. Then
(i)

$$
\lambda\left(u^{q}(1 / 2)+v^{p}(1 / 2)\right) \rightarrow \infty a s\|(u, v)\| \rightarrow \infty .
$$

(ii) There exists a constant $R_{\lambda}>r_{\lambda}$ such that all solutions $(u, v) \in \mathbf{K}$ of (2.8) satisfy $\|(u, v)\|<R_{\lambda}$, where $r_{\lambda}$ is given by Lemma 2.2.

Proof. Define $\bar{f}_{0}(t)=\inf _{s \geq t} f_{0}(s), \tilde{f}_{0}(t)=\sup _{0 \leq s \leq t} f_{0}(s), \bar{g}_{0}(t)=\inf _{s \geq t} g_{0}(s)$, $\tilde{g}_{0}(t)=\sup _{0 \leq s \leq t} g_{0}(s), \bar{F}_{0}(t)=\int_{0}^{t} \bar{f}_{0}(s) d s$, and $\bar{G}_{0}(t)=\int_{0}^{t} \bar{g}_{0}(s) d s$. Let

$$
\xi(r)=r^{N} u^{\prime} v^{\prime}+\lambda r^{N}\left[-k_{0}\left(u^{1-\gamma}+v^{1-\gamma}\right)+\bar{F}_{0}(v)+\bar{G}_{0}(u)\right]+\alpha r^{N-1} u^{\prime} v+\beta r^{N-1} u v^{\prime}
$$

where $\alpha, \beta>0$ are such that $\alpha+\beta=N-2$ and

$$
\frac{N}{p+1}>\alpha, \quad \frac{N}{q+1}>\beta .
$$

Let $\|u\|=D_{0},\|v\|=D_{1}$ and without loss of generality suppose $D_{0} \geq D_{1}$. Note that $u, v$ are positive and decreasing on $[0,1]$. We shall break down the proof of (i) in four steps. In Step 1, we establish a lower bound estimate for $\xi^{\prime}(r)$. In Step 2 , we show that $\lambda D_{0}^{q}, \lambda D_{1}^{p} \rightarrow \infty$ as $D_{0} \rightarrow \infty$. In Step 3, we establish a lower bound estimate for $\xi(r), r \geq r_{2}$, where $r_{2}=$ $\max \left(r_{0}, r_{1}\right)$ and $u\left(r_{0}\right)=D_{0} / 2, v\left(r_{1}\right)=D_{1} / 2$. In Step 4 , we establish (i) by considering the two cases $r_{2} \geq 1 / 2$ and $r_{2}<1 / 2$. Since we want to establish (i), we shall assume that $D_{0} \gg 1$ in Steps 2-4.

Step 1. Establish a lower bound estimate for $\xi^{\prime}(r)$.
By (1.7),

$$
\left|h_{0}(\tilde{v})\right| \leq k \tilde{v}^{-\gamma} \leq k v^{-\gamma} \text { and }\left|k_{0}(\tilde{u})\right| \leq k \tilde{u}^{-\gamma} \leq k u^{-\gamma} .
$$

Hence, by multiplying the first equation in (2.9) by $r v^{\prime}$, the second by $r u^{\prime}$, and adding we get

$$
-\left(r^{N} u^{\prime} v^{\prime}\right)^{\prime}+(2-N) r^{N-1} u^{\prime} v^{\prime}=\lambda r^{N}\left[\left(h_{0}(\tilde{v})+f_{0}(\tilde{v})\right) v^{\prime}+\left(k_{0}(\tilde{u})+g_{0}(\tilde{u})\right) u^{\prime}\right]
$$

$$
\begin{align*}
\leq & \lambda r^{N}\left[\left(-k v^{-\gamma}+\bar{f}_{0}(v)\right) v^{\prime}+\left(-k u^{-\gamma}+\bar{g}_{0}(u)\right) u^{\prime}\right]  \tag{2.12}\\
= & {\left[\lambda r^{N}\left(-k_{0} v^{1-\gamma}+\bar{F}_{0}(v)-k_{0} u^{1-\gamma}+\bar{G}_{0}(u)\right)\right]^{\prime} } \\
& -\lambda N r^{N-1}\left[-k_{0} v^{1-\gamma}+\bar{F}_{0}(v)-k_{0} u^{1-\gamma}+\bar{G}_{0}(u)\right],
\end{align*}
$$

where $k_{0}=k(1-\gamma)^{-1}$.
Next, multiplying the first equation in (2.9) by $\alpha v$, the second by $\beta u$, and adding, we get

$$
\begin{gather*}
-\left(\alpha r^{N-1} u^{\prime} v+\beta r^{N-1} u v^{\prime}\right)^{\prime}+(N-2) r^{N-1} u^{\prime} v^{\prime} \\
\left.=\lambda r^{N-1}\left[\alpha\left(h_{0}(\tilde{v})+f_{0}(\tilde{v})\right) v+\beta\left(k_{0}(\tilde{u})+g_{0}(\tilde{u})\right) u\right)\right] \\
\leq \lambda r^{N-1}\left[\alpha\left(k v^{1-\gamma}+\tilde{f}_{0}(v+M) v\right)+\beta\left(k u^{1-\gamma}+\tilde{g}_{0}(u+M) u\right)\right] . \tag{2.13}
\end{gather*}
$$

Adding (2.12) and (2.13), we obtain

$$
\begin{aligned}
\xi^{\prime}(r) \geq & \lambda r^{N-1}\left[N\left(-k_{0} v^{1-\gamma}+\bar{F}_{0}(v)\right)-\alpha\left(k v^{1-\gamma}+\tilde{f}_{0}(v+M) v\right)\right] \\
& +\lambda r^{N-1}\left[N\left(-k_{0} u^{1-\gamma}+\bar{G}_{0}(u)\right)-\beta\left(k u^{1-\gamma}+\tilde{g}_{0}(u+M) u\right] .\right.
\end{aligned}
$$

Since

$$
\lim _{t \rightarrow \infty} \frac{N\left(-k_{0} t^{1-\gamma}+\bar{F}_{0}(t)\right)-\alpha\left(k t^{1-\gamma}+\tilde{f}_{0}(t+M) t\right)}{t^{p+1}}=\left(\frac{N}{p+1}-\alpha\right) l_{0}>0
$$

and

$$
\lim _{t \rightarrow \infty} \frac{N\left(-k_{0} t^{1-\gamma}+\bar{G}_{0}(t)\right)-\beta\left(k t^{1-\gamma}+\tilde{g}_{0}(t+M) t\right)}{t^{q+1}}=\left(\frac{N}{q+1}-\beta\right) l_{1}>0,
$$

there exist positive constants $a$ and $m$ independent of $u, v, \lambda$, such that

$$
\begin{equation*}
\xi^{\prime}(r) \geq \lambda r^{N-1}\left(a\left(u^{q+1}+v^{p+1}\right)-m\right) \tag{2.14}
\end{equation*}
$$

for $r \in[0,1]$.
Step 2. Show $\lambda D_{0}^{q}, \lambda D_{1}^{p} \rightarrow \infty$ as $D_{0} \rightarrow \infty$.
Note that $\lambda$ is dependent on $D_{0}$ and it is not trivial that $\lambda D_{0}^{q} \rightarrow \infty$ as $D_{0} \rightarrow \infty$. Our strategy here is to first use the equation for $u$ and the fact that $t \leq t_{\lambda}$ to show that $\lambda D_{1}^{p} \rightarrow \infty$ as $D_{0} \rightarrow \infty$, and then use the equation for $v$ to show that $\lambda D_{0}^{q} \rightarrow \infty$ as $D_{0} \rightarrow \infty$.

By Lemma 2.3 (ii), $t \leq t_{\lambda}$, which, together with (2.1) and (2.4), implies

$$
\begin{equation*}
u(r) \leq t_{\lambda}+\lambda \int_{r}^{1} \frac{1}{s^{N-1}}\left(\int_{0}^{s} \tau^{N-1}\left(k \psi^{-\gamma}+d_{0}(v+M)^{p}+d_{1}\right) d \tau\right) d s \tag{2.15}
\end{equation*}
$$

for $r \in[0,1]$, where $m_{1}=k(1-\gamma)^{-1}+d_{0} 2^{\nu-1}\left(1+M^{p}\right)+d_{1}, v=\max (p, q)$. Similarly,

$$
\begin{equation*}
v(r) \leq t_{\lambda}+\lambda m_{1}\left(1+D_{0}^{q}\right) \tag{2.16}
\end{equation*}
$$

for $r \in[0,1]$. Suppose $D_{0}>4 \tilde{t}_{\lambda},\left(D_{0} / 2 m_{1}\right)^{1 / p}>4 \tilde{t}_{\lambda}$, where $\tilde{t}_{\lambda}=\max \left(t_{\lambda}, m_{1}\right)$.
Since $\lambda<1$,

$$
t_{\lambda}+\lambda m_{1}<t_{\lambda}+m_{1} \leq 2 \tilde{t}_{\lambda}<D_{0} / 2,
$$

from which (2.15) implies

$$
\begin{equation*}
\lambda D_{1}^{p} \geq\left(1 / m_{1}\right)\left(D_{0}-t_{\lambda}-\lambda m_{1}\right) \geq D_{0} / 2 m_{1} \tag{2.17}
\end{equation*}
$$

Consequently,

$$
D_{1} \geq\left(D_{0} / 2 m_{1}\right)^{1 / p}>4 \tilde{t}_{\lambda}
$$

Hence it follows from (2.16) that

$$
\begin{equation*}
\lambda D_{0}^{q} \geq\left(1 / m_{1}\right)\left(D_{1}-t_{\lambda}-\lambda m_{1}\right) \geq D_{1} / 2 m_{1} \geq D_{0}^{1 / p} m_{2} \tag{2.18}
\end{equation*}
$$

where $m_{2}=\left(2 m_{1}\right)^{-(1 / p+1)}$.
Step 3. Establish a lower bound estimate for $\xi(r), r \geq r_{2}$.
Let us recall that $r_{2}=\max \left(r_{0}, r_{1}\right)$ where $u\left(r_{0}\right)=D_{0} / 2, v\left(r_{1}\right)=D_{1} / 2$. Note that $r_{0}, r_{1}$ exist since $u(1) \leq t_{\lambda}<D_{0} / 2, v(1) \leq t_{\lambda}<D_{1} / 2$, and $u(0)>D_{0} / 2, v(0)>D_{1} / 2$.

It follows from (2.14) that for $r \geq r_{2}$,

$$
\begin{align*}
\xi(r) & \geq \lambda\left(a \int_{0}^{r_{0}} s^{N-1} u^{q+1} d s+a \int_{0}^{r_{1}} s^{N-1} v^{p+1} d s-m\right) \\
& \geq \lambda\left(b r_{0}^{N}\left(D_{0}{ }^{q+1}+b r_{1}^{N} D_{1}{ }^{p+1}-m\right)\right), \tag{2.19}
\end{align*}
$$

where $b=(a / N)(1 / 2)^{\max (p, q)+1}$.
Next, we need estimates for $r_{0}, r_{1}$. Since there exists a positive constant $m_{3}$ depending only on $k, \gamma, d_{0}, d_{1}, p, m_{1}, M$ such that

$$
\begin{aligned}
\int_{0}^{r} s^{N-1}\left(h_{0}(\tilde{v})+f_{0}(\tilde{v})\right) d s & \leq \int_{0}^{r} s^{N-1}\left(k \psi^{-\gamma}+d_{0}(v+M)^{p}+d_{1}\right) d s \\
& \leq m_{3} D_{1}^{p} r^{N}
\end{aligned}
$$

it follows that

$$
\begin{equation*}
-u^{\prime}(r)=\lambda r^{1-N} \int_{0}^{r} s^{N-1}\left(h_{0}(\tilde{v})+f_{0}(\tilde{v})\right) d s \leq \lambda m_{3} D_{1}^{p} r . \tag{2.20}
\end{equation*}
$$

Integrating (2.20) on $\left(0, r_{0}\right)$ gives

$$
\begin{equation*}
D_{0} / 2 \leq \lambda m_{3} D_{1}^{p}\left(r_{0}^{2} / 2\right) \tag{2.21}
\end{equation*}
$$

By taking $m_{3}$ larger if necessary, we obtain in a similar fashion that

$$
\begin{equation*}
D_{1} / 2 \leq \lambda m_{3} D_{0}^{q}\left(r_{1}^{2} / 2\right) \tag{2.22}
\end{equation*}
$$

From (2.21) and (2.22), we deduce that

$$
\begin{equation*}
r_{0} \geq m_{4} \sqrt{\frac{D_{0}}{\lambda D_{1}^{p}}} \text { and } r_{1} \geq m_{4} \sqrt{\frac{D_{1}}{\lambda D_{0}^{q}}} \tag{2.23}
\end{equation*}
$$

where $m_{4}=\sqrt{1 / m_{3}}$. Using (2.23) in (2.19), we get

$$
\begin{equation*}
\xi(r) \geq \lambda^{1-N / 2} b m_{4}^{N}\left(\frac{D_{0}^{q+1+N / 2}}{D_{1}^{N p / 2}}+\frac{D_{1}^{p+1+N / 2}}{D_{0}^{N q / 2}}\right)-\lambda m \tag{2.24}
\end{equation*}
$$

Let $\delta=1+\frac{N}{2(q+1)}-\frac{N p}{2(p+1)}$. Then $\delta>0$, by (A1). Since

$$
\frac{D_{0}^{q+1+N / 2}}{D_{1}^{N p / 2}}=\frac{D_{0}^{(q+1)\left(\frac{q+1+N / 2}{q+1}\right)}}{D_{1}^{(p+1)\left(\frac{N p}{2(p+1}\right)}} \geq D_{0}^{(q+1) \delta}
$$

if $D_{0}^{q+1}>D_{1}^{p+1}$, and

$$
\frac{D_{1}^{p+1+N / 2}}{D_{0}^{N q / 2}}=\frac{D_{1}^{(p+1)\left(\frac{p+1+N / 2}{p+1}\right)}}{D_{0}^{(q+1)\left(\frac{N q}{2(q+1}\right)}} \geq D_{0}^{(q+1) \delta}
$$

if $D_{0}^{q+1} \leq D_{1}^{p+1}$, it follows from (2.24) and $\lambda<1$ that

$$
\begin{align*}
\xi(r) & \geq \lambda^{1-N / 2} b m_{4}^{N} D_{0}^{(q+1) \delta}-\lambda m \geq \lambda^{1-N / 2}\left(b m_{4}^{N} D_{0}^{(q+1) \delta}-m\right) \\
& \geq m_{5} \lambda^{1-N / 2} D_{0}^{(q+1) \delta} \text { for } r \geq r_{2}, \tag{2.25}
\end{align*}
$$

where $m_{5}=b m_{4}^{N} / 2$, provided that $D_{0}^{(q+1) \delta}>m / m_{5}$, which we assume.
Step 4. Proof of (i).
Case 1: $r_{2} \geq 1 / 2$. If $r_{2}=r_{0}$ then $u(1 / 2) \geq u\left(r_{0}\right)=D_{0} / 2$, which, together with (2.18), implies

$$
\begin{equation*}
\lambda u^{q}(1 / 2) \geq \lambda\left(D_{0} / 2\right)^{q} \geq m_{2} D_{0}^{1 / p} / 2^{q} \tag{2.26}
\end{equation*}
$$

while if $r_{2}=r_{1}$ then $v(1 / 2) \geq v\left(r_{1}\right)=D_{1} / 2$, which together with (2.17), implies

$$
\begin{equation*}
\lambda v^{p}(1 / 2) \geq \lambda\left(D_{1} / 2\right)^{p} \geq D_{0} /\left(2^{p+1} m_{1}\right) \tag{2.27}
\end{equation*}
$$

Case 2: $\quad r_{2}<1 / 2$. Then, by (2.25),

$$
\xi_{0}(r) \geq \xi(r) \geq m_{5} \lambda^{1-N / 2} D_{0}^{(q+1) \delta} \text { for } r \geq 1 / 2
$$

where $\xi_{0}(r)=r^{N} u^{\prime} v^{\prime}+\lambda r^{N}\left(\bar{F}_{0}(v)+\bar{G}_{0}(u)\right)$.
Since $\lim _{t \rightarrow \infty} t^{-(p+1)} \bar{F}_{0}(t)=l_{1}$ and $\lim _{t \rightarrow \infty} t^{-(q+1)} \bar{G}_{0}(t)=l_{2}$, there exist constants $l, m_{6}>0$ such that

$$
\begin{equation*}
u^{\prime} v^{\prime}+\lambda l\left(v^{p+1}+u^{q+1}\right) \geq m_{5} \lambda^{1-N / 2} D_{0}^{(q+1) \delta}-m_{6} \geq m_{7} \lambda^{1-N / 2} D_{0}^{(q+1) \delta} \tag{2.28}
\end{equation*}
$$

on $[1 / 2,1]$, provided that $D_{0}^{(q+1) \delta}>2 m_{6} / m_{5}$, where $m_{7}=m_{5} / 2$.
Since $\lambda<1$, it follows from Lemma 2.3 (i) that

$$
\begin{equation*}
\lambda v^{p}(r) \leq \delta_{0}^{-1}\left(u(r)+\delta_{1}\right) \quad \text { and } \lambda u^{q}(r) \leq \delta_{0}^{-1}\left(v(r)+\delta_{1}\right) \tag{2.29}
\end{equation*}
$$

for $r \in[1 / 2,3 / 4]$. Multiplying the first inequality in (2.29) by $l v$, the second by $l u$, and adding to get

$$
\begin{equation*}
\lambda l\left(v^{p+1}(r)+u^{q+1}(r)\right) \leq m_{8}(u v+u+v) \tag{2.30}
\end{equation*}
$$

where $m_{8}$ is a positive constant depending on $\delta_{0}, \delta_{1}$, and $l$.

Combining (2.28) and (2.29), we obtain

$$
u^{\prime} v^{\prime}+m_{8}(u v+u+v) \geq m_{7} \lambda^{1-N / 2} D_{0}^{(q+1) \delta}
$$

from which it follows that

$$
u^{\prime} v^{\prime}+u v+u+v \geq m_{9} \lambda^{1-N / 2} D_{0}^{(q+1) \delta},
$$

where $m_{9}=\frac{m_{7}}{\max \left(1, m_{8}\right)}$. Since $u^{\prime}, v^{\prime}<0$ on $(0,1]$, this implies

$$
\begin{equation*}
\left(-u^{\prime}-v^{\prime}+u+v+1\right)^{2} \geq u^{\prime} v^{\prime}+u v+u+v \geq m_{9} \lambda^{1-N / 2} D_{0}^{(q+1) \delta} \tag{2.31}
\end{equation*}
$$

on $[1 / 2,3 / 4]$. Let $w=u+v$. Then it follows from (2.31) and $\lambda<1$ that

$$
-w^{\prime}+w \geq \sqrt{m_{9}} \lambda^{1 / 2-N / 4} D_{0}^{(q+1) \delta / 2}-1 \geq m_{10} \lambda^{1 / 2-N / 4} D_{0}^{(q+1) \delta / 2}
$$

on $[1 / 2,3 / 4]$, provided that $D_{0}^{(q+1) \delta / 2} \geq 2 m_{9}^{-1 / 2}$, where $m_{10}=\sqrt{m_{9}} / 2$.
Solving this differential inequality gives

$$
w(1 / 2) \geq m_{11} \lambda^{1 / 2-N / 4} D_{0}^{(q+1) \delta / 2}
$$

where $m_{11}=m_{10}\left(1-e^{-1 / 4}\right)$. Hence

$$
u(1 / 2) \geq\left(m_{11} / 2\right) \lambda^{1 / 2-N / 4} D_{0}^{(q+1) \delta / 2}
$$

or

$$
v(1 / 2) \geq\left(m_{11} / 2\right) \lambda^{1 / 2-N / 4} D_{0}^{(q+1) \delta / 2}
$$

If $u(1 / 2) \geq\left(m_{11} / 2\right) \lambda^{1 / 2-N / 4} D_{0}^{(q+1) \delta / 2}$ then

$$
\begin{equation*}
\lambda u^{q}(1 / 2) \geq m_{12} \lambda^{1+(1 / 2-N / 4) q} D_{0}^{q(q+1) \delta / 2} \geq m_{12} D_{0}^{q(q+1) \delta / 2} \tag{2.32}
\end{equation*}
$$

since $1+(1 / 2-N / 4) q \leq 0$, where $m_{12}=\left(m_{11} / 2\right)^{q}$.
On the other hand, if $v(1 / 2) \geq\left(m_{11} / 2\right) \lambda^{1 / 2-N / 4} D_{0}^{(q+1) \delta / 2}$ then

$$
\begin{equation*}
\lambda v^{p}(1 / 2) \geq m_{13} \lambda^{1+(1 / 2-N / 4) p} D_{0}^{p(q+1) \delta / 2} \geq m_{13} D_{0}^{p(q+1) \delta / 2} \tag{2.33}
\end{equation*}
$$

since $1+(1 / 2-N / 4) p \leq 0$, where $m_{13}=\left(m_{11} / 2\right)^{p}$.
Combining (2.26), (2.27), (2.32), and (2.33), it follows that

$$
\lambda\left(u^{q}(1 / 2)+v^{p}(1 / 2)\right) \rightarrow \infty \text { as } D_{0} \rightarrow \infty,
$$

i.e. (i) holds. In particular, there exists a constant $R_{\lambda}>r_{\lambda}$ such that $u^{q}(1 / 2)+v^{p}(1 / 2)>$ $t_{\lambda}^{q}+t_{\lambda}^{p}$ for $\|(u, v)\| \geq R_{\lambda}$. This implies $u(1 / 2)>t_{\lambda}$ or $v(1 / 2)>t_{\lambda}$ for $\|(u, v)\|>R_{\lambda}$, which contradicts Lemma 2.3(ii). Hence (2.8) has no solution $(u, v) \in \mathbf{K}$ with $\|(u, v)\| \geq R_{\lambda}$, which completes the proof of Lemma 2.4.

Lemma 2.5. Let $z \in C^{1}[0,1]$ satisfy

$$
\left\{\begin{array}{l}
-\left(r^{N-1} z^{\prime}\right)^{\prime} \geq-\lambda k r^{N-1} \psi^{-\gamma} \text { in }(0,1),  \tag{2.34}\\
z(1 / 2) \geq L, z(1)=0,
\end{array}\right.
$$

where $\gamma \in(0,1), k, L>0$. Then

$$
z(r) \geq L_{0}(1-r)
$$

for $r \in[1 / 2,1]$, where $L_{0}=2^{2-N} L-2^{N-1} k(1-\gamma)^{-1} \lambda$.

Proof. Let $z_{0}(r)=z(r)-z(1 / 2)\left(\int_{r}^{1} s^{1-N} d s\right)\left(\int_{1 / 2}^{1} s^{1-N} d s\right)^{-1}, r \in[0,1]$. Then $z_{0}(1 / 2)=z_{0}(1)=0$ and $z_{0}$ satisfies the diffferential inequality in (2.34). Hence

$$
\begin{equation*}
z_{0}(r) \geq-\lambda k \int_{1 / 2}^{1} K(r, s) s^{N-1} \psi^{-\gamma} d s \tag{2.35}
\end{equation*}
$$

where $K(r, s)$ is the Green's function of $-\left(r^{N-1} u^{\prime}\right)^{\prime}$ with zero boundary condition on $(1 / 2,1)$. Note that

$$
K(r, s)=\left\{\begin{array}{l}
\rho\left(\int_{1 / 2}^{s} \tau^{1-N} d \tau\right)\left(\int_{r}^{1} \tau^{1-N} d \tau\right) \text { if } s \leq r \\
\rho\left(\int_{1 / 2}^{r} \tau^{1-N} d \tau\right)\left(\int_{s}^{1} \tau^{1-N} d \tau\right) \text { if } s>r
\end{array}\right.
$$

where $\rho=\left(\int_{1 / 2}^{1} \tau^{1-N} d \tau\right)^{-1}$. Since

$$
K(r, s) \leq \int_{r}^{1} \tau^{1-N} d \tau \leq 2^{N-1}(1-r)
$$

for $1 / 2 \leq r, s \leq 1$, it follows from (2.35) that

$$
z_{0}(r) \geq-2^{N-1} k \lambda \int_{0}^{1} s^{N-1} \psi^{-\gamma} d s \geq-2^{N-1} k(1-\gamma)^{-1} \lambda(1-r)
$$

Hence

$$
\begin{aligned}
z(r) & =z(1 / 2)\left(\int_{r}^{1} s^{1-N} d s\right)\left(\int_{1 / 2}^{1} s^{1-N} d s\right)^{-1}+z_{0}(r) \\
& \geq\left(2^{2-N} L-2^{N-1} k(1-\gamma)^{-1} \lambda\right)(1-r)
\end{aligned}
$$

for $r \in[1 / 2,1]$, which completes the proof.

## 3. Proof of the main result.

Proof of Theorem 1.1. By Theorem A, Lemma 2.2, and Lemma 2.4 (ii), $T_{\lambda}$ has a fixed point $\left(u_{\lambda}, v_{\lambda}\right) \in \mathbf{K}$ with $\left\|\left(u_{\lambda}, v_{\lambda}\right)\right\| \geq r_{\lambda}$. Since $r_{\lambda} \rightarrow \infty$ as $\lambda \rightarrow 0$, it follows from Lemma 2.4(i) with $t=0$ that

$$
\begin{equation*}
\lambda\left(u_{\lambda}^{q}(1 / 2)+v_{\lambda}^{p}(1 / 2)\right) \rightarrow \infty \tag{3.1}
\end{equation*}
$$

as $\lambda \rightarrow 0$. By Lemma 2.3(i),

$$
\begin{equation*}
u_{\lambda}(1 / 2) \geq \lambda\left(\delta_{0} v_{\lambda}^{p}(1 / 2)-\delta_{1}\right) \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
v_{\lambda}(1 / 2) \geq \lambda\left(\delta_{0} u_{\lambda}^{q}(1 / 2)-\delta_{1}\right) . \tag{3.3}
\end{equation*}
$$

Let $M_{0}>0$. We shall show that

$$
u_{\lambda}(r), v_{\lambda}(r) \geq M_{0}(1-r) \text { on }(0,1)
$$

if $\lambda$ is sufficiently small. Let $K>1$ be large enough so that

$$
\begin{equation*}
2^{2-N} \min \left(K^{1 / \max (p, q)}, \delta_{0} K-\delta_{1}\right)-2^{N-1} k(1-\gamma)^{-1}>2 M_{0} \tag{3.4}
\end{equation*}
$$

In view of (3.1), there exists $\lambda_{0} \in\left(0, \tilde{\lambda}_{0}\right)$ such that $\lambda u_{\lambda}^{q}(1 / 2)>K$ or $\lambda v_{\lambda}^{p}(1 / 2)>K$ for $\lambda \in\left(0, \lambda_{0}\right)$.

If $\lambda u_{\lambda}^{q}(1 / 2)>K$ then $u_{\lambda}(1 / 2)>K^{1 / q}$ and it follows from (3.3) and $\lambda<1$ that $v_{\lambda}(1 / 2) \geq \delta_{0} K-\delta_{1}$. Since $u_{\lambda}, v_{\lambda}$ satisfy (2.34) with $L=\min \left(K^{1 / \max (p, q)}, \delta_{0} K-\delta_{1}\right)$, (3.4) and Lemma 2.5 imply

$$
\begin{equation*}
u_{\lambda}(r), v_{\lambda}(r) \geq 2 M_{0}(1-r) \tag{3.5}
\end{equation*}
$$

for $r \in[1 / 2,1]$. On the other hand, if $\lambda v_{\lambda}^{p}(1 / 2)>K$ then $v_{\lambda}(1 / 2)>K^{1 / p}$ and it follows from (3.2) that $u_{\lambda}(1 / 2) \geq \delta_{0} K-\delta_{1}$. Hence (3.5) follows from (3.4) and Lemma 2.5. Thus (3.5) holds in either case. Since $u_{\lambda}, v_{\lambda}$ are decreasing, $u_{\lambda}(r) \geq u_{\lambda}(1 / 2) \geq M_{0}(1-r)$ and $v_{\lambda}(r) \geq v_{\lambda}(1 / 2) \geq M_{0}(1-r)$ for $r \in[0,1 / 2)$. In particular, by taking $M_{0}=M$, we see that $\left(u_{\lambda}, v_{\lambda}\right)$ is a positive radial solution of (1.1) for $\lambda<\lambda_{0}$ with

$$
(1-r)^{-1} \min \left(u_{\lambda}(r), v_{\lambda}(r)\right) \rightarrow \infty
$$

uniformly in $r \in[0,1)$ as $\lambda \rightarrow 0$, which completes the proof.
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