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1. G.Sunouchi has proved the following theorem [1]:
THEOREM 1. Let Δ = y/β > 1. If

(1) <Pβ(t)=oψ) (ί->0),

where φβ(t) is the /3 th integral of <p(t), and further if

(2) f \d(u*φ{u))\ - O(tY (0 < t < η\
o

then the Fourier series of ψ(t) converges at t - 0.

He proved this by a Tauberian theorem due to F. T. Wang. We give a
direct proof of this theorem and some generalizations.

2. PROOF OF THEOREM 1. The method of proof is similar as G. Sunouchi's
[1], estcept that the Tauberian theorem is not used.

Let a = l/£nllA, and let

= f
0

If we put

\dθ(u)\,

o

then we have, by (1) and (2),

<3) θ(t) = O(t), θ{t) =

Hence we have

= J

= - f θ(t)dA(t),

where

A(ί)=
t t

By integration by parts, we have



SOME TRIGONOMETRICAL SERIES VIII 297

- 7 = [d(f)Λ(#)]* + j A{t)dθ(t) =/, VJ*,
Λ

say. Then

= O(l/naA) =

= 0(1/***)

-f

Thus / = /j + /2 tends to zero as n -> oo and then £ -> 0.

Let us now estimate /. For this purpose we distinguish the cases con-

cerning β. Firstly, let 0 < β < 1. By integration by parts, we have

0

sin nt Ί Γ /JΛ ?tf cos wf — sin nt

0 0

sin nt "] / /—-— J + J φτ(
0 0

= /ι + /3,
say. Since

ΨJS) = of/1+v-̂ ) = o(t)

we have IΎ = o(l). On the other hand

f i [ m t s/. . fl ,
^ ( « X ί — w)~β du

0

, f nt cos ?tf — sin nt *. [/2 = J — Λ J
0 0

π / \ ̂  Γ ^ c o s w/ — sin nt,. v o ,.
^/a(«) du J (t - u)-P dt,

0

where the inner integral becomes

,+fl f T cos T — sin T / Λ ft_, ^, R, .
?ί1 + β / ( τ — nu)~βdτ = O(nβ/u).

Thus we have
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I2~θ(n?[ I<Pβ(u)\u-ιdu\ =

Ό
and hence J = /x + /2 = o(l).

Secondly consider the case 1< β < 2. We have

say. Since <£>(£) = O(^-Δ) by (3), we have, by the convexity theorem due to*
G. Sunouchi,

<Pj(t) = 0(fi+cy-«/0 ) = o(f)

and ?>2(f) = o(f+yβ).

Hence we get

Γ2 =

<pβ(u)duj ^(^^yτ - nuy-»dr
0 W

oo

Thus / = /[ + /J + ί = 0(1).

The proof of the general case k < β < k + 1 (k > 0) is now in hand. It i s
sufficient to use that, if <Pβ(t) = o(ίy), then

φv(t) = o(ί1 + C ι""1 ) γ / ( β + K Ύ~ | 3 ) / i 3 2 ))

f or 0 < v < β, and that

£*ψ- = « •(*-1,2,....)
The case β — k (integer) is easy, so That the theorem 1 is proved.

3. As a generalization of Theorem 1, we get
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THEOREM 2. Let Δ = y/β > l If

and

(5) lim lim sup
/

φ(tχ __ φijt + Ttjn)
t ί + π/n

Λ = 0,

then the Fourier series of <P(t) converges at t = 0.

THEOREM 3. Let Δ = y/β > 1. If

(1) *&) = (<*>) .(*-><>)

a n d

(6) lim lim sup f" l£&=£L±ϋ>i Λ = Of

then the Fourier series of <P(€) converges at t = 0.
There are generalization of not only Theorem 1 but theorems due to

Gergen [2] and Sunouchi [3], which includes Pollard's theorem and many
others.

By proving that (5) implies (6), we deduce Theorem 2 from Theorem 3.
Proof of Theorem 3 is analogous to that of Gergen's theorem, which is the
case Δ = 1.

4. PROOF OF THEOREM 3. We need a lemma, which is a simple modifi-
cation of a lemma due to J.J. Gergen [2].

LEMMA 1. Under the conditions of Theorem 3

(4) φv{t) = opi+C-ΌΔ) (/->0)

for integral v, 0 < v < β.

PROOF. Let β be non-integral and μ = [β] + 1. Then, by (1), we have

<Pμ.(t) = oipr+^-n) = o{t I KM-DΔ).

In order to prove the lemma, it is sufficient to prove that <Pr+ι(t) = o(t1+rA)
implies <Pr(t) = o(/1+(r"1)Δ) for 0 < r < μ. For this purpose we consider the
integral

dt J {
th multiple of which is the sum of <pr, linear combination of φr+ι and

the term majorated by the integral in (6). Thus we get the required. The
detail will be seen from the Gergen's paper [2].

Let us now prove Theorem 3. Let u = πjn}a =. (ku)ιlA If we put
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<A Oi + U Λ + 2W η + V> -η +

0 0 0 η η

then, by Lemma 1, we can prove as in the proof of Theorem 1 that

lim lim sup β(n, k) = 0.

We have also

AsΛ - β(n, * ) =

= 2u»fJ ,
,sm ntdt
)

f
J t -\-2u

say. By the condition (6)

lim lim sup S(n, k) = 0.

We have also
lim lim sup y(n, k) =* 0

by (4) and the integration by parts. Thus the Theorem is completely
proved.

5. PROOF OF THEOREM 2. It is sufficient to prove that (5) implies (6).

For sufficiently small k

(7) sup
0<^

f
J

<P(f) _ Ψ(f + v)
t t + υ

by (5). We can suppose k = 1 in (7). Let us define a sequence (xv) by the
relation

X\ = u, xv+ι + xf+1 = xv (y = 2,3, )

Then xn ψ , and then it converges the limit must be 0. Let uv = xv — ΛΓV+1

(v = 1,2, ). For a fixed ξ, we have

f t)dt=y>ΓJ ~\ J

X

V+l *ψ
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dt

<P{t) uv) dt

ί£«

Thus we have

Now,

f \<P{t)\dt~O(u).

u)\ ί dt

(ku) l/Δ

ϊ __ <p(t + «)

Thus (6) implies (5).

dt

J
"Γ Z. "Γ
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