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1. Let M be a finite factor with the invariant C = 1 and G a group of
automorphisms0 of M. If G is outer, that is all member of G except the unit
element are outer automorphisms, the crossed product (M, G) is a finite factor
(see [1]). The purpose of this note is to prove the following two theorems.

THEOREM 1. Let M be a finite factor with the invariant C= 1 and G
a group of outer automorphisms of M. Then any sub factor N of the crossed
product (M, G) containing M2) is isomorphic to the crossed product (M, Go) of
M by a subgroup Go of G.

When G is finite, this theorem is contained in [2 : Lemma 9].

THEOREM 2. Let M be a finite factor with the invariant C = 1, and
both G and H be groups of outer automorphisms of M. Then there exists
an isomorphism between the crossed product (M, G) and (M, H) which leaves
M invariant if and only if the following conditions are true.

(1) There is an automorphism η of M such that the correspondence
a(£ G)—>σ(zH) defined by the relation η~ιcίη = σ(mod I), where I is the

set of all inner automorphisms of M, gives an isomorphism of G onto H.
(2) There exists a family {Wa]a& of unitary operators of M such that

each Wa induces the automorphism η~ιocησ~ι of M and for each a, β <Ξ G, Wίβ

= w:wβ.
2. Firstly we shall give a short explanation on the construction and a basic

property of the crossed product of a finite factor.
Let M be a finite factor with the invariant C = 1 on a Hubert space H and

G a group of automorphisms of M. Let a-*Ua be a faithful unitary repre-
sentation of G such that Ut AUa =Aa for all A 6 M. For each A <= M, β e G we
define the operators A, Uβ on H ® 12(G) by

uβ

1) An automorphism of a factor means a *-automorphism.

2) The definition of M will be given in §2.
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for a l lV φ«<&SΛ € H (g) Z2(G). The set [A A e M} will be denoted by M.

Then, a-^UΛ is a faithful unitary representation of G on H ® h ( G ) such as

Ut AUa=Aa for A 6 M. The W^-algebra on H®/2(G) generated by {M, Ua;ct € G}
is the crossed product of M by G in the sense of [1], and is denoted by (M, G).
Each element A € (M, G) is uniquely expressed in the form A = X) AJJay

where Aα € M and ]> '̂ is taken in the sense of the metrical convergence.

3. To prove Theorem 1 we shall provide two lemmas. The proof of Lem-
ma 1 is seen in the proof of [1 Theorem 3], and so we omit the proof.

LEMMA 1. Let M be a finite factor and a an outer automorphism ofM.
If A £ M possesses the property that BA = AB" for all B € M, then
A = 0.

Throughout the remainder of § 3 we shall use the symbols M, N and G
with the meaning attributed to them in the statement of Theorem 1 in § 1.

Then each element A € N can be uniquely expressed in the form A =

AJJΛ where Aa £ M for each cc £ G. We denote the set of #-components3) Aa

of A € N by Nα for each a € G. Then it is easily seen that each NΛ is a two-
sided ideal of M. Since M is topologically, and so algebraically simple, either
Nα = (0) or Nα = M for each a € G. Let Go = [a € G Nα =+=(0)}. Then Go is
a subgroup of G and we have the following

LEMMA 2. For each a € Go, U« £ N.

PROOF. Let £ be the conditional expectation of (M, G) relative to N in

the sense of [3]. Fix an arbitrary a0 e Go. Since U%0 € N, Ui0 is uniquely exp-
ressed in the form

UX = Σ ' „ AaUa, (*)

where Aa € M for every α: € Go. As ££/«„ = ϊ7«oJB
αo for any B s M, we have

5[/α0 = C7«o B
αo for all J3 ζ M. Hence by (*) and the uniqueness of the expression

BAa = AαB -1 for all £ € M and a € Go. (**)

Lemma 1 and (**) imply that A* = 0 for all α: € Go, a 4= <20 and f/« = AauUao.

Further 5Aαo = Aa<s B for all β ^ M by (**), and so Aao - λ/, Lfc. = λC/αo

where λ is a scalar. Thus (1 — \)Uε

ao = 0, and either λ = 1 or [7«0 = 0. This

shows that either Uε

aιt =UΛo £ Nor C/«0=0. Suppose that t/«0 = 0. Since N*0 = M,

3) For A = Σ AaUa € (M, G), A« ζ M is called the α-component of A.
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there exists an element B — 2Z BJJ» £ N such as BΛn 4= 0. Then
azGo

where Go is a subset of Go which does not contain ccQ. This contradicts the uni-

queness of the expression of each element of N. Hence t/α € N for all a £ G.

PROOF OF THEOREM 1. By Lemma 2, JR(M, ϋa; a s Go) Si N. On the

other hand, it is obvious that R(M, Ua\a £ Go) 2 N by the definition of Go.

Thus N = R(M, Ua; a z Go). By Corollary of Theorem 5 in [1], (M, Go) is

isomorphic to i?(M, Ua # € Go) and the theorem is proved.

4. In this section we shall prove Theorem 2 and use the notations M, G, H
and I with the same meaning as those in the statement of Theorem 2.

Let cί-*Ua (resp. σ —> Vσ) be the unitary representation of G (resp. H) which
appears in the construction of the crossed product (M, G) (resp. (M, H)).

PROOF OF NECESSITY. Let Φ be an isomorphism between (M, G) and

(M, H) which leaves M invariant. Then Φ induces an automorphism η of M

denned by Aη = Φ(A) for all A c= M. For each a z G and A € M, we have

Φ(]Ua)*AΦ{Ua) = Φ{U%)Φ{A^1)ΦβJa) = ΦilJϊA*-1 Ua) = A*-1**1

and so Φ(C7α) induces an automorphism η~ιoίη of M. Putting Φ(C/«) = Σ ^ϊσVσ

σ€//

€ (M, H), we have

( Σ ' ΛσVσ) A""1"" = 2( Σ ' AσVσ)
σe// σe/f

for all A £ M. Thus we have for each σ £ H

Aσ A^laΎίσ'1 = AAσ for all A £ M.

Hence, by Lemma 1, except for σ € H such as 77"̂ 77 == σ(mod I) Aσ = 0. On
the other hand, if there exist σu σ2 such as η~ιoίη = σj (mod I), η~ι<Xη Ξ σ2(modl),
σισ2~

ι — (η 1c£ησ1~
1) x (η~1ctησ2~

1) £ H is inner, and so σx = σ2 by our assumption

on H. If all η~ιaησ~ι are outer, Aσ = 0 for all σ € H and Φ(C7«) = 0, which is

a contradiction. Therefore, for each a € G there exists a unique σ € H and a

unique unitary operator Wa € M such that η~ιaη Ξ= <τ(mod I), Φ(i7α) = WaVσ

and WΛ induces and inner automorphism η~ι<Xησ~ι of M. Next we shall prove
that the mapping <x—>σ defined above gives an isomorphism of G onto H. To

prove that the mapping a—>σ is onto, let Vσ = Φ ( Σ . A«ϊ7α), then we have
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AVσ =

= VσA
σ = Φ ( V ' A«Ua)

for all A z M, and for each a e G, AAl = Al A**1'1"'1*1 for all A £ M. By the
same reason as before, there is a unique a € G such as rfλcϋη = cr (mod I). Thus

the mapping is onto. Since Φ(U«) = T^αVσ, Φ(C7β) = W/gT̂ r for each pair aβ € G.

Vτ) =

— WaβVω, where η~ιβη = τ(mod I), η~ιaβη Ξ= ω(mod I),

and WiβWΛWfι = VωV*στ z M. Thus ω = στ and W^ = Wl Wβ for each Λ,
β £ G. Hence the necessity of (1), (2) is proved.

PROOF OF SUFFICIENCY. Suppose that the conditions (1), (2) are satisfied.
We define a mapping Φ of (M, G) into (M, H) by

Φ ( Σ ' 2i/«) = Σ ' Bσ Vσ for each Σ ' AJUa * (M, G),

where σ == η~ ιctη (mod I) and Bσ = A« W,, for a z G.

If Φ ( Σ ' A X U - 0, we have AlWa = 0 for each a € G, and Aα - 0

for all a £ G. Thus the mapping Φ is one-to-one. Further, for any Σ 7 ^ ^

e(M, H)

( λ = Σ' 2σκ,

where η~ιcίη = σ(mod I) and Ba = Aσ for all a € G, and thus the mapping
Φ is onto.

To complete the proof we need only to prove that

Φ ((Σ; S C AM.) (Σ;€β iw.)) = Φ (Σαec i t/.) Φ (Σ;ee RU.) ,

and [[Φ ( Σ ; € S Aaua)]\= [[Σ;ee A ^ - I I

for any T,' AJJa, Y\' BaUa e (M, G). Since we have W* = WΛ-. by condition

(2),
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where σ = ^" '^(mod I) and Bσ~, = AT1* Wa- , and so

Moreover,

where a ΞΞ ίj-'α^mod I), τ = rfκβ*riτΆ(A I), Cσ=A%Wa and Dτ=Bk

β Wβ, and so

Hence,

Finally,

where σ = T ^ " 1 ^ (mod I) and Bσ = A2Wα, and the proof of sufficiency is

completed.
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