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1. Introduction. The Gibbs' phenomenon of Fourier series smnx
n

was found by W. Gibbs and O. Szasz [7], L. Lorch [4], C. L. Miracle [6], K.
Ishiguro [1], [2] and many other authors have investigated this phenomenon
for various summability methods.

In a recent paper A. Meir has introduced in [5] a family of summability
methods F(a,q(p)) which is defined by two parameters a and q(p) and has
shown that this family contains Borel, Valiron, Euler, Taylor, and Sa-
transformation.

In this paper we shall study the Gibbs' phenomenon of the Fourier series

^ sin nx for this family of summability methods. If we define sn(x) by the
7 1 = 1 "

partial sum of the Fourier series Σ which is equal to -^-(π—x) for
72 = 1

0 < x < 2ΊΓ, and define σp(x) by the linear transformation of sn(x) by means
of a family of summability methods whose matrix belongs to F(a,q(p)), then
we obtain the following result:

If {Xp} satisfies the condition that for given r, in the case 0 ^ T < oo ,
xp-^ + 0, q(p)Xp-+τ and in the case τ = oo, q(p)xp —> oo, q(p)xp

2 —• +0 as p
tends to infinity, where q=q(p) is the parameter of F(a,q(p)), then we get

(1.1) limσp(xp) = ( - 5 *
p-^°o t/o U

We can prove the above formula (1.1) by the same calculation as the one
which we use in order to obtain Lebesgue constant for a family of summability
methods (see [3]). Gibbs' phenomenon for this family is independent of the
parameter a of F(a,q(p)). Since sn(x) is odd function of x, a similar pheno-
menon occurs in the left-hand neighourhood of x = 0.
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From this result we shall show that we can obtain the Gibbs' phenomenon

for Borel, Valiron, Euler, Taylor and iSα-transformation which are contained

in this family of summability methods.

2. The Family F(α, q(p)) of summability methods. Following A. Meir

[5], let us say that the summability matrix [cpk] belongs to F(a,q(p)) if it

satisfies the following conditions: p is a discrete or continuous parameter

a is a positive constant; q=q(p) is a positive increasing function which tends

1 2
to infinity as p —• oo for every δ : — < δ < - r - ,

as p—*oo uniformly in k for \k — q\ί=kq8,

(2.2) cpo + £ *cp* =
\k-q\>tP

where η is some positive number independent of p> and

(2.3) cpk^0.

It is known that the family F(ay q(p)) with appropriate a and q(p) contains

such summability methods as Borel, Valiron, Euler, Taylor and 5α-transformation

(see A. Meir [5]).

From the definition of σp(x)y we have

(2.4)

We shall now investigate the behaviour of <τv(x) in the neighbourhood

of x=0.

3. Two lemmas. In order to prove the formula (1.1), we require the

following two lemmas.

LEMMA 3.1. If the summability matrix [cpk] belongs to F(a> q(p)), ive
have
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(3.1) Σ,cP* = l+<q~J*') as p->oo.

The proof follows from (2.1) and (2. 2) by a simple calculation.

LEMMA 3.2. If {xp} satisfies the condition which is mentioned in
section 1 and p tends to infinity, then we have

<3 2)

and

PROOF. From the condition on {^p}, for sufficiently large p, we get

= o ( i )

Similary, we get for sufficiently large p,

^
s m M

V s 4 i V \ Q

4. Gibbs' pheiιomen0n. In this section we consider the Gibbs' phenomenon
for a family of summability methods whose matrix [cpk] belongs to F(a, q(p)).

THEOREM. Let σp(x) denote the linear transformation of sn{x) by
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means of a family of summabίίity methods whose matrix belongs to
F(a,q(p)).

If {xp} satisfies the following condition that for given T, in the case
0 :g T <oo, χp —• +0, q(p)xp —• r and in the case τ = oo, q(β)xp —• oo? q(β)xp

2

—> + 0 as />—> oo? where q=q(ί>) is mentioned in section 2, ίΛtf z te;̂

(1.1) lim σp(xp) = I S m z * JM .

PROOF. From lemma 3.1, (2. 2) and (2. 4), we have

We put Iλ(xp) and /2(^P) as follows:

σ ^ ) = f P ̂ ~ ( Σ + Σ
Jo s m w \]k_q]^qi> Ilc-ql

= Ix(xp) + I2(xp)

Applying lemma 3.2 and (2. 2) to /^x^) and / 2(^P), we get for sufficiently
large py

xP/2

s in ,

Jo smu

and
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Then we obtain

- ^^J^Te~^nn(*k+1)udu + 0(1)

1°) The case where q^qifi) is integer.
When we put n = k—q(β, we have

^ Σ - Σ
irq „__„, | n l > β β

Using the property of Theta function [8], we get

J_a_ <£ e-

and consequently for 0 ίΞ w ̂  xv ,

(4-2) Σ
l*-β|^

v πq

From (4.1) and (4. 2), we get

(4.3) () j ^ Wa

We put /(w, p) and Γ>p(^p) as follows:
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u
(4.4)

pxp/2

Dp(xp) = f(u, p) sin(2g + ϊ)udu.
Jo

Applying integration by parts to Dp(xp)9 we get

(4 5) DJM -4*-.,) • — ^ ί - + [fX«,P)

From fXu, p) > 0 f or 0 < u ^ xp/2 and /'( + 0, />)=*£->(),

(4. 6) I I/'(«, f>)\du = O(qxp) .
Jo

From (4. 5) and (4. 6), we get

(4.7) Dp(xp) = O(xp) + O ( 4 - J \f(u,ρ)\du\ = OCx,,) = c(l) .

Consequently we get from (4. 3), (4. 4) and (4. 7) for sufficiently large p

(4. 8) σv{xp) = £'2 Sin{2q

u

+1)u du + o(l)

Jo W

Thus the theorem has been proved when q = #(/>) is integer. Next we
shall consider the other case.

2°) The case where q = q(ji) is not integer.
Let [q] denote the integral part of q = #(/>) and q0 = [g]-bl. We put

Dλ(xp), D2(xp)> Dί(xp) and D^Xp) as follows:

(4.9)
sinu

Γp/2 -.

S l n

Γ
S l n ω Ifc-
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Γr + Σ
' _ α 2 / α \

du

o SHIM

£ /

Dx{xv) + Dt(xp) + Dlxp) + Dt{xp).

i) In the case where q < q0^ k ^ q + qs, we have

o ̂  ( * -

Hence the following estimation results:

7rq

1 Λ(

Then we get

(4.10)
1 -^

_ , , +2g+i)uJu

a \ —. du I = o(l) .
* Jo smw )

ii) In the case where k ^ [q] <q < q0, we have

Hence the following estimation results just as in the case of i) :
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/ ^ _ e - T ( * - 9 ) ! _ / a c -^<*-
* irg v τrg0

= 0—4= iΛβ-^Ί

_o/_L_

Then we get

(4.11)
s i n «

Next we shall estimate Dt(xp)9 DA(xp) and we get

Γp/2 -.

- ^ Σ
s m ω rί£Z

sin(2^ +1) uI dit

= O
1 Γ

Jo

From (4.1), (4.9), (4.10), (4.11), (4.12), (4.13) and the result of 1°), we have
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I du + o(l) .
Jo U

Thus we have obtained Gibbs' phenomenon for a family of summability
methods whose matrix [cpk] belongs to F(a, q(p)).

5. Gibbs' phenomenon for Borel, Valiron, Euler, Taylor and ^-trans-
formation. In this section, we suppose that [xp] satisfies the same condition
as in the theorem of section 4.

From the theorem, we get the following results:

i) Borel-transformation (see L. Lorch [4]).
The summability matrix of Borel-transformation is defined by

where p> 0, a = - ~ and q(p) = p (see A. Meir [5]).

If we define Bp(x) by the linear transformation of sn(x) by means of
Borel-transformation, we have from (1.1)

dulim Bp(xp) = lim e~p Σ -^- 5*^) = I ^ 7 ^

ii) Valiron-transformation.
The summability matrix of Valiron-transformation is defined by

Cpk =

where a > 0, a = a and q(p) = p.
If we define Vp(x) by the linear transformation of sn(x) by means of

Valiron-transformation, we have

km VpOr,) = lim
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iii) Euler-transformation (see O. Szasz [7]).
The summability matrix of Euίer-transformation is defined by

ay-k for O^k^p,

(/>=1,2,3,.. )
0 f o r ρ + l ^ k ,

where 0 < a < 1, a = 1/2(1 —a) and q — ap (see A. Meir [5]). If we define
Ep(x) by the linear transformation of sn(x) by means of Euler-transformation,
we have

lim Ep(xP) = lim £ ( £ ) a\l -ay~« sk{xp)

— I s m

Jo U

sinu j

iv) Taylor-transformation (see K. Ishiguro [1]).
The summability matrix of Taylor-transformation is defined by

0 for O ^ i ^ p—1,

rP+if. * Vi~.r)*-p for p ^ k ,

where 0 < r < 1, α = r/2(l—r) and g(/>) = />/r (see A. Mier [5]). If we define
Tp(x) by the linear transformation of sn(x) by means of Taylor-transformation,
we have

lim T,(xp) - lim £

rr/r .
— I S l n

Jo U

sinw ,
du.

v) 5α-transformation (see K. Ishiguro [2]).
The summability matrix of 5α-transformation is defined by

a!> (*=0,l,2,.. , /»=1,2, )

where 0 < α < 1, α=(l-α)/2 and g(/>) = α/>/(l-2) (see A. Meir [5]). If we
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define σp(x) by the linear transformation of sn(x) by means of ^-transformation,
we have

lim σv(xp) = lira Σ {\-d)"+1 (P+k) ak sk(xp)

SIIIM ,

du.
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