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Let p be a non-negative integer, [κn] a strictly increasing unbounded

sequence with λ0 ^ 0, and let ]P an be an arbitrary series. Write

A"(τυ) = Σ, (w-\nyaΛ (w ^ 0)
λn<W;

C! = Σ «». C* = Σ (χn+i - V> (λ B + p -λ.) α, (/>^ 1)

The series ^ αn is said to be

(i) summable by the Riesz method (R,\ p) to s if w~pAp(τv)—>s as w
(ii) summable by the generalised Cesaro method (C,λ, p) to 5 if

-*s as n->oo.

The relationship between these two summability methods has been investi-
gated by Jurkat [2] and Burkill [1], who independently defined generalised
Cesaro methods essentially the same as the above; and by Russell [3]. All
three established the inclusions

(10: (C,

under various hypotheses on the sequence {Xn}. The most general results to
date are due to Russell [3], who proved that (10 holds without restriction on
[Kn], and that (I2) holds provided

Λ » n + 1 Λ»n
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when p ^ 3 and unrestrictedly when p^2.
The object of this note is to prove that (I2) also holds if

( C f ) : λ n + 1 = O(λβ).

Conditions (CΊ) and (C2) are independent (see [3]).
We shall prove the following theorem in which there is no restriction on

THEOREM. If η{w) is non-negative and monotonic non-decreasing for
^O and Ap(w) = o(η(w)) as w.-> oo, then Cξ = o(rfan+p)).

The theorem remains valid if o is replaced by O throughout.
As an immediate corollary we have:

COROLLARY. If (C2) and Ap(w) == o(wp) as w->oo, then Cξ =

Since the methods (C,λ,/>) and (i?,λ,/>) are both regular (see [3], Cor. IB),

a consequence of the corollary is that (C2) is a sufficient condition for inclusion

ft).

PROOF OF THE THEOREM. Since the theorem is trivially true when
p = 0, we shall assume that p^l. Let m = m(n) be an integer such that

λm + 1— Xm = max (λi+i—λi), Λ g . m ί

and let

^ = bnΛ = (/H-l) ^ w + t Z χ W (*' = 1,2, - . . , />) .

Then (c.f. Burkill [1], p. 57) there are numbers yt = 3/W)i (/=0,1, , p) such
that

(1) (x+biXx+bz) (x+bp) = 3/0(0:+!)^ + ^i

which is equivalent to the system of linear equations

(2) Σ C / + l)1yi = *ι (*'=0,l,

where
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The determinant of the system (2) is

Δ = Π

and yr = Δ r/Δ where Δ r is the determinant of the matrix

(Cίj) (i,j = 0,1, , />) where citT = kt and c t l i = O' + l)* (J Φ r).

Since | £ r | < O + l ) 2 , we see that | ^ | < ( ^ + l ) 2 p and hence that k l f J |<(/> + l)2

Consequently

( 3 ) I y r I = l y » , r I ^ | Δ r | < ( ^ + 1 ) 1 ( ^ + 1 ) ^ ( r = θ , i , . , p ; Λ = O , I , . . . )

Putting J :=(/> + 1 )
 λ m " " λ p in identity (1), we obtain

(xn+ί-\) (\n+p-\) = yn,o(μn,o-\)p + + yn,P(μ n,p-X)p

where

(4) \m. <C flntι = X + (λ λ) ^ ^

( ί=0, l , . . . , / sw=0, l , ).

Hence

(5) Q = Σ (λ»+i-λ») ' (λ n + p -λ,K = Σy. . t A Ό*,.,)

and the theorem is an immediate consequence of (3), (4) and (5).
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