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1. Introduction. In this paper we shall construct a certain spectral theory for closed linear operators on a Banach space.

These operators have a suitable spectral behaviour on subsets of their spectra but we must eliminate some residual part which do not offer information about the intimate structure of the considered objects, at least from our point of view.

It will be easy to see that this theory contains many examples of operators, bounded or not, having a functional calculus on their spectrum [1], [2], [3], [6], [8], [9].

A permanent model for our construction will be the theory of decomposable operators on a Banach space [7], [2].

Throughout this paper the sets of points will be taken in $\boldsymbol{C}_{\infty}=\boldsymbol{C} \cup\{\infty\}$ (the complex compactified plane).

We shall denote by $\mathfrak{X}$ a complex Banach space, by $B(\mathfrak{X})$ the algebra of bounded linear operators on $\mathfrak{X}$ and by $C(\mathfrak{X})$ the set of closed linear operators on $\mathfrak{X}$. If $T \in C(\mathfrak{X})$, we shall denote by $D_{T}$ its domain of definition.

Many considerations are valid in a more general space, for example on a locally convex one endowed with a suitable structure, in particular on a Fréchet space, using a good definition for the spectrum of an operator [10].
2. The residual single valued extension property. The single valued extension property for bounded operators is a notion due to Dunford [3], [4].

Our definition is a generalization for closed operators, including the fact that only a part of their spectrum is considered.

DEFINITION 2.1. An open set $\boldsymbol{\Omega} \subseteq \boldsymbol{C}_{\infty}$ is of analytic uniqueness of $T \in C(\mathfrak{X})$ if for any open $\omega \subseteq \Omega$ and analytic function $f_{0}: \omega \rightarrow D_{T}$ verifying the equation $(\lambda I-T) f_{0}(\lambda)=0(\lambda \in \boldsymbol{\omega} \cap \boldsymbol{C})$ it follows $f_{0}(\lambda) \equiv 0$ in $\boldsymbol{\omega}$.

Proposition 2.1. For any $T \in C(\mathfrak{X})$ there exists a unique maximal open set $\Omega_{T}$ of analytic uniqueness.

Proof. The family of open sets $\left\{\boldsymbol{\Omega}_{\nu}\right\}$ of analytic uniqueness of $T$ contains at least the set $\rho(T)$ (the resolvent set of $T$ ). Let us put

$$
\Omega_{T}=\bigcup_{\nu} \Omega_{\nu}
$$

It is easy to see that $\Omega_{T}$ is an open set of analytic uniqueness. Indeed, if $\omega \subseteq \Omega_{T}$ is an open set and $f_{0}: \omega \rightarrow D_{T}$ an analytic function verifying $(\lambda I-T) f_{0}(\lambda)=0$ $(\lambda \in \omega \cap \boldsymbol{C})$ then for any $\lambda_{0} \in \omega$ there is a neighbourhood $V_{\lambda_{0}}$ completely contained in a set $\Omega_{\nu_{0}}$. Since $\Omega_{\nu_{0}}$ is of analytic uniqueness then for the pair ( $V_{\lambda_{0}}, f_{0} \mid V_{\lambda_{0}}$ ) it follows $f_{0} \mid V_{\lambda_{0}} \equiv 0$. The point $\lambda_{0} \in \omega$ being arbitrarily chosen, we obtain $f_{0} \equiv 0$ in $\omega$. Obviously the set $\Omega_{T}$ is a maximal unique one with required property.

Definition 2.2. We shall denote by $S_{T}=\mathcal{C} \Omega_{T}\left(\Omega_{T}\right.$ given by the preceding proposition) and call it the analytic residuum of $T \in C(\mathfrak{X})$.

From the properties of $\Omega_{T}$, it follows easily that $S_{T}$ has no isolated points and if its interior is void then the set itself is void.

DEFINITION 2.3. An analytic function $f_{x}: \omega \rightarrow D_{T}$ verifying the equation $(\lambda I-T) f_{x}(\lambda)=x(\lambda \in \boldsymbol{\omega} \cap \boldsymbol{C})$ is called $T$-associated of $x \in \mathfrak{X}(T \in C(X)$ fixed $)$.

For $T \in C(\mathfrak{X})$ and $x \in \mathfrak{X}$ fixed we shall denote by $\delta_{T}(x)$ the (open) set of points $\lambda_{0} \in \boldsymbol{C}_{\infty}$ with the property that $\lambda_{0}$ has a neighbourhood where there exists a $T$-associated function of $x$.

Let us also put

$$
\begin{aligned}
& \gamma_{T}(x)=C \delta_{T}(x), \\
& \rho_{T}(x)=\delta_{T}(x) \cap \Omega_{T}, \\
& \sigma_{T}(x)=\gamma_{T}(x) \cup S_{T}=C \rho_{T}(x) .
\end{aligned}
$$

It is easy to see that on $\rho_{T}(x)$ there is a unique $T$-associated function of $x$, denoted by $x(\cdot)$.

Therefore we can write:

$$
\gamma_{T}(x) \subseteq \gamma_{T}(x) \cup S_{T}=\sigma_{T}(x) \subseteq \sigma(T)
$$

and by complementing

$$
\rho(T) \subseteq \delta_{T}(x) \cap C S_{T}=\rho_{T}(x) \subseteq \delta_{T}(x) .
$$

Proposition 2.2. Let $T \in C(\mathfrak{X}), x_{0} \in \mathfrak{X}$ and $\lambda_{0} \in \delta_{T}\left(x_{0}\right) \cap C$. Then for any
$T$-associated function $f_{x_{0}}$ of $x_{0}$, defined in $\lambda_{0}$, we have the relations:

$$
\begin{align*}
& \gamma_{T}\left(f_{x_{0}}\left(\lambda_{0}\right)\right)=\gamma_{T}\left(x_{0}\right),  \tag{i}\\
& \sigma_{T}\left(f_{x_{0}}\left(\lambda_{0}\right)\right)=\sigma_{T}\left(x_{0}\right) . \tag{ii}
\end{align*}
$$

Proof. The second equality follows immediately from the first. Now, let $\mu_{0} \in \delta_{T}\left(f_{x_{0}}\left(\lambda_{0}\right)\right)$, therefore it has a neighbourhood $V_{\mu_{0}}$ and a function $f$ : $V_{\mu_{0}} \rightarrow D_{T}, T$-associated with $f_{x_{0}}\left(\lambda_{0}\right)$, hence

$$
(\mu I-T) f(\mu)=f_{x_{0}}\left(\lambda_{0}\right)\left(\mu \in V_{\mu_{0}} \cap \boldsymbol{C}\right)
$$

But $f_{x_{0}}\left(\lambda_{0}\right) \in D_{T}$ and $\left(\lambda_{0} I-T\right) f(\mu)=f_{x_{0}}\left(\lambda_{0}\right)+\left(\lambda_{0}-\mu\right) f(\mu)$ is an analytic function with values in $D_{T}$, therefore

$$
(\mu I-T)\left(\lambda_{0} I-T\right) f(\mu)=\left(\lambda_{0} I-T\right)(\mu I-T) f(\mu)=\left(\lambda_{0} I-T\right) f_{x_{0}}\left(\lambda_{0}\right)=x_{0}
$$

Consequently $\mu_{0} \in \delta_{T}\left(x_{0}\right)$.
Conversely, if $\mu_{0} \in \delta_{T}\left(x_{0}\right)$ it has a neighbourhood $V_{\mu_{0}}$ where there is a $T$-associated function $g_{x_{0}}(\mu)$ of $x_{0}$. If $\mu_{0}=\lambda_{0}$ we take for $g_{x_{0}}$ even the initial function $f_{x_{0}}$.

In these conditions we can define the following analytic function

$$
h(\mu)= \begin{cases}-\frac{g_{x_{0}}(\mu)-f_{x_{0}}\left(\lambda_{0}\right)}{\mu-\lambda_{0}} & \mu \neq \lambda_{0} \\ -f_{x_{0}}^{\prime}\left(\lambda_{0}\right) & \mu=\lambda_{0}\end{cases}
$$

which verifies the equation $(\mu I-T) h(\mu)=f_{x_{0}}\left(\lambda_{0}\right)$ if $\mu \in V_{\mu_{0}} \cap \boldsymbol{C}$. Therefore $\mu_{0} \in \delta_{T}\left(f_{x_{0}}\left(\lambda_{0}\right)\right)$ and now both equalities are verified.

DEFINITION 2.4. For an arbitrary set $M \subseteq \boldsymbol{C}_{\infty}$ we shall denote

$$
\begin{aligned}
& \breve{\mathfrak{X}}_{T}(M)=\left\{x \in \mathfrak{X} ; \boldsymbol{\gamma}_{T}(x) \subseteq M\right\}, \\
& \mathfrak{X}_{T}(M)=\left\{x \in \mathfrak{X} ; \sigma_{T}(x) \subseteq M\right\} .
\end{aligned}
$$

If $M \not \equiv S_{T}$, the set $\mathfrak{X}_{T}(M)$ is void and if $M \supseteq S_{T}$ then $\breve{\mathfrak{X}}_{T}(M)=\mathfrak{X}_{T}(M)$.
Furthermore, the mapping $M \rightarrow \breve{\mathfrak{X}}_{T}(M)$ (or $\mathfrak{X}_{T}(M)$ ) preserves the inclusion relation.

Proposition 2.3. For every set $M \subseteq \boldsymbol{C}_{\infty}$ the vector sets $\mathfrak{X}_{T}\left(M \cup S_{T}\right)$ and $\breve{\mathscr{X}}_{T}(M)$ are linear manifolds.

Proof. Indeed, it is straightforward to verify the following relations

$$
\left.\begin{array}{l}
\gamma_{T}(x)=\gamma_{T}(\alpha x) \\
\sigma_{T}(x)=\sigma_{T}(\alpha x)
\end{array}\right\} \text { any } x \in \mathfrak{X}, \quad \alpha \neq 0,
$$

and from these we obtain the assertions.
Definition 2.5. A closed subspace $\mathfrak{Y} \subseteq \mathfrak{X}$ is invariant for $T \in C(\mathfrak{X})$ if $\mathfrak{Y} \subseteq D_{T}$ and $T \mathfrak{Y} \subseteq \mathfrak{V}$.

Obviously, since $T$ is closed, by Banach theorem it follows $T \mid \mathfrak{Y} \in B(\mathfrak{y})$.
Proposition 2.4. Let $T \in C(\mathfrak{X}), S_{T} \subseteq M_{0} \subseteq \boldsymbol{C}_{\infty}$ and $\mathfrak{V}_{0}=\mathfrak{X}_{T}\left(M_{0}\right)$ with the properties:

1) $\mathfrak{V}_{0}$ closed in $\mathfrak{X}$,
2) $\mathfrak{V}_{0} \subseteq D_{T}$.

Then $\mathfrak{Y}_{0}$ is invariant to $T$ and $\sigma\left(T \mid \mathfrak{Y}_{0}\right) \subseteq \overline{M_{0} \cap \sigma(T)}$.
Proof. Let us prove that $\models_{0}$ is invariant to $T$.
Namely, if $y \in \mathscr{Y}_{0} \subseteq D_{T}$ then we have $(\lambda I-T) y(\lambda)=y$ for any $\lambda \in \rho_{T}(y) \cap C$ and the function $T y(\lambda)=\lambda y(\lambda)-y$ is analitic, with values in $D_{T}$.

From this it follows $(\lambda I-T) T y(\lambda)=T y$, therefore $\sigma_{T}(T y) \subseteq \sigma_{T}(y) \subseteq M_{0}$ and the space $\models_{0}$ is invariant to $T$.

For any $\lambda \in C \overline{\left(M_{0} \cap \sigma(T)\right)} \cap \boldsymbol{C}$ we can define the linear operator

$$
A_{2} y=y(\lambda) \quad\left(y \in \mathfrak{\eta}_{0}\right),
$$

well defined since, by Proposition 2.2, $\sigma_{T}(y(\lambda))=\sigma_{T}(y)$. If $A_{\lambda} y=0$ then $y=(\lambda I-T) y(\lambda)=0$, therefore $A_{\lambda}$ is injective. If $z \in \vartheta_{0}$ and $y=(\lambda I-T) z$ then $A_{\lambda} y=A_{\lambda}(\lambda I-T) z=((\lambda I-T) z)(\lambda)=(\lambda I-T) z(\lambda)=z($ where the third equality is true since outside $M_{0} \supseteq S_{T}$ any $T$-associated function is uniquely determined for the elements of $\mathfrak{Y}_{0}$ ).

Therefore $A_{2}$ is also surjective.
On the other hand

$$
(\lambda I-T) A_{\lambda} y=(\lambda I-T) y(\lambda)=y
$$

and

$$
A_{\lambda}(\lambda I-T) y=((\lambda I-T) y)(\lambda)=(\lambda I-T) y(\lambda)=y .
$$

Therefore, by Banach theorem, we conclude that $A_{2} \in B(\mathfrak{X})$ and $A_{2}=\left(\lambda I \mid \mathfrak{Y}_{0}\right.$ $\left.-T \mid \bigoplus_{0}\right)^{-1}, \lambda \in \rho\left(T \mid \vartheta_{0}\right)$ and this finishes the proof.

Corollary 1. For any $T \in C(\mathfrak{X})$ we have the relation $\bigcup_{x \in \mathcal{X}} \sigma_{T}(x)$ $=S_{T} \cup \bigcup_{x \in \mathcal{X}} \gamma_{T}(x)=\sigma(T)$.

Indeed, we have obviously

$$
\bigcup_{x \in \mathcal{X}} \sigma_{T}(x)=S_{T} \cup \bigcup_{x \in \mathcal{X}} \gamma_{T}(x) \subseteq \sigma(T)
$$

and if $\lambda \in \sigma(T) \cap C\left(\bigcup_{x \in \mathcal{X}} \gamma_{T}(x) \cup S_{T}\right)(\lambda \in \boldsymbol{C})$ then in such a point we should be able to define the operator

$$
A_{\lambda} x=x(\lambda) \quad(x \in \mathscr{X})
$$

As in the previous proposition, we should obtain $\lambda \in \rho(T)$ and this is preposterous.
The proof of the following proposition is similar with the proof of the preceding proposition.

However, we shall give it because its specificity.
PROPOSITION 2.5. Let $T \in C(\mathfrak{X}), M_{0} \subseteq M \subseteq \boldsymbol{C}_{\infty}$ and $\mathfrak{y}_{0}=\breve{\mathfrak{X}}_{T}\left(M_{0}\right), \mathfrak{V}=\breve{\mathfrak{X}}_{T}(M)$ with the properties

1) $\bigoplus_{0}, \bigvee^{\text {closed }}$ in $\mathfrak{X}$,
2) $\mathfrak{Y} \subseteq D_{T}$.

If $\widetilde{\mathfrak{Y}}=\mathfrak{y} / \mathfrak{Y}_{0}$ then $T$ induces naturally on $\widetilde{\mathfrak{Y}}$ an operator $\widetilde{T} \in B(\widetilde{\mathfrak{Y}})$ with $\sigma(\widetilde{T}) \subseteq \bar{M}$.

PROOF. As in the former proposition, for any $y \in D_{T}$ we have $\gamma_{T}(T y) \subseteq \gamma_{T}(y)$, therefore the closed subspaces $\mathfrak{\eta}_{0}$ and $\mathfrak{y}$ are invariant to $T$.

Therefore, we have $T \mid \mathfrak{Y} \in B(\mathfrak{y})$. Let $\widetilde{\mathfrak{Y}}=\mathfrak{y} / \mathfrak{Y}_{0}$ and $\widetilde{T}$ be defined as $\widetilde{T} \tilde{y}=\overline{(T \mid ⿹ 勹}) y(y \in \tilde{y} \in \tilde{\mathcal{Y}})$. We shall define for any $\lambda \in C \bar{M} \cap C$ the operator

$$
\widetilde{A}_{\lambda} \widetilde{y}=\overline{f_{y}(\lambda)}
$$

where $y \in \underset{\sim}{y}$ and $f_{y}$ is $T$-associated with $y$. To see that $T$ is coherently defined, let $y_{1}, y_{2} \in \widetilde{y}$, thus $y_{2}=y_{1}+z$ with $z \in \mathfrak{Y}_{0}$. Therefore $f_{2}(\lambda) \in \mathfrak{Y}_{0}$ for any defined
in $\lambda, T$-associated function of $z$, because by Proposition 2.2, $\gamma_{T}\left(f_{i}(\lambda)\right)=\gamma_{T}(z)$.
Therefore

$$
\overline{f_{y_{2}}(\lambda)}=\overline{f_{y_{1}+z}(\lambda)}=\overline{f_{y_{1}}(\lambda)}+\overline{f_{z}(\lambda)}=\overline{f_{v_{1}}(\lambda)}
$$

The second equality is true since

$$
\overline{f_{\alpha_{1} y_{1}+\alpha_{2} v_{2}}(\lambda)}=\alpha_{1} \overline{f_{y_{1}}(\lambda)}+\alpha_{2} \overline{f_{y_{2}}(\lambda)}
$$

Indeed :

$$
(\lambda I-T)\left[f_{\alpha_{1} y_{1}+\alpha_{2} y_{2}}(\lambda)-\alpha_{1} f_{y_{1}}(\lambda)-\alpha_{2} f_{y_{2}}(\lambda)\right]=0
$$

for any corresponding $T$-associated functions, therefore, by Proposition 2.2, $\gamma_{T}\left(f_{\alpha_{1} y_{1}+\alpha y_{2}}(\lambda)-\alpha_{1} f_{y_{1}}(\lambda)-\alpha_{2} f_{y_{2}}(\lambda)\right)=\gamma_{T}(0)=\emptyset \subseteq M_{0}$. In particular, $\widetilde{A}_{\lambda}$ is a linear mapping.

It is easy to see that $\widetilde{A}_{\lambda}$ is injective. For any $y \in \mathfrak{Y} \subseteq D_{T}$ we have the equality

$$
\overline{f_{(\lambda I-T) y}(\lambda)}=\overline{(\lambda I-T) f_{y}(\lambda)}=\tilde{y}
$$

since $(\mu I-T)\left[f_{(\lambda I-T) y}(\mu)-(\lambda I-T) f_{y}(\mu)\right]=0$
and from this is not difficult to see that $\widetilde{A_{\lambda}}$ is surjective.
Furthermore

$$
(\lambda \widetilde{I}-\widetilde{T}) \widetilde{A}_{2}=\widetilde{A}_{\lambda}(\lambda \widetilde{I}-\widetilde{T})=\widetilde{I}, \text { hence } \lambda \in \rho(\widetilde{T})
$$

and the proof is finished.
3. Invariant maximal spaces of a closed operator. We shall introduce the notion of invariant maximal space, corresponding to the notion of spectral maximal space in the theory of decomposable operators [7], [2].

We shall denote by $\mathcal{J}_{T}$ the family of invariant subspaces of $T$ (see Definition $2.5)$ and if $F$ is a closed set in $\boldsymbol{C}_{\infty}$ we put:

$$
\mathcal{J}_{T, F}=\left\{\mathfrak{Y} \in \mathcal{G}_{T} ; \sigma(T \mid \mathfrak{Y}) \subseteq F\right\} .
$$

DEFINITION 3.1. Whenever the family $\mathcal{G}_{T, F}$ is directed and has a maximal element $\mathfrak{X}_{T, F}$ (with respect to the inclusion relation) we shall call it a maximal invariant space of $T$ (on $F$ ).

It is easy to see that a closed subspace $\mathfrak{V} \subseteq \mathfrak{X}$ is a maximal invariant one of $T$ if and only if for any $\mathfrak{Z} \in \mathscr{J}_{T}$ the relation $\sigma(T \mid \mathfrak{Z}) \subseteq \sigma(T \mid \mathfrak{Y})$ implies $\mathfrak{Z} \subseteq \mathfrak{Y}$.

Consequently our definition is a natural extension of the definition of spectral maximal spaces [7].

Definition 3.2. $\quad \Lambda$ closed subspace $\mathfrak{Y} \subseteq \mathfrak{X}$ is called $T$-absorbing if for any $x \in \mathfrak{Y}$ the equation $(\lambda I-T) y=x$ has solutions $y$ only in $\mathfrak{Y}$, for any $\lambda \in \sigma(T \mid \mathfrak{Y})$.

Proposition 3.1. Let $\mathfrak{Y} \subseteq \mathfrak{X}$ be an invariant maximal space of $T \in C(\mathfrak{X})$. Then $\mathfrak{Y}$ is a T-absorbing subspace of $\mathfrak{X}$.

Proof. Since the proof is similar with one of [2], we shall only sketch it.
If $\lambda_{0} \in \sigma(T \mid \mathfrak{Y})$ and $x_{0} \in \mathfrak{Y}$ the assumption that there exists $y_{0} \notin \mathfrak{Y}$ with $\left(\lambda_{0} I-T\right) y_{0}=x_{0}$ leads to a contradiction. Indeed, if

$$
\mathfrak{Y}_{0}=\left\{x+\alpha y_{0} ; x \in \mathfrak{Y} ; \alpha \in \boldsymbol{C}\right\}
$$

then $\mathfrak{Y}_{0} \subseteq D_{T}$ and $T \mathfrak{Y}_{0} \subseteq \mathfrak{Y}_{0}$, therefore $\mathfrak{V}_{0} \in \mathcal{J}_{T}$. Furthermore if $\lambda \in \rho(T \mid \mathfrak{Y})$ the operator $\lambda I-T$ is injective and surjective (here the uniqueness of the representation for the elements of $\mathfrak{Y}_{0}$ is essential), therefore $\lambda \in \rho\left(T \mid \mathfrak{y}_{0}\right)$. But this is a contradiction, since $\mathfrak{Y}_{0} \neq \mathfrak{Y}$ which is maximal invariant.

Corollary 1. Let $\mathfrak{V}$ be an invariant maximal space of $T \in C(\mathfrak{X})$ and $f_{0}: \omega \rightarrow D_{T}, f_{0}(\lambda) \not \equiv 0$ in $\omega$, an analytic function verifying $(\lambda I-T) f_{0}(\lambda)=0$.

If $\omega$ is connected and $\omega \cap \sigma(T \mid \mathfrak{Y})$ contains an open set then $\omega \subseteq \sigma(T \mid \mathfrak{Y})$.
Proof. Indeed, if $\omega \cap \sigma(T \mid \mathfrak{Y})$ contains an open set $D$ then, by Proposition 3.1, $f_{0}(\lambda) \in \mathfrak{Y}(\lambda \in D)$. By analytic prolongation we obtain easily that $f_{0}(\lambda) \in \mathfrak{Y}$ with all its derivatives, if $\lambda \in \omega$. Since $T f_{0}(\lambda)=\lambda f_{0}(\lambda)$ and $T$ is closed it follows that $T f_{0}^{(k+1)}(\lambda)=\lambda . f_{0}^{(k+1)}(\lambda)+(k+1) f_{0}^{(k)}(\lambda)$ and since $f_{0}(\lambda) \equiv 0$, for any $\lambda_{0} \in \omega$ there exists an $n_{0}$ such that $f_{0}^{\left(n_{0}\right.}\left(\lambda_{0}\right) \neq 0$ and $T f_{0}^{\left(n_{0}\right)}\left(\lambda_{0}\right)=\lambda_{0} f_{0}{ }_{0}{ }^{n_{0}}\left(\lambda_{0}\right)$, thus $\lambda_{0} \in \sigma(T \mid \mathfrak{Y})$.

Corollary 2. If $\mathfrak{Y} \subseteq \mathfrak{X}$ is an invariant maximal space of $T \in C(\mathfrak{X})$ then $\sigma(T \mid \mathfrak{Y}) \subseteq \sigma(T)$.

Proof. Indeed, if $\lambda \in \rho(T) \cap \boldsymbol{C}$ then for any $x \in \mathfrak{Y}$ the element $y=R(\lambda, T) x$ is a solution of the equation $(\lambda I-T) y=x$. If $\lambda \in \sigma(T \mid \mathfrak{Y})$ then $y \in \mathfrak{Y}$ for any $x \in \mathfrak{Y}$ and being uniquely determined, we obtain easily that $R(\lambda, T) \mid \mathfrak{Y}=R(\lambda, T \mid \mathfrak{Y})$ and this is preposterous.

Corollary 3. If $\mathfrak{Y}_{1} \subseteq \mathfrak{Y}_{2}$ are invariant maximal spaces of $T \in C(\mathfrak{X})$ then $\sigma\left(T \mid \mathfrak{Y}_{1}\right) \subseteq \sigma\left(T \mid \mathfrak{Y}_{2}\right)$.

The proof is simlar with the preceding proof.
Proposition 3.2. Let $T \in C(\mathfrak{X})$ and $\left\{\mathfrak{X}_{T, F_{\alpha}}\right\}$ be a family of invariant maximal spaces of $T$. If the family of sets $\left\{F_{\alpha}\right\}$ is directed on the left (by the inclusion relation) and if $F=\bigcap_{\alpha} F_{\alpha}$ then there exists the invariant maximal space $\mathfrak{X}_{, F}$ and $\mathfrak{X}_{T, F}=\bigcap_{\alpha} \mathfrak{X}_{T, F_{\alpha}}$.

Proof. Let us put $\mathfrak{Y}=\bigcap_{\alpha} \mathfrak{X}_{T, F_{\alpha}}$. Obviously $\mathfrak{V}$ is an invariant subspace of $T$. We shall show that $\sigma(T \mid \mathfrak{Y}) \subseteq F$.

For, let $\lambda_{0} \in C F \cap C$. The operator $\left(\lambda_{0} I-T\right) \mid \boldsymbol{V}$ is injective since if $\left(\lambda_{0} I-T\right) x_{0}=0$ there exists an index $\alpha_{0}$ such that $\lambda_{0} \notin F_{\alpha_{0}}$ and from $\sigma\left(T \mid \mathfrak{X}_{T, F_{\alpha_{0}}} \subseteq F_{\alpha_{0}}\right.$ it follows $x_{0}=0$.

The operator $\left(\lambda_{0} I-T\right) \mid \mathfrak{Y}$ is also surjective since if $y_{0} \in \mathfrak{Y}$ then for indexes $\beta$ with $\lambda_{0} \notin F_{\beta}$ we have $z_{0}=R\left(\lambda_{0}, T \mid \mathfrak{X}_{T, r_{\beta}}\right) y_{0} \in \mathfrak{X}_{T, F_{\beta}}$ and the solution $z_{0}$ is unique for $\left(\lambda_{0} I-T\right) z_{0}=y_{0}$. Indeed, if $\left(\lambda_{0} I-T\right) z_{\beta_{1}}=\left(\lambda_{0} I-T\right) z_{\beta_{2}}=y_{0}$ then if $F_{\beta} \subseteq F_{\beta_{1}} \cap F_{\beta_{2}}$ we have $\left(\lambda_{0} I-T\right) z_{\beta}=y_{0}$, therefore $\left(\lambda_{0} I-T\right)\left(z_{\beta_{1}}-z_{\beta}\right)=0=\left(\lambda_{0} I-T\right)$ ( $z_{\beta_{2}}-z_{\beta}$ ) on the spaces $\mathfrak{X}_{T, F_{\beta_{1}}}$ and $\mathfrak{X}_{T, F_{\beta_{2}}}$, thus by injectivity, $z_{\beta_{1}}=z_{\beta}=z_{\beta_{2}}$. On the other hand, let us remark the equality $\mathfrak{Y}=\bigcap_{\substack{\beta \\ \lambda_{0} \& F_{\beta}}} \mathfrak{X}_{T, F_{\beta}}$, since the family $\left\{F_{\alpha}\right\}$ is directed by the inclusion relation. Consequently $z_{0} \in \mathfrak{Y}$. A Banach theorem gives us $\lambda_{0} \in \rho(T \mid \mathfrak{Y})$. Now, if 3 is an invariant subspace of $T$ with $\sigma(T \mid 3) \subseteq F$ then $\mathcal{Z} \subseteq \bigcap \mathfrak{X}_{T, F_{\alpha}}$, therefore we have indeed $\mathfrak{V}=\mathfrak{X}_{T, F_{\alpha}}$.
$\stackrel{\alpha}{\text { For }}$ every operator $A \in B(\mathfrak{X})$ we shall denote by $\mathscr{F}(A)$ the family of complex valued functions analytic in a neighbourhood of $\sigma(A)$.

It is known that for any $f \in \mathscr{F}(A)$ there exists an operator $f(A) \in B(\mathfrak{X})$ given by the formula :

$$
f(A)=\frac{1}{2 \pi i} \int_{\Gamma} f(\lambda) R(\lambda, A) d \lambda
$$

where $\Gamma$ is a suitable system of curves in $\rho(A)$ (see [5], Ch. VII).
Proposition 3.3 Let $T \in C(\mathfrak{X}), A \in B(\mathfrak{X})$ and $\mathfrak{Y} \subseteq \mathfrak{X}$ a maximal invariant space of $T$. If $A T \subseteq T A$ and $R\left(\lambda_{0}, A\right) T \subseteq T R\left(\lambda_{0}, A\right)$ for a $\lambda_{0} \in \rho(A) \cap C$ then the subspace $\mathfrak{Y}$ is invariant to $f(A)$, for any $f \in \mathscr{F}(A)$.

Proof. Since $\left(\lambda_{0}-\lambda\right)^{-1} \in \rho\left(R\left(\lambda_{0}, A\right)\right)$, if $\lambda \in \rho(A)$, then we have the equality $R(\lambda, A)=\left(\lambda-\lambda_{0}\right)^{-1}\left[R\left(\lambda_{0}, A\right)-\left(\lambda_{0}-\lambda\right)^{-1} I\right]^{-1} R\left(\lambda_{0}, A\right)$ and it will be easy to see
that $T R(\lambda, A) x=R(\lambda, A) T x$ for $x \in D_{T}$ (because from $A_{T} D \subseteq D_{T}$ and $R\left(\lambda_{0}, A\right) D_{T}$ $\subseteq D_{T}$ we have $\left.R\left(\lambda_{0}, T\right) D_{T}=D_{T}\right)$.

Now if $\lambda \in \rho(A) \cap \boldsymbol{C}$, then $\mathfrak{V}_{\lambda}=R(\lambda, A)$ У is a closed subspace of $\mathfrak{X}$ and for any $y \in \mathfrak{Y}_{\lambda}\left(\subseteq D_{T}\right)$ we have $T y=T R(\lambda, A) x=R(\lambda, A) T x \in \mathfrak{Y}_{\lambda}$ (where $x \in \mathfrak{Y} \subseteq D_{T}$ ).

Consequently $\mathfrak{V}_{\lambda} \in \mathcal{G}_{T}$. The relation $T y=R(\lambda, A) T(\lambda I-A) y$ shows that $T \mid \vartheta_{\lambda}=[R(\lambda, A) \mid \vartheta]\left[T \mid \vartheta^{2}\right]\left[(\lambda I-A) \mid \mathfrak{V}_{\lambda}\right]$ and since $(\lambda I-T) \mid \mathfrak{V}_{\lambda}: \mathfrak{V}_{\lambda} \rightarrow \mathfrak{Y}_{\lambda}$ is bounded, we obtain $\sigma\left(T \mid \mathfrak{Y}_{\lambda}\right)=\sigma(T \mid \mathfrak{Y})$, therefore $\mathfrak{Y}_{\lambda} \subseteq \mathfrak{Y}$.

So $R(\lambda, A) \mathscr{Y} \subseteq \mathfrak{Y}$ for any $\lambda \in \rho(A)$ and if $f \in \mathscr{F}(A)$ the approximation of the integral with finite sums leads to the desired result.

Proposition 3.4. With the conditions of Proposition 2.4, the space $\mathfrak{X}_{T}\left(M_{0}\right)$ is invariant maximal of $T$.

Proof. Indeed, if $\mathfrak{Z} \in \mathcal{I}_{T}$ and $\sigma(T \mid \mathfrak{Z}) \subseteq M_{0} \supseteq S_{T}$ then $(\lambda I|\mathcal{Z}-T| \mathcal{Z})^{-1}$ exists outside $M_{0}$, hence $\mathfrak{Z \subseteq} \mathfrak{X}_{T}\left(M_{0}\right)$.
4. Residually decomposable operators. In this paragraph we shall define the notion of residually decomposable operator, a natural generalization of the notion of decomposable (bounded) operator [7]. Our definition is valid for any closed operator. Let $S \subseteq \boldsymbol{C}_{\infty}$ be a closed set.

Definition 4.1. A family of open sets $\left\{G_{j}\right\}_{j=1}^{n} \cup\left\{G_{s}\right\}$ is an $S$-covering of the closed set $\Delta \subseteq \boldsymbol{C}_{\infty}$ if :

$$
\begin{array}{ll}
\left(\mathscr{H}_{1}\right) & \bigcup_{j=1}^{n} G_{j} \cup G_{S} \supseteq \Delta \cup S, \\
\left(\mathscr{H}_{2}\right) \quad & \bar{G}_{j} \cap S=\emptyset \quad(j=1, \cdots, n) .
\end{array}
$$

Definition 4. 2. An operator $T \in C(\mathfrak{X})$ is called $S$-residually decomposable if :
$\left(\delta_{1}\right)$ For any closed set $F \subseteq \boldsymbol{C}_{\infty}$ with $F \cap S=\emptyset$ the family $\mathcal{G}_{T, F}$ is directed and has a maximal element $\mathfrak{X}_{T, F}$,
$\left(\delta_{2}\right)$ For any $S$-covering $\left\{G_{j}\right\}_{j=1}^{n} \cup\left\{G_{s}\right\}$ of the set $\sigma(T)$ there exist the invariant subspaces $\left\{\mathfrak{X}_{j}\right\}_{j=1}^{n}$ of $T$ with the properties:
$\left(\delta_{2}^{\prime}\right) \quad \sigma\left(T \mid \mathfrak{X}_{j}\right) \subseteq G_{j} \quad(j=1, \cdots, n)$,
( $\delta_{2}^{\prime \prime}$ ) every $x \in \mathfrak{X}$ has a decomposition of the form:
$x=x_{1}+x_{2}+\cdots+x_{n}+x_{S}$
where $x_{j} \in \mathfrak{X}_{j}(j=1, \cdots, n)$ and $\sigma_{T}\left(x_{S}\right) \subseteq \overline{G_{s}}$.
First of all we must observe that we may always suppose $S \subseteq \sigma(T)$ since it is
straightforward to see that any $S$-residually decomposable operator is $S \cap \sigma(T)$ residually decomposable and conversely.

Proposition 4.1. If $T^{\prime} \in C(\mathfrak{X})$ is $\emptyset$-residually decom posable then $T \in B\left(\mathfrak{X}^{\prime}\right)$ and $T$ is decomposable [7].

Proof. If $S=\emptyset$ then any covering $\left\{G_{j}\right\}_{j=1}^{n}$ of $\sigma(T)$ is an $S$-covering of $\sigma\left(T^{\prime}\right)$. Corresponding to this covering there exist the invariant subspaces $\mathfrak{X}_{j}$ ( $j=1, \cdots, n$ ) such that any $x \in \mathfrak{X}$ has a decomposition of the form $x=x_{1}+\cdots$ $+x_{n}+x_{S}$ with $x_{j} \in \mathfrak{X}_{j}(j=1, \cdots, n)$ and $\sigma_{T}\left(x_{S}\right)=\emptyset$. The mapping $\lambda \rightarrow x_{S}(\lambda)$ is analytic in the whole complex plane $\left(\mathrm{by}\left(\delta_{2}^{\prime \prime}\right)\right.$ ). From this it follows easily $x_{S}=0$. Indeed, if $\lambda_{k} \rightarrow \infty$ then $y_{k}=\frac{x_{S}\left(\lambda_{k}\right)}{\lambda_{k}} \rightarrow 0$ and $T y_{k}=x_{S}\left(\lambda_{k}\right)-\stackrel{x_{S_{-}} \rightarrow x_{S}(\infty)}{\lambda_{k}}$ and $T$ being closed it follows $x_{S}(\infty)=0$. By Liouville theorem we have $x_{S}(\lambda) \equiv 0$, thus $x_{s}=0$.

If $F_{j}=\sigma\left(T \mid \mathfrak{X}_{j}\right) \subseteq G_{j}$ then, by $\left(\delta_{1}\right)$, there exist $\mathfrak{X}_{T, F_{j}} \supseteq \mathfrak{X}_{j}(j=1, \cdots, n)$ which are maximal spectral [7], and $\sum_{j=1}^{n} \mathfrak{X}_{T, F_{j}}=\mathfrak{X}$, therefore $T$ is decomposable.

Lemma 4.1. Let $T \in C(\mathfrak{X})$ be an operator $S$-residually decomposable and $G$ an open set with the property $G \cap(\sigma(T) \backslash S) \neq \emptyset$. Then there exists an invariant maximal space $\mathfrak{Y} \neq\{0\}$ such that $\sigma(T \mid \mathfrak{Y}) \subseteq G \cap(\sigma(T) \backslash S)$.

Proof. With no loss of generality we may assume that $\bar{G} \cap S=\emptyset$.
Then we choose an open set $G_{1}$ such that $G \subseteq \bar{G} \subseteq G_{1}, \bar{G}_{1} \cap S=\emptyset$ and let us consider the $S$-covering $\left\{G_{1}, G_{s}\right\}$ where $G_{S}=C \bar{G}$. Then there exists an invariant subspace $\mathfrak{Y}$ with $\sigma(T \mid \mathfrak{Y}) \subseteq G_{1}$. If $\mathfrak{V}=\{0\}$ then any $x \in \mathfrak{X}$ would have the form $x=x_{S}$, and since $\sigma_{T}\left(x_{S}\right) \subseteq \bar{G}_{S}$ we should obtain, by Corollary 1 of Proposition 2.4, that $\sigma(T) \subseteq \bar{G}_{s}$. This is preposterous since we have, by our assumption, that $G \cap \sigma(T) \neq \emptyset$ and $\bar{G}_{S} \subseteq C G$.

Thus necessarily $\mathfrak{V} \neq\{0\}$.
Proposition 4.2. If $T \in C(\mathfrak{X})$ is an operator $S$-residually decomposable then $S_{T} \subseteq S$. Moreover for any open $G, \bar{G} \subseteq \sigma(T), G \cap S=\emptyset$, we have $\sigma\left(T / \mathfrak{X}_{T, \bar{\epsilon}}\right)=\bar{G}$.

Proof. Let $f: \omega \rightarrow D_{T}$ be ( $\omega \subseteq C S$ ) an analytic function which verifies ( $\lambda I-T) f(\lambda) \equiv 0$ if $\lambda \in \omega \cap \boldsymbol{C}$. We shall show that $f(\lambda) \equiv 0$ for $\lambda \in \omega$. We can suppose with no loss of generality that $\omega \subseteq \sigma(T) \backslash S$.

Let us assume the contrary. We shall choose the connected open sets $G$
and $G_{1}$ with $G \subseteq \bar{G} \subseteq G_{1} \subseteq \omega$ and we suppose $f(\lambda) \not \equiv 0$ in $G_{1}$. Let now the invariant maximal space $\mathfrak{X}_{T, \bar{G}}$. We have the equality $\sigma\left(T^{\prime} \mid \mathfrak{X}_{T, \bar{i}}\right)=\bar{G}$. Indeed, if $\bar{G} \backslash \sigma\left(T \mid \mathfrak{X}_{r, \bar{i}}\right) \neq \emptyset$ then this set contains a non-void open set and if $F$ is a closed subset of $\bar{G} \backslash \boldsymbol{\sigma}\left(T \mid \mathfrak{X}_{r, \bar{G}}\right)$ with $\stackrel{\circ}{F} \neq \emptyset(\stackrel{\circ}{F}$ is the interior of $F)$, on account of Lemma 4.1, we have $\mathfrak{X}_{T, r} \neq\{0\}$. On the other hand $\sigma\left(T \mid \mathfrak{X}_{T, F}\right) \subseteq F \subseteq \bar{G}$, thus $\mathfrak{X}_{T, \bar{F}} \subseteq \mathfrak{X}_{T, \bar{G}}$. By Corollary 3 of Proposition 3.1, we have $\sigma\left(\mathrm{T} \mid \mathfrak{X}_{T, \bar{F}}\right) \subseteq \sigma\left(T \mid \mathfrak{X}_{T, \bar{G}}\right)$ and this fact is impossible. Thus $\sigma\left(T \mid \mathfrak{X}_{T, \bar{G}}\right)=\bar{G}$ and obviously $\stackrel{\circ}{G} \neq \emptyset$, therefore by Corollary 1 of Proposition 3.1, we have $G_{1} \subseteq \sigma\left(T \mid \mathfrak{X}_{T, \bar{c}}\right)=\bar{G}$ and this is a contradiction. Consequently $f(\lambda) \equiv 0$ in $\omega$ and, by Proposition $2.1, S_{T} \subseteq S$.

Till now we have introduced, for an operator $T \in C(\mathfrak{X})$ and a closed set $F \subseteq \boldsymbol{C}_{\infty}$, some types of linear manifolds : $\mathfrak{X}_{T}\left(F \cup S_{T}\right), \breve{\mathfrak{X}}_{T}(F)$ and $\mathfrak{X}_{T, F}$. We have the following obvious inclusions : $\mathfrak{X}_{T, F} \subseteq \breve{\mathfrak{X}}_{T}(F)$ and $\mathfrak{X}_{T, F} \subseteq \mathfrak{X}_{T}(F)=\breve{\mathfrak{X}}_{T}(F)$ when $S_{T}=\emptyset$.

A natural question is: which is the "true" relation among these linear manifolds when the operator $T$ is an $S$-residually decomposable one, for a certain closed $S \subseteq \boldsymbol{C}_{\infty}$.

THEOREM 4.1. Let $T \in C(\mathfrak{X})$ be an operator $S$-residually decomposable with $S_{T}=\emptyset$. Then for any compact $F \subseteq \boldsymbol{C}, F \cap S=\emptyset$ we have $\mathfrak{X}_{T, F}=\mathfrak{X}_{T}(F)$.

Proof. Let $F \subseteq \boldsymbol{C}$ be compact with $F \cap S=\emptyset$. We shall choose the open sets $G_{1}$ an $G_{S}$ so that $\bar{G}_{1} \cap S=\emptyset, \bar{G}_{S} \cap F=\emptyset, G_{1} \supseteq F, \bar{G}_{S} \supseteq S$ and $G_{1} \cup G_{S} \supseteq \sigma(T)$. So the system $\left\{G_{1}, G_{S}\right\}$ forms an $S$-covering of $\sigma(T)$. Then there exists an invariant subspace $\mathfrak{X}_{1}$ with $\sigma\left(T \mid \mathfrak{X}_{1}\right) \subseteq G_{1}$ such that any $x \in \mathfrak{X}_{T}(F)$ has the representation $x=x_{1}+x_{S}$ with $x_{1} \in \mathfrak{X}_{1}$ and $\sigma_{T}\left(x_{S}\right) \subseteq \overline{G_{S}}$. We shall take a suitable contour $\Gamma_{0}$ round $F$, which separates the sets $F$ and $G_{S}$, in $C F \cap C \bar{G}_{S} \cap C$. In a neighbourhood of $\Gamma_{0}$ the $T$-associated functions $x(\lambda), x_{s}(\lambda)$ and $x_{1}(\lambda)$ exist, thus we can write

$$
\frac{1}{2 \pi i} \int_{\Gamma_{0}} x(\lambda) d \lambda=\frac{1}{2 \pi i} \int_{\Gamma_{0}} x_{1}(\lambda) d \lambda+\frac{1}{2 \pi i} \int_{\Gamma_{0}} x_{S}(\lambda) d \lambda=\frac{1}{2 \pi i} \int_{\Gamma_{0}} x_{1}(\lambda) d \lambda
$$

since $x_{s}(\lambda)$ is analytic in the domain delimited by $\Gamma_{0}$.
Because $\mathfrak{X}_{1}$ can be supposed invariant maximal, it is $T$-absorbing (Proposition 3.1), therefore $x_{1}(\lambda) \in \mathfrak{X}_{1}$ for any $\lambda$, thus $\frac{1}{2 \pi i} \int_{\Gamma_{0}} x_{1}(\lambda) d \lambda \in \mathfrak{X}_{1}$.

On the other hand, since $S_{T}=\emptyset$, the function $x(\lambda)$ is analytic outside the domain delimited by $\Gamma_{0}$, thus we have :

$$
\frac{1}{2 \pi i} \int_{\Gamma_{0}} x(\lambda) d \lambda=\lim _{\lambda \rightarrow \infty} \lambda x(\lambda)=x
$$

Indeed as in Proposition 4.1, we have $x(\infty)=0$, thus in a suitable neighbourhood of $\infty$ we can write

$$
x(\mu)=\sum_{k=0}^{\infty} \frac{x_{k}}{\mu^{k+1}}
$$

(since $x(\infty)=0$ ).
From the relation ( $T$ being closed)

$$
0=T x(\infty)=\lim _{\mu \rightarrow \infty} \mu x(\mu)-x
$$

it follows $\lim _{\mu \rightarrow \infty} \mu x(\mu)=x$.
Hence $x \in \mathfrak{X}_{1}$ and $x \in \mathfrak{X}_{T}(F)$ being arbitrarily chosen, we obtain

$$
\mathfrak{X}_{T}(F) \subseteq \bigcap_{\substack{G, T T^{F} \\ \bar{G}_{1} \cap S=\phi}} \mathfrak{X}_{T, \bar{G}_{1}}
$$

Since the family $\left\{\bar{G}_{1} ; \bar{G}_{1} \supseteq F, \bar{G}_{1} \cap S=\emptyset\right\}$ is directed, on account of Propo:.. 3.2, we shall have

$$
\bigcap_{\substack{\bar{G}_{1}, \mathcal{F} \\ \bar{G}_{1} \cap \phi}} \mathfrak{X}_{T, \overline{G_{1}}}=\mathfrak{X}_{T, \boldsymbol{F}} .
$$

Because the inclusion $\mathfrak{X}_{T, F} \subseteq \breve{\mathfrak{X}}_{T}(F)=\mathfrak{X}_{T}(F)$ is obvious, the proof is finished.
The linear manifolds $\breve{\mathfrak{X}}_{T}(F)$ with $F \subseteq C_{\infty}$ closed are generally not closed in $\mathfrak{X}$. However, it seems to be interesting the following result :

THEOREM 4.2. Let $T \in B(\mathfrak{X})$ be an operator $S$-residually decomposable with $S \subseteq \boldsymbol{C}$. Then for every $F \subseteq C$ compact with $F \cap S=\emptyset$ we have the relation :

$$
\breve{\mathfrak{X}}_{T}(F)=\mathfrak{X}_{T, F} \dot{+} \breve{\mathfrak{X}}_{T}(\emptyset)
$$

(where " $\dot{+}$ " denotes the direct sum between two linear not necessarily closed manifolds).

PROOF. Let us remark that if $y \in \mathfrak{X}_{T, \boldsymbol{F}} \cap \breve{\mathfrak{X}}_{T}(\emptyset)$ then we can define the $T$-associated function :

$$
f_{y}(\lambda)= \begin{cases}\left(\lambda I\left|\mathfrak{X}_{T, F}-T\right| \mathfrak{X}_{T, F}\right)^{-1} y & \lambda \in C F \cap \boldsymbol{C} \\ y(\lambda) & \lambda \in C S_{T} \cap C\end{cases}
$$

because $\sigma_{T}(y)=S_{T}$. Since $\lim _{\lambda \rightarrow \infty} f_{y}(\lambda)=0$, by Liouville theorem it follows $f_{y} \equiv 0$, thus $y=0$.

Now, let us consider two systems $\Gamma_{1}$ and $\Gamma_{2}$ which surround and separate $F, S$ respectively in $\rho_{T}(x)$, where $x \in \breve{\mathfrak{X}}_{T}(F)$ is arbitrary. Also, let $\Gamma$ be another system which surrounds $\Gamma_{1}$ and $\Gamma_{2}$ (this construction is possible since $F$ and $S$ are compact in $\boldsymbol{C}$ ).

We shall have the equality :

$$
x=\frac{1}{2 \pi i} \int_{\Gamma} x(\lambda) d \lambda=\frac{1}{2 \pi i} \int_{\Gamma_{1}} x(\lambda) d \lambda+\frac{1}{2 \pi i} \int_{\Gamma_{2}} x(\lambda) d \lambda .
$$

Let us denote by $x_{F}=\frac{1}{2 \pi i} \int_{\Gamma_{1}} x(\lambda) d \lambda$ and $x_{S}=\frac{1}{2 \pi i} \int_{\Gamma_{2}} x(\lambda) d \lambda$.
Obviously, the elements $x_{F}$ and $x_{S}$ do not depend by the particular choosing of the systems $\Gamma_{1}$ and $\Gamma_{2}$. We have $\gamma_{T}\left(x_{F}\right) \subseteq F$ and $\gamma_{T}\left(x_{S}\right) \subseteq S$.

Indeed, if $\mu_{0} \in C F$ then there exists a system $\Gamma_{1}^{\prime}$ "into" $\Gamma_{1}$ such that $\mu_{0}$ be "outside" $\Gamma_{1}^{\prime}$, thus for $\mu$ in a neighbourhood of $\mu_{0}$ we shall have

$$
\begin{aligned}
& (\mu I-T) \frac{1}{2 \pi i} \int_{\Gamma_{1}^{\prime}} \frac{x(\lambda)}{\mu-\lambda} d \lambda=\frac{1}{2 \pi i} \int_{\Gamma_{1}^{\prime}} x(\lambda) d \lambda+\frac{1}{2 \pi i} \int_{r_{1}^{\prime}} \frac{x}{\mu-\lambda} d \lambda \\
& =\frac{1}{2 \pi i} \int_{r_{1}^{\prime}} x(\lambda) d \lambda=\frac{1}{2 \pi i} \int_{\Gamma_{1}} x(\lambda) d \lambda=x_{F} .
\end{aligned}
$$

Analogusly we have $\gamma_{T}\left(x_{S}\right) \subseteq S$.
On the other hand $\gamma_{T}\left(x_{S}\right)=\gamma_{T}\left(x-x_{F}\right) \subseteq F$, so $\gamma_{T}\left(x_{S}\right)=\emptyset$, thus $x_{S} \in \mathfrak{X}_{T}(\emptyset)$.
Let now $\left\{G_{1}, G_{S}\right\}$ an $S$-covering of the set $\sigma(T)$ with $G_{1} \supseteq F, G_{1} \cap S=\emptyset$, $\bar{G}_{S} \cap F=\emptyset$.

Corresponding to this covering there exists a maximal invariant space $\mathfrak{X}_{1}$ and thus the element $x$ has the form $x=y_{1}+y_{s}$ where $y_{1} \in \mathfrak{X}_{1}$ and $\sigma_{T}\left(y_{S}\right) \subseteq \bar{G}_{s}$.

Since the system $\Gamma_{1}$ can be chosen in $C F \cap_{\downarrow} \overline{G_{S}}$, then in a neighbourhood of $\Gamma_{1}$ there exist the functions $x(\lambda), y_{1}(\lambda), y_{s}(\lambda)$ and $y_{s}(\lambda)$ is analytic in the domain delimited by $\Gamma_{1}$. From $x(\lambda)=y_{1}(\lambda)+y_{s}(\lambda)$ we have

$$
x_{F}=\frac{1}{2 \pi i} \int_{\Gamma_{1}} y_{1}(\lambda) d \lambda \in \mathfrak{X}_{1}
$$

because $\mathfrak{X}_{1}$ is $T$-absorbing.
As in the preceding theorem, we shall obtain $x_{\boldsymbol{F}} \in \bigcap_{\bar{G}_{1} \geq \boldsymbol{F}, \overrightarrow{G_{1}} \cap S=\phi} \mathfrak{X}_{1}=\mathfrak{X}_{T, \boldsymbol{F}}$ and

## F. -H. VASILESCU

this finishes our proof.

## References

[1] W. G. BADE, Unbounded spectral operators, Pacific J. Math., 4(1954), 373-392.
[2] I. Colojoară and C. Foias, Theory of generalized spectral operators, Gordon and Breach, Science Publishers, New' York, London, Paris, 1968.
[ 3 ] N. Dunford, Spectral operators, Pacific J. Math., 4(1954), 321-354.
[4] N. DUNFORD, A survey of the theory of spectral operators, Bull. Amer. Math. Soc., 64(1958), 217-274.
[5] N. Dunford and J. T. Schwartz, Linear operators I, Intersecience Publishers, New York, 1958.
[6] C. FoiAș, Une application des distribution vectorielles à le théorie spectrale, Bull. Sci. Math., 84(1960), 147-158.
[7] C. Foinș, Spectral maximal spaces and decomposable operators in Banach spaces, Archiv der Math. XIV, 4-5(1963), 341-349.
[8] C. T. Ionescu Tulcea, Spectral operators on locally convex spaces, Bull. Amer. Math. Soc., 67(1961), 125-128.
[9] F.-Y. Matda, Generalized spectral operators on locally convex spaces, Pacific J. Math., 13(1963), 177-192.
[10] L. Waelbrofck, Le calcul symbolique dans les algébres comutatives, J. Math. Pures Appl., $9^{r}$ série 33(1954), 147-186.

Academin Republicil Socialiste România
Institutúl de Matematică
Bucuresti. România

